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We investigate some applications of the differential subordination and the differential superordination of certain admissible classes
of multivalent functions in the open unit disk U. Several differential sandwich-type results are also obtained.

1. Introduction

Let Z°(U) be the class of functions analytic in the open unit
disk

U={z:z€C,|z| <1}. 1)

Denote by #[a,n] the subclass of #(U) consisting of
functions of the form

fle)=a+aZ +a,,z2"" +-- )
with
H =9 [1,1]. (3)

Also let o/(p) be the class of all analytic and p-valent
functions of the form

f(z)=z2"+ OZO: a,z2" (peN={1,2,3,...}; zeU).
n=p+1
(4)

Let f and F be members of the function class Z°(U). The
function f(z) is said to be subordinate to F(z), or the function
F(z) is said to be superordinate to f(z), if there exists a
function w(z), analytic in U with

w(0) =0,

lw(z)] <1 (zel), ©)

such that
f(z)=F(w(z). (6)

In such a case we write f(z) < F(z). If F is univalent in U,
then f(z) < F(z) if and only if f(0) = F(0) and f(U) c
F(U) (see [1-3]; see also several recent works [4-8] dealing
with various properties and applications of the principle of
differential subordination and the principle of differential
superordination).

We denote by & the set of all functions g that are analytic

and injective on U \ E(q), where

E(q):{(eaﬂJ: lim{q(z):oo}, (7)
and are such that

g @) +0 ({€dU\E(q). (8)

We further let the subclass of & for which q(0) = a be
denoted by & (a) and write

F)=F,. 9)

In order to prove our results, we will make use of the
following classes of admissible functions.

Definition 1 (see [2, p. 27, Definition 2.3a]). Let Q) be a set
inC,q € %, and n € N. The class ¥,[€, q] of admissible



functions consists of those functions ¢ : C* x U — C that
satisty the following admissibility condition:

v(r,s,t;z) ¢ Q (10)
whenever
r=q@), s=kig ),
t ' (© (1)
91(;+1> ;kiR<1+ 70 )

where z € U, ¢ € oU \ E(q), and k = n. We write ¥, [Q, g]
simply as Y[, q].
In particular, if

q(Z)=(

Mz +a
M +az

)M (M>0;la] < M), (12)

then
qU) =Uy ={w: |w| < M}, 13)

q(0) = a,E(q) = 0,and q € F(a). In this case, we set
Y, [Q, M, a] = Y¥,[Q,q]. Moreover, in the special case, when
we set Q = U,,, the class is simply denoted by ¥, [M, a].

Definition 2 (see [3, p. 817, Definition 3]). Let Q be a set
in C,q € Zla,n] with q'(z) # 0. The class ‘I’ZL[Q,q] of
admissible functions consists of those functions y : C*xU —
C that satisfy the following admissibility condition:

y(r,st:0) € Q (14)
whenever
!

_ _zq (2)

r=4q(z), s——m ,
t 1 " (2) "

zq (z

m<;+l>§am(l+ q’(z) ),

where z € U, { € 0U, and m 2 n 2 1. In particular, we write
¥/ [Q, q] simply as ¥'[Q, g].

In our investigation we need the following lemmas which
are proved by Miller and Mocanu (see [2] and [3]).

Lemma 3 (see [2, p. 28, Theorem 2.3b]). Let v € ¥,[Q,q]
with q(0) = a. If the analytic function g(z) given by

g =a+az +a,,2" +- (16)
satisfies the inclusion relationship
v(9(2).29' (2),2°¢" (2):2) € Q, (17)
then g < q.

Lemma 4 (see [3, p. 818, Theorem 1]). Let y € ‘I’,;[Q, ql with
q(0) = a. If g € F(a) and the function

~

1 (g (), zg' (2) ,zzg" (2); z) (18
is univalent in U, then
Qc{y(9().29' (2),2°9" (2);2) :z €U} (19)
implies that q < g.
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In this paper, we determine the sufficient conditions for
certain admissible classes of multivalent functions so that

“
2@<(L2) <a. 0)

where p > 0 and g, and g, are given univalent functions in U
with

9:(0) = ¢, (0) = 1. (21)

In addition, we derive several differential sandwich-type
results. A similar problem for analytic functions involving
certain operators was studied by Aghalary et al. [9], Ali
et al. [10], Aouf et al. [11], Kim and Srivastava [12], and
other authors (see [13-15]). In particular, unlike the earlier
investigation by Aouf and Seoudy [16], we have not used
any operators in our present investigation. Nevertheless, for
the benefit of the targeted readers of our paper, in addition
to oft-cited paper [11], we have included several further
citations of recent works (see, e.g., [17-21]) in which various
families of linear operators were applied in conjunction with
the principle of differential subordination and the principle
of differential superordination for the study of analytic or
meromorphic multivalent functions.

2. A Set of Subordination Results

Unless otherwise mentioned, we assume throughout this
paper that p € N,y > 0,z € U, and all power functions
are tacitly assumed to denote their principal values.

Definition 5. Let () be a set in C and q € F,; N #. The
class @[Q, g, p, p] of admissible functions consists of those
functions ¢ : C’ x U — C that satisfy the following
admissibility condition:

¢ (v, w;2) ¢ O (22)
whenever
k !
u :q(()’ V= M’
up
D
m(w‘(2”P‘1)V+MPu)ka(HCq <¢>>’
Vo G)

where z € U, { € 0U \ E(q), and k = 1. For simplicity, we
write

@[Q,q,p,1] =0[Q,q,p]. (24)

Theorem 6. Let ¢ € O[Q,q, p,ul. If f € d(p) satisfies the
condition

W) (55 (5) 5

+(y—1)p<%)”(;j;((;))z;z>;ze[U} cQ,

(25)
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then
(%)H <q(z). (26)
Proof. We begin by defining the analytic function g in U by
()—(f()) (zel). 27)
Then, in view of (27), we get
(f(z))”Zf’ (2) 29 @+upg@)
2 ) pf(2) up

Further computations show that
f@Q\2"@ (@) “(Zf’(Z))Z
(%) S 0o 57) (G

_ 229" @)+ 2up zg’ (2) +pup (up—1) g (2)
up

29)

We now define the transformations from C? to C by

S+‘blp1’
wp
_ b+ 2ups+up(up-1)r

up

u=r, v=

(30)

and suppose that

=¢(u,v,w;2)

Y (1,8,12)

=¢>(r s+ upr t+2‘ups+yp(yp—l)r_z).
up up
(31

The proof will make use of Lemma 3. Indeed, by using (27) to
(31), we obtain

v(9(2).29 (2),2°9" (2);2)
F@\ [ f2)\zf' (2)
¢(< >’< ZP> rf (2)°
<f (2) )HZZf” (2) (32)
2t ) pf (@)

+(p - 1)P<f(Z)> (?}(f;) ;z>.

Hence (25) becomes

w(g (z),zg' (2) ,zzg" (z);z) € Q. (33)

The proof is completed if it can be shown that the admis-
sibility condition for ¢ € ®[Q,q, p, u] is equivalent to the

admissibility condition for y as given in Definition 1. We note
that

£+1=w—(2yp—1)v+ypu’ (34)
s v-u

and hence y € ¥,[Q, q]. By Lemma 3, we thus obtain

14
g(z) <q(z) or (%) <q(z). (35)

which evidently proves Theorem 6. O

If O # C is a simply connected domain, then Q =
h(U) for some conformal mapping i of U onto Q. In this
case, the class ®[h(U), g, p, ¢] is written, for convenience,
as ®[h, g, p, u]. The following result is an immediate conse-
quence of Theorem 6.

Theorem 7. Let ¢ € Olh,q, p,ul. If f € 9 (p) satisfies the
condition,

¢(<f(2) )"’(f(Z) >"Zf' (Z))<f(2))"zzf" (2)

zP zP pf(z) \ z? pf (2)
@V (@Y 2
z zf'(z
+(“‘1)P<Z_p> (pf(z)) ;z><h(z),
then
Iz
(%) <q(z). (37)

Putting ¢ = 1 in Theorem 7, we obtain the following
corollary.

Corollary 8. Let ¢ € D[h,q, pl. If f € A(p) satisfies the

condition
) f'2) f'(2)
(p(fzp ’izpl’{)zpz)<h(z), (38)
then
f ( ) <q(z). (39)

Our next result is an extension of Theorem 6 to the case
where the behavior of g on 0U is not known.

Corollary 9. Let QO ¢ C and suppose that the function q is
univalent in U with q(0) = 1. Also let ¢ € ®[Q,q,, p, u] for
some p € (0,1), where qp(z) =q(pz). If f € A(p) and

(B ()56 () 5

(40)
f@\( zf (2)
- )p< )(f(z)) z)eQ,
then
u
(%) <q(2). (41)



Proof. Theorem 6 readily yields

(@)H <4, (). (42)

zP

The asserted result is now deduced from the fact that g p(z) <
q(2).

Theorem 10. Let the functions h and q be univalent in U, with
q(0) = 1, and set

qa,(2)=q(pz),  h,(2)=h(pz). (43)

Also let ¢ : C x U — C satisfy one of the following
conditions:

(1) ¢ € ®[h,q,, p,u] for some p € (0,1) or
(2) there exists p, € (0, 1) such that ¢ € ®[h,,q,, p, ] for
all p € (py, 1).

If f € d(p) satisfies condition (36), then

[4
<%) <q(z). (44)

Proof. The proof of Theorem 10 is similar to the proof of
a known result [2, p. 30, Theorem 2.3d] and is, therefore,
omitted. O

The next theorem yields the best dominant of differential
subordination (36).

Theorem 11. Let the function h be univalent in U. Also let ¢ :
C’ x U — C. Suppose that the differential equation

$(q(2),2q (2),2°q" (2);2) = h(2) (45)

has a solution q with q(0) = 1 and satisfies one of the following
conditions:

(1) ge F, and ¢ € O[h,q, p, pl;

(2) the function q is univalent in U and ¢ € ®[h,q,, p, u]
for some p € (0, 1); or

(3) the function q is univalent in U and there exists p, €
(0,1) such that ¢ € ®[h,, q,, p,ul forall p € (py, 1). If
f € d(p) satisfies (36), then

(@Y <q(z) (46)

zP

and q is the best dominant.

Proof. Following the same arguments in [2, p. 31, Theorem
2.3e], we deduce that g is a dominant from Theorems 7 and 10.
Since g satisfies (45), it is also a solution of (36) and, therefore,
q will be dominated by all dominants. Hence g is the best
dominant. O

In the particular case when g(z) = 1 + Mz (M > 0),
in view of Definition 5, the class ®[€, g, p, u] of admissible
functions, denoted by ®[Q, M, p, u], is described below.
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Definition 12. Let Q) be a set in C and M > 0. The
class ®[Q, M, p, u] of admissible functions consists of those
functions ¢ : C* x U — C such that

. k + .
) <1 + M1+ —‘u‘pMe'g,

up
Y (47)
L+ 2k +up—-1)Me" + up -1
up [(2k +up —1) up ];z>¢Q
up
whenever z € U, 0 € R, and
R(Le ™)z (k-1)kM (48)

for all real 6 and k > pp.

Corollary13. Let ¢ € O[Q, M, p, u]. If f € d(p) satisfies the
condition

¢<<f(Z)>“)<f(Z)>“Zf’ (2) (f(Z)>”sz" (2)

zP zP ) pf(z)’\ zP pf (2)
f@\ /(@Y v
z zf (z
+ (- 1)p<z_P> (pf(z) > ;z) €Q,
then
K&)H—l <M (zeU). (50)
zP
In the special case when
Q=qWUV) ={w:|w-1| < M}, (51)

the class ®[Q, M, p, u] is simply denoted by ®[M, p, u].

Corollary 14. Let ¢ € O[M]. If f € (p) satisfies the
condition

¢(<f(2)>”)<f(2)>”2f' (2) (f(Z) >”22f" (2)

zP zP ) pf(z)’\ z¢ pf (2)
FOV 2@\ (52)
z zf'(z
+(#—1)P<Z—P> (pf(z)) ;z)—l <M,
then
u
‘(%) -1| < M. (53)

Corollary15. Ifk = 1 and f € o/ (p) satisfies the condition

f@Y'f @) _
’( - > Pf(Z) 1| < M, (54)
then

f @\

Proof. Corollary 15 follows from Corollary 14 upon setting

¢(u,v,w;z):v:l+(M>Meie. (56)
up

O
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3. Superordination and Sandwich-Type Results

In this section we investigate the dual problem of differential
subordination, that is, differential superordination of mul-
tivalent functions. For this purpose, the class of admissible
functions is given in the following definition.

Definition 16. Let Q be a set in C and q € # with zq'(z) #
0. The class ®'[Q, g, p, 1] of admissible functions consists of
those functions ¢ : C* x U — C that satisfy the following
admissibility condition:

¢ (u,v,w; ) € Q (57)
whenever
‘= q(@) _ 24’ (2) + mppq (2)
bl m‘[/tp bl
m(w (Z#P—l)vwzm)Z ER(I Cq”(())
v—u m q (()
(58)

where z € U, { € 0U, and m 2 1. For convenience, we write

' [Q.q,p 1] = @' [Q,q, p].- (59)

Theorem 17. Let ¢ € ®'[Q, q, p,ul. If f € A(p),
f@\
(Z_P> GJI
FV [ f@\zf () [ f@\f" (2)
¢<< 2P )( 2P ) pf(Z)’< 2P ) of @) (€0

F@\(zf' @\
+(M—1)P<Z—P> (pf(z)) ,z>

is univalent in U, then

e () ()56 (5 5
+(u- Up(%Y(%)iZ) ah [U}

(61)

implies that

q()<(f”) (62)

Proof. From (32) and (61), we find that

Qc {w (g (z),zg' (z),zzg" (z);z) 1z € [U}. (63)

We also see from (30) that the admissibility condition for
the function class ¢ € ®'[Q,q, p, ] is equivalent to the

admissibility condition for y as given in Definition 2. Hence
v € ¥,[Q, q]. Thus, by Lemma 4, we have

q(2) < g(z) or q(z)<<f(z)>, (64)

which evidently completes the proof of Theorem 17. O

If Q # C is a simply connected domain, then Q = h(U)
for some conformal mapping / of U onto Q. In this case, the
class @' [h(U), g, p, ] is written simply as @' [1, g, p, u].

Proceeding similarly as in Section 2, the following result
can be derived as an immediate consequence of Theorem 17.

Theorem 18. Let the function h be analytic in U and ¢ €

®'[h,q, p,u). I f € A(p),
(L) <o
o) (2 )50 (558

f@\ /[ z'@\
+(p - 1)P<Z—P> <pf(z) ) ,z)
is univalent in U, then

o<o{ (42 (250 (1) 27

w052 (55) <)

(65)

(66)
implies that
a@ < (L2Y. (©7)
Putting ¢ = 1 in Theorem 18, we obtain the following
corollary.

Corollary 19. Let the function h be analytic in U and ¢ €
®'[h,q,p). If f € A(p),

f () 7,
zP
! " (68)
o(L2 19 1'0,)
zP 7 pzP=l7 pzp-2’
is univalent in U, then
no<s( L2879, o
implies that
q(z) < %. (70)



Theorems 17 and 18 can only be used to obtain subordi-
nants of the differential superordination of the form (61) or
(66). The following theorem proves the existence of the best
subordinant of (66) for a specified ¢.

Theorem 20. Let the function h be analytic in U and ¢ : C° x
U — C. Suppose that the differential equation

$(4(2),24' (2),2°q" (2);2) = h (2) (71)
L Ifp € @' [hq, poul. f € d(p),

()
(V55 o
-0 p( L2 (pf;f))))

is univalent in U, then

oo (82 (12 30 (1) 22

v ) (55 )

has a solution q € F

(73)
implies that

U
a1 <(L2) 74)

and q is the best subordinant.

Proof. The proof is similar to the proof of Theorem 11. We,
therefore, omit the details involved. O

Combining Theorems 7 and 18, we obtain the following
sandwich-type theorem.

Theorem 21. Let the functions h, and q, be analytic in U, the
function h, univalent in U, q, € F, with

q,(0)=g,(0) =1,
) (75)
¢ € @ [hy,qy pou] N [hy, g1, pspt] -
If f € dA(p),
(£9) cxns,
zP
FOV [ f@\zf () ([ f@\2f" (2)
¢(< 2 >< = ) pf(Z)’< 2 ) o @
- f(2) "(Zf (Z)>
+u-1) ( > o ) F
(76)
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is univalent in U, then

hy (2) <¢(<f(z)) ,(f;))*’zf'(@,(f;))f‘zzf’%z)

of (@) pf (2)
f@V(zf' @\
Hu-Dp < 2 ><pf<z>>’z><h2(Z)
(77)
implies that
a @< (L2 )) <g@). 78)

Upon setting 4 = 1 in Theorem 21, we get the following
result.

Corollary 22. Let the functions h and q, be analyticin U, the
function h, univalent in U, q, € | with

q,(0) =g, (0) =1, (79)

and ¢ € ®lhy, qy, p) N @' [hy,q,, pl. If f € L(p),

f@

zP

¢<f(2) [ f"(Z))

zp sz’l’ sz’z

EXNF,,
(80)

is univalent in U, then

f@ ' 'k

zP ’ sz’l’ sz’z

hy (2) < ¢< ) <hy(z) (81

implies that

20«12 g (82)
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