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Abstract

In this thesis, the spectrum and energy efficiency of cooperative spectrum prediction (CSP) in cognitive radio networks are investigated. In addition, the performance of CSP is evaluated using a hidden Markov model (HMM) and a multilayer perceptron (MLP) neural network. The cooperation between secondary users in predicting the next channel status employs AND, OR and majority rule fusion schemes. These schemes are compared for HMM and MLP predictors as a function of channel occupancy in terms of prediction error, spectrum efficiency and energy efficiency. The impact of busy and idle state prediction errors on the spectrum efficiency is determined. Further, the spectrum efficiency is compared for different numbers of primary users (PUs).

Simulation results are presented which show a significant improvement in the spectrum efficiency using CSP with the majority rule at the cost of a small degradation in energy efficiency compared to single spectrum prediction (SSP) and traditional spectrum sensing (TSS). The HMM predictor provides better performance than the MLP predictor. Moreover, the total probability of prediction error with the majority rule provides the best performance compared to SSP and the other fusion rules. On the other hand, the AND and OR rules have the worst performance in the high and low traffic cases, respectively. The majority rule provides a good tradeoff between busy and idle state prediction errors compared with the AND and OR rules and SSP. Further, a reduction in the busy state prediction error increases the SE more compared to a reduction in the idle state prediction error.
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Chapter 1

Introduction

The rapid growth of services and applications in wireless communication networks has created a huge need for additional frequency spectrum. It is hard to satisfy this need with the limited spectrum resources and fixed spectrum allocation (FSA). In FSA, licensed users are assigned to operate only in specific frequency bands and they may not efficiently utilize these bands as shown in Figure 1.1.

![Figure 1.1: Spectrum utilization [2].](image-url)
The spectrum allocation is managed by government organizations such as the Federal Communications Commission (FCC). The FCC has reported that large portions of spectrum are highly underutilized, and the temporal and geographic variations in spectrum utilization range from 15% to 85% [2]. This inefficiency has created the need for a new spectrum management paradigm. Thus, dynamic spectrum allocation (DSA) has been proposed. DSA allows unlicensed users to opportunistically utilize the unused spectrum of the licensed users. In DSA, the absence of a licensed user is referred to as a spectrum opportunity, a spectrum hall, or a white space as shown in Figure 1.2. In this thesis, this is called a spectrum opportunity.

![Figure 1.2: Dynamic spectrum access](image)

1.1 Overview of Cognitive Radio Networks

Cognitive radio networks (CRNs) are seen as future wireless communication networks which allow DSA for the licensed spectrum [1]. In a CRN, the licensed spectrum
consists of a number of licensed channels defined by specific bandwidths. Licensed users have priority in accessing these channels. Unlicensed user can opportunistically access licensed channels in the absence of licensed users. Thus, licensed users are referred to as primary users (PUs) and unlicensed users are referred to as secondary users (SUs) [2]. The main component of the CRN is the cognitive radio (CR) transceiver, which is an enabling technology for DSA. CR was first defined by Mitola in 1999 based on a software-defined radio platform [3]. A CR is an intelligent wireless communication system that has two characteristics, cognitive capability and reconfigurability. Cognitive capability refers to the ability to obtain information about the surrounding radio environment by sensing and capturing temporal and spatial variations. Reconfigurability refers to the ability to change transmission power, operating frequency and bandwidth according to specific PU communication parameters [2].

A CRN can be classified as a centralized network or a distributed network [4]. In a centralized CRN, a central node acts as a controlling node to manage the communications between SUs. In a distributed CRN, an SU is able to communicate directly with other SUs in its transmission range, and one SU is chosen as a head node [4]. In this thesis, a centralized CRN is considered. The main CRN functions are as follows [2].

1. Spectrum sensing (SS): the ability of an SU to detect a spectrum opportunity. The main focus of this thesis is SS.
2. Spectrum management: the ability to choose the best spectrum for SU use.
3. Spectrum mobility: the ability to find new available spectrum with minimum delay when the PU appears in the current spectrum.
4. Spectrum sharing: the ability of a CRN to share the available spectrum among the SUs.

1.2 Motivation

CRN performance is significantly affected by the SS. Inaccurate decisions about spectrum opportunities results in increased PU interference, increased delay, and spectrum efficiency (SE) degradation. Further, selecting channels randomly to perform SS in a high traffic CRN results in long wait times and high energy consumption, which degrades the SE and energy efficiency (EE) of the network. For this reason, spectrum occupancy prediction has been proposed to predict PU channel occupancy based on historical sensing information [8]. In this case, SUs only have to sense channels that are predicted to be idle in the next time slot. This results in increased SE, efficient channel selection, and reduced power consumption due to sensing busy channels. To improve the prediction performance, cooperative spectrum prediction (CSP) has been proposed in [9, 10, 11], which is a cooperative approach to obtain a prediction decision about the spectrum. Recently, increasing the SE and EE has attracted much attention as it can improve CRN performance and reduce the required power. However, increasing the SE can decrease the EE [5]. Thus, this thesis investigates the performance of a CRN with CSP in terms of the SE and EE.

1.3 Contributions

The main contributions of this thesis are three fold. First, the prediction performance of CSP as a function of PU channel occupancy is investigated. This is done in terms of the total probability of prediction error and the probability of prediction error for busy and idle channel status, which is employed using AND, OR and majority rule fusion schemes.
Further, the prediction performance of CSP is compared to traditional spectrum sensing (TSS) and single spectrum prediction (SSP). Second, the CRN performance with CSP is investigated. This is done in terms of the SE and EE. Further, the effect of the probability of prediction error on the SE for busy and idle channel status is investigated. Third, SE performance with CSP is evaluated for different numbers of PU channels.

1.4 Thesis Outline

In this chapter, an introduction to DSA and CRNs was provided. Further, the motivation and contributions of this thesis were presented. Chapter 2 reviews spectrum occupancy prediction and its performance evaluation starting with an introduction to SS and cooperative spectrum sensing (CSS). Further, energy detection and the performance evaluation of SS are described. In addition, HMM and MLP predictors are described in detail, and centralized and decentralized CSP are introduced. Finally, pre-fusion CSP and post-fusion CSP are illustrated. Furthermore, the types of data fusion are presented. Chapter 3 studies CRN performance with CSP, reviews the related research, and describes the proposed system model for CSP which is based on pre-fusion CSP in a centralized CRN. Further, the performance evaluation of CSP is presented in terms of the probability of prediction error, SE and EE, using an analytical evaluation for the SE and EE. Chapter 4 presents the performance evaluation of the proposed model. Simulation results for HMM and MLP predictors are presented for CSP and SSP in terms of probability of prediction error. In addition, numerical results for SE and EE with CSP are presented and compared with the results for TSS and SSP. This is done using the simulation results for the HMM and MLP predictors and for different numbers of PU channels. Chapter 5 concludes the thesis and provides directions for future research.
Chapter 2

Background

In reactive DSA, an SU first senses the spectrum and then reacts by initiating transmission when the PU is sensed to be idle. However, the PU can appear at any time and the SU must immediately vacate the spectrum and sense another channel [12]. Thus, reactive DSA can result in large delays, interference to the PU and disturbance to SU transmission. Moreover, in high traffic CRNs, random PU channel selection to perform SS can result in missed spectrum opportunities and large delays which degrades the CRN performance. Therefore, proactive DSA has been proposed which allows PU spectrum occupancy prediction. In proactive DSA, an SU selects channels based on availability, potential transmission time and quality of service. This results in less SU disturbance, less delay in searching for an idle PU channel and less PU interference compared to reactive DSA. Cooperation among SUs has been exploited in [9, 10, 11] to enhance the spectrum prediction performance compared to SSP.

2.1 Spectrum Sensing

SS is one of the major functions of CRNs as it affects other CRN functions such as spectrum decisions, spectrum sharing, and spectrum mobility. Further, SS affects CRN performance such as spectrum efficiency (SE) and energy efficiency (EE). SE is the ability of an SU to efficiently utilize the unused PU spectrum, while EE is defined as the ratio of
SE to the total power consumed by the SU [5]. EE is an important factor especially for battery-powered devices and environmental concerns.

The local sensing observation of an SU can be formulated as a binary hypothesis problem

\[ v(t) = \begin{cases} n(t), & H_0 \\ h g(t) + n(t), & H_1 \end{cases} \]  \hspace{1cm} (2.1)

where \( v(t) \) is the received signal at the SU, \( g(t) \) is the PU signal, \( h \) is the channel gain and \( n(t) \) is zero-mean additive white Gaussian noise (AWGN). \( H_1 \) and \( H_0 \) are the binary hypotheses which define the presence and absence of the PU, respectively [2].

SS detection techniques can be classified as coherent or non-coherent [6]. With coherent detection, prior knowledge of the PU signal characteristics is required. In non-coherent detection, no prior knowledge is required for PU detection. Energy detection (ED) is a non-coherent detection technique [6] and is used in this thesis.

ED is one of the most common PU detection techniques as it has low computational and implementation complexities and requires no prior information about the PU [7]. An ED block diagram is shown in Figure 2.1. To measure the energy of the received signal \( Y \), the output of the bandpass filter of width \( W \) is squared and then integrated over the sensing period \( \tau_s \). Finally, \( Y \) is compared with the threshold \( \zeta \) [2]. The ED decision is

\[ \text{Decision}_{ED} = \begin{cases} H_0, & Y < \zeta \\ H_1, & Y \geq \zeta \end{cases} \]  \hspace{1cm} (2.2)

One of the disadvantages of ED is the poor performance when the PU signal is weak, which can result in a wrong sensing decision.
SS techniques are classified as non-cooperative SS or cooperative spectrum sensing (CSS). In non-cooperative SS, the sensing observation is done independently by a single SU. In this thesis, a non-cooperative SS is referred to traditional spectrum sensing (TSS). In CSS, a number of SUs cooperate and share their sensing observations to obtain a reliable decision.

CSS has been proposed as a solution to enhance the detection performance of SS. This is done by taking advantage of the spatial diversity of SUs in a CRN to mitigate the effects of multi path fading and shadowing. The detection performance improvement with CSS is referred to as cooperative gain. Further, the cooperative overhead is the extra sensing time, sensing energy, delay and computational complexity created by using CSS. CSS is ineffective when the SUs are affected by the same shadowing and multi path fading. Consequently, the cooperative gain of CSS is affected by SU selection, and increasing the area for cooperative SU can increase the cooperative gain [6].

### 2.2 Spectrum Sensing Performance

Local SS performance is determined by the probability of false alarm ($P_f$) and the probability of misdetection ($P_m$). $P_f$ is the probability of wrongly sensing an idle PU.
channel and $P_m$ is the probability of wrongly sensing a busy PU channel [6].

\[
P_m = \{\text{Decision} = H_0|H_1\} \quad (2.3)
\]

\[
P_f = \{\text{Decision} = H_1|H_0\} \quad (2.4)
\]

where *Decision* is the decision result of SS technique. For reliable SS performance, a detection performance with lower $P_m$ and $P_f$ is required, to improve the throughput and avoid PU interference. Therefore, $P_m$ and $P_f$ are defined as [2, 6, 7]. The probability of detection ($P_d$) is the probability of correctly sensing a busy PU channel and is given by

\[
P_d = 1 - P_m = \{\text{Decision} = H_1|H_1\} \quad (2.5)
\]

### 2.3 Spectrum Occupancy Prediction

In CRNs, an SU can predict the future state of PU channel by learning from past sensing results or modeling the PU channel occupancy [7]. Modeling PU channel occupancy is very important for CRNs as it can reduce the SU disturbance rate and PU interference [12]. In prediction-based learning, the state of a PU channel (idle or busy) is predicted based on past SS results for that channel. Consequently, spectrum occupancy prediction can decrease the sensing time and energy for a busy channel, decrease the SU disturbance rate and lower the PU interference.

Spectrum occupancy prediction can be used for the CRN functions. In prediction-based spectrum sensing, an SU can skip SS for channels that are predicted to be idle. In prediction-based spectrum decisions, an SU can select a high-quality PU channel (high idle probability, large idle duration) for SS and accessing. In prediction-based spectrum
mobility, an SU can predict the appearance of a PU and vacate the spectrum before this occurs [8]. In this thesis, a prediction-based spectrum sensing is considered.

Spectrum occupancy prediction is classified as either SSP or CSP. In SSP, the prediction is done locally by a single SU. In CSP, the prediction is done by a group of SUs [9, 10, 11]. The spectrum occupancy prediction can be classified into two categories. The first category assumes a traffic model for the PUs and prediction is carried out using this model. Several PU traffic models have been proposed for CRNs [12]. PU traffic models have been proposed which are based on Markov processes, queuing theory, ON/OFF periods and time series. Some of the disadvantages of these models are high computational complexity, poor fit with real data and an inability to capture small variations in channel occupancy [12]. The second category models the PU channel occupancy by learning from past SS results. In this thesis, the focus is on the most widely used learning techniques, namely a two state HMM and an artificial neural network (ANN).

2.3.1 Spectrum Occupancy Modeling Using HMM

In HMM based prediction, the system is considered as a Markov process of hidden states which are evaluated using a set of observation states [12], as shown in Figure 2.2. The observation sequence is the last $L$ sensing time slots so that $O = (O_1, O_2, ..., O_L) \in \{0,1\}$. $L$ should be large enough to accurately train the HMM. The objective of the HMM is to predict the state $O_{L+1}$. $O_l$ and $S_l$ are the observation state and hidden state, respectively, at time $l$, where $1 \leq l \leq L$. For a CRN, the PU true channel state $S$ (idle or busy) is considered by the HMM to be hidden from the observer (SU), and the observation states are the historical sensing information. In two state HMM-based spectrum prediction, $S \in \{0, 1\}$ where 0 denotes an idle channel state and 1 denotes a busy channel state.
The HMM is defined by \( \lambda (\pi, A, B) \) [13, 14, 15], where \( \pi \) is the initial state distribution, \( A \) is the transitions probability matrix and \( B \) is the emission matrix. \( \pi, A \) and \( B \) are defined as \( \pi = [\pi_i]_{1 \times 2}, \quad \pi_i \leq 1, \quad \sum_{i=0}^{1} \pi_i = 1 \), \( A = [a_{ij}]_{2 \times 2}, \quad a_{ij} = P(S_{i+1} = j|S_i = i), \quad i, j \in O \) and \( B = [b_{jk}]_{2 \times 2}, \quad b_{jk} = P(O_l = k|S_i = j), \quad k \in S, \quad j \in O \).

Thus, \( b_{11} = p_d \) and \( b_{01} = p_f \). The HMM predictor model is shown in Figure 2.3. To predict \( O_{L+1} \), \( \lambda (\pi, A, B) \) should generate the same observation sequence with maximum likelihood probability \( P(O|\lambda) \). \( P(O_L, 0|\lambda) \) and \( P(O_L, 1|\lambda) \) are the joint probabilities that the observation state \( O_L \) is followed by 0 or 1, respectively, in the next state.
2.3.1.1 HMM Training

The Baum-Welch algorithm (BWA) is used to estimate $\lambda(\pi, A, B)$ and the Viterbi algorithm (VA) is used to train the model. The following variables are defined for the BWA.

- Forward variable $\alpha_l(i)$ is the probability of observing a partial sequence $(O_1, O_2, \ldots, O_l)$ such that $S_l$ at state $i$, where $\alpha_l(i) = P(O_1, O_2, \ldots, O_l, S_l = i | \lambda) \ i \in \{0, 1\}$.

- Backward variable $\beta_l(i)$ is the probability of observing a partial sequence $(O_{l+1}, O_{l+2}, \ldots, O_L)$ such that $S_l$ at state $i$, where $\beta_l(i) = P(O_{l+1}, O_{l+2}, \ldots, O_L, S_l = i | \lambda) \ i \in \{0, 1\}$.
• $\xi_l(i,j)$ is the probability of being in state $i$ at time $l$ and in state $j$ at time $l + 1$.

• $\gamma_l(i,j)$ is the probability of being in state $i$ at time $l$ given the observation sequence $O$.

• $\widehat{a}_{ij}$ is the re-estimation of $a_{ij}$.

• $\widehat{b}_{jk}$ is the re-estimation of $b_{jk}$.

• $\widehat{\pi}_i$ is the re-estimation of $\pi_i$.

$\widehat{a}_{ij}$, $\widehat{b}_{jk}$ and $\widehat{\pi}_i$ are calculated in terms of $\xi_l(i,j)$ and $\gamma_l(i,j)$ as follows

$$\widehat{a}_{ij} = \frac{\sum_l \xi_l(i,j)}{\sum_i \sum_j \xi_l(i,j)}$$  \hspace{1cm} (2.6)

$$\widehat{b}_{jk} = \frac{\sum_{l:O_l=k} \gamma_l(i,j)}{\sum_l \gamma_l(i,j)}$$  \hspace{1cm} (2.7)

$$\widehat{\pi}_i = \gamma_1(i)$$  \hspace{1cm} (2.8)

The re-estimation of $\lambda(\pi, A, B)$ is done until the maximum number of iterations or the maximum of $P(O|\lambda)$ is reached. $P(O|\lambda)$ is calculated as function of $\alpha_l(i)$, $\alpha_l(i)$ and $\beta_l(i)$ are calculated as shown in Table 2.1. $\xi_l(i,j)$ and $\gamma_l(i,j)$ are calculated as follows

$$\xi_l(i,j) = \frac{\alpha_l(i) \ a_{ij} \ b_{j(O_{l+1})} \beta_{l+1}(j)}{P(O|\lambda)}$$  \hspace{1cm} (2.9)

$$\gamma_l(i,j) = \sum_{j=0}^1 \xi_l(i,j)$$  \hspace{1cm} (2.10)
### Table 2.1: Calculation of the forward and backward variables.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha_i(i) )</td>
<td><strong>Initialization</strong> ( \alpha_1(i) = \pi_i b_{i(1)} ) ( 0 \leq i \leq 1 )</td>
</tr>
<tr>
<td></td>
<td><strong>Recursion</strong> ( \alpha_{i+1}(j) = \left[ \sum_{i=0}^{1} \alpha_i(i) a_{ij} \right] b_{j(o_{i+1})} ) ( 0 \leq i, j \leq 1, \ 1 \leq l \leq L - 1 )</td>
</tr>
<tr>
<td></td>
<td><strong>Termination</strong> ( P(O</td>
</tr>
<tr>
<td>( \beta_i(i) )</td>
<td><strong>Initialization</strong> ( \beta_L(i) = 1 ) ( 0 \leq i \leq 1 )</td>
</tr>
<tr>
<td></td>
<td><strong>Recursion</strong> ( \beta_i(j) = \sum_{j=0}^{1} b_{j(o_{i+1})} \beta_{i+1}(j) a_{ij} ) ( 0 \leq i, j \leq 1, \ L - 1 \geq l \geq 1 )</td>
</tr>
</tbody>
</table>

### 2.3.1.2 HMM Prediction

To predict the next state, the joint probabilities \( P(O_L,0|\lambda) \) and \( P(O_L,1|\lambda) \) are calculated as follows

\[
P(O_L,0|\lambda) = \sum_{i=0}^{1} \alpha_{L+1}^0(i), \quad \alpha_{L+1}^0(i) = [\sum_{i=0}^{1} \alpha_L(i) a_{ij}] b_{j(o_{L+1}=0)} \tag{2.11}
\]

\[
P(O_L,1|\lambda) = \sum_{i=0}^{1} \alpha_{L+1}^1(i), \quad \alpha_{L+1}^1(i) = [\sum_{i=0}^{1} \alpha_L(i) a_{ij}] b_{j(o_{L+1}=1)} \tag{2.12}
\]

The HMM prediction result is then \([13, 14, 15]\)

\[
D_{L+1} = \begin{cases} 0, & P(O_L, 0|\lambda) \geq P(O_L, 1|\lambda) \\ 1, & P(O_L, 0|\lambda) < P(O_L, 1|\lambda) \end{cases} \tag{2.13}
\]

### 2.3.2 Neural Network Based Prediction Using an MLP

A multilayer perceptron (MLP) is a feedforward ANN consisting of an input layer, an output layer and non-linear layers called hidden layers in between. Each layer is fully connected to the next layer \([8, 13, 14]\), as shown in Figure 2.4. The number of hidden layers
is \( r \). A backpropagation (BP) learning algorithm is used to train the network. The input vector for the MLP predictor is the observation sequence \( \mathbf{O} = (O_1, O_2, \ldots, O_L) \in \{0, 1\} \). The observation sequence length \( L \) defines the order of the MLP predictor. \( S \) is unknown for the MLP predictor.

![Figure 2.4: MLP predictor training.](image)

The hidden layers consist of a number of nodes called neurons. Each neuron in a hidden layer is connected to each neuron in the next layer with a certain weight. Neurons are processing elements that calculate the weighted sum of the input (neuron connections from the previous hidden layer) and transform the sum through a non-linear function, as shown in Figure 2.5. \( y_j^r \) is the output of neuron \( j \) at the \( r \)th layer and represents a non-linear transform of \( v_j^r \). \( v_j^r \) is the weighted sum of the inputs using the adaptive weights \( w_{ji}^r \). These inputs are the outputs from the neurons in layer \((r - 1)\). \( y_j^r \) and \( v_j^r \) are calculated as follows
\[
\begin{align*}
    y_j^r &= \frac{1-e^{-v_j^r}}{1+e^{-v_j^r}} \quad (2.14) \\
    v_j^r &= \sum_i y_i^{r-1} w_{ji}^r \quad (2.15)
\end{align*}
\]

Figure 2.5: The computing process of a neuron.

The output from the weighted sum is in the range \([-1, +1]\). During training, the BP algorithm adapts the \(w_{ji}^r\) to minimize the error between the MLP output \(\hat{x}_{L+1}\) and the desired output \(x_{L+1}\)

\[
e_L = x_{L+1} - \hat{x}_{L+1} \quad (2.16)
\]

The MLP predictor is iterated until the minimum of the mean square error \(E\) from previous iterations or a maximum number of iterations is reached \([13, 14]\)

\[
E = \frac{1}{2} \sum e_L^2 \quad (2.17)
\]
After training is completed, the prediction decision is

\[ G_{L+1} = \begin{cases} +1, \hat{x}_{L+1} \geq 0 \\ -1, \hat{x}_{L+1} < 0 \end{cases} \]  

(2.18)

### 2.4 Cooperative Spectrum Prediction

CSP was proposed in [9, 10, 11] to improve the prediction accuracy in comparison to SSP. The sharing of sensing or prediction results between cooperating SUs can be classified as centralized or decentralized [6], as shown in Figure 2.6. In centralized CSP, a central base station called a fusion center (FC) controls the CSP. In decentralized CSP, each SU shares its prediction or SS result with other SUs in its transmission range. Then, each SU combines the received results to make a decision. A centralized CSP is considered in this thesis.

Data fusion in CSP is the process of combining SSP decisions from cooperating SUs in pre-fusion CSP or the local SS decisions in post-fusion CSP. CSP data fusion is classified as soft fusion, quantized soft fusion or hard fusion [6]. In hard fusion, an SU sends only one bit \( \in \{0, 1\} \), which represents the local prediction decision. A 0 indicates that the PU channel state is idle and a 1 indicates that the PU channel state is busy. In this thesis, only hard fusion is considered.
CSP can be performed in two ways: pre-fusion or post-fusion. In pre-fusion CSP [11], a number of SUs perform local spectrum prediction based on past SS results, and then send their binary SSP results (0 for an idle state or 1 for a busy state) to the FC. The FC uses one of the fusion rules AND, OR or majority rule to combine the received results, as shown in Figure 2.7. In post-fusion CSP [11], a number of SUs perform CSS. Then, the FC makes a prediction based on this and past CSS results as shown in Figure 2.8.
In this thesis, the cooperative gain is investigated for prediction accuracy improvement, spectrum efficiency improvement, and sensing energy reduction. Further, the overhead is investigated in terms of the extra prediction time and energy. However, the corresponding delay related to the prediction model and any computational complexity are not considered in this thesis.

**Figure 2.9:** An SU frame.
For pre-fusion CSP and SSP, an SU frame has time period $T = \tau_p + \tau_s + \tau_t$ with prediction $\tau_p$, sensing $\tau_s$, and transmission $\tau_t$ periods as shown in Figure 2.9 [18]. During the prediction period, an SU performs local SSP on the PU channels using an HMM or MLP predictor. During the sensing period, an SU randomly selects one of the channels predicted to be idle to perform local SS. If the SS result is idle, the SU will start transmission in the transmission period. Otherwise, the SU waits until the next frame to repeat this process. A dedicated channel for reporting the prediction results is used for pre-fusion CSP with a total reporting time for the $M$ SUs of $M\tau_r$, where $\tau_r$ is the single user reporting time. This channel is also used to send the FC results to the $M$ SUs.

### 2.5 Spectrum Occupancy Prediction Performance

The spectrum occupancy prediction performance is evaluated using the following three parameters. The probability of prediction error for a busy channel state, which is denoted as $P_p^e(\text{Busy})$ for SSP and $\overline{P_p^e(\text{Busy})}$ for CSP. The probability of prediction error for an idle channel state, which is denoted as $P_p^e(\text{Idle})$ for SSP and $\overline{P_p^e(\text{Idle})}$ for CSP. The total probability of prediction error, which is denoted as $P_p^e(\text{Total})$ for SSP and $\overline{P_p^e(\text{Total})}$ for CSP. The goal is to reduce these prediction errors to ensure low PU interference and efficient SU utilization of the spectrum. For the HMM predictor we have

\[
P_p^e(\text{Busy}) = P(D_{L+1} = 0|S_{L+1} = 1) \tag{2.19}
\]

\[
P_p^e(\text{Idle}) = P(D_{L+1} = 1|S_{L+1} = 0) \tag{2.20}
\]

and

\[
P_p^e(\text{Total}) = P(D_{L+1} \neq S_{L+1}) = P(S = 1)P_p^e(\text{Busy}) + P(S = 0)P_p^e(\text{Idle}) \tag{2.21}
\]

and for the MLP predictor we have
\[
P_{p'} (\text{Busy}) = P(G_{L+1} = 0|S_{L+1} = 1) \quad (2.22)
\]
\[
P_{p'} (\text{Idle}) = P(G_{L+1} = 1|S_{L+1} = 0) \quad (2.23)
\]

and

\[
P_{p'} (\text{Total}) = P(G_{L+1} \neq S_{L+1}) = P(S = 1)P_{p'} (\text{Busy}) + P(S = 0) P_{p'} (\text{Idle}) \quad (2.24)
\]

For pre-fusion CSP, the global prediction decision for the HMM predictor is

\[
F = \begin{cases} 
1, & \sum_{i=1}^{M} D_{L+1}^i \geq Z \\
0, & \sum_{i=1}^{M} D_{L+1}^i < Z
\end{cases}
\quad (2.25)
\]

and the global prediction decision for the MLP predictor is

\[
F = \begin{cases} 
1, & \sum_{i=1}^{M} G_{L+1}^i \geq Z \\
0, & \sum_{i=1}^{M} G_{L+1}^i < Z
\end{cases}
\quad (2.26)
\]

where \( Z = \frac{M}{2} \) for the majority rule, \( Z = M \) for the AND rule, and \( Z = 1 \) for the OR rule.

With homogeneous SUs, \( P_{m}^i = P_{m} \) and \( P_{f}^i = P_{f} \), so that \( D_{L+1}^i = D_{L+1} \) and \( G_{L+1}^i = G_{L+1} \), where the superscript \( i \) denotes SU \( i \). The probability of a cooperative prediction error for a busy channel state is

\[
\overline{P_{p'} (\text{Busy})} = P(F = 0|S_{L+1} = 1) = 1 - \sum_{i=Z}^{M} \binom{M}{Z}(1 - P_{p'} (\text{Busy}))^Z P_{p'} (\text{Busy})^{M-Z} \quad (2.27)
\]

and the probability of a cooperative prediction error for an idle channel state is

\[
\overline{P_{p'} (\text{Idle})} = P(F = 1|S_{L+1} = 0) = \sum_{i=Z}^{M} \binom{M}{Z}(P_{p'} (\text{Idle}))^Z (1 - P_{p'} (\text{Idle}))^{M-Z} \quad (2.28)
\]

The total probability of a cooperative prediction error is then

\[
\overline{P_{p'} (\text{Total})} = P(S = 1)\overline{P_{p'} (\text{Busy})} + P(S = 0)\overline{P_{p'} (\text{Idle})} \quad (2.29)
\]
Chapter 3

CRN Performance with Cooperative Spectrum Prediction

3.1 Previous Work

The prediction accuracy with SSP has been improved using machine learning techniques such as neural networks (NNs) and hidden Markov models (HMMs). In [16], a HMM-based spectrum occupancy predictor was proposed using measured data and compared with other prediction methods. The results obtained show that the HMM predictor outperforms both the $k$th order Markov model and first nearest neighbor predictors. In [10], a coalition game based approach was proposed for CSP in multi-PU CRNs to improve the prediction accuracy compared to SSP. In [11], the performance of both pre-fusion and post-fusion CSP was investigated, and an optimal CSP algorithm was proposed to minimize the prediction error. In [9], a pre-fusion homogeneous CSP was proposed using a HMM predictor. In this case, homogeneous CSP means the SUs have the same prediction accuracy. It was shown that majority rule based CSP provides better prediction accuracy than SSP. In [9, 10, 11], the focus was only on the CSP prediction accuracy improvement compared to SSP, and the EE and SE were not considered.

For SSP, the results in [13] showed that $P^e_p(\text{Busy})$ and $P^e_p(\text{Total})$ for SSP vary as a function of PU channel occupancy. In [11], the performance of different prediction methods was investigated as a function of PU channel occupancy. $P^e_p(\text{Total})$ was a maximum at 50% PU channel occupancy and a minimum at 10% and 90% PU channel
occupancy. In addition, $P^e_p$ (Total) for CSP was evaluated for both post-fusion and pre-fusion CSP as a function of SNR and as function of $P^e_p$ (Total) for SSP. In [10], $P^e_p$ (Total) for CSP in a coalition game was investigated as a function of the number of PUs and SUs. In [9], $P^e_p$ (Total) was investigated as a function of the probability of SS error.

The impact of prediction time and prediction energy on the EE with SSP was investigated in [17], but no SS errors were assumed. Moreover, the SE improvement with SSP and the corresponding reduction in sensing energy were investigated in [13, 16, 17-20]. In [16], the sensing energy consumption was investigated for an HMM predictor. The results showed a reduction in sensing time and energy of up to 66% compared to TSS. In [18], the SE with SSP was investigated. The results showed an improvement compared to TSS in high traffic CRNs. In [13], the performance of MLP and HMM predictors was investigated and the improvement in SE and the reduction in sensing energy compared to TSS were examined. In [19], the SE of energy harvesting CRNs was examined. In [18], a constant prediction error ($P^e_p$ (Total) = constant) for different traffic intensities was used to study the SE with SSP. In [19], $P^e_p$ (Busy) = $P^e_p$ (Idle) = $P^e_p$ (Total) = constant was used to investigate the SE. However, this assumption is not practical according to the SSP performance analysis in [13]. Further, the SE and EE with CSP and the effect of $P^e_p$ (Busy) and $P^e_p$ (Idle) on the SE were not investigated. The tradeoff between the EE and SE with CSS was investigated in [5], and it was shown that improving the EE decreases the SE. However, the SE-EE tradeoff with SSP and CSP has not been investigated.

In this thesis, the prediction performance of pre-fusion CSP is investigated as a function of the PU channel occupancy. This is done for different fusion rules using both
HMM and MLP predictors. $P_p^e(Busy)$ and $P_p^e(Idle)$ were not considered in [9, 10, 11]. $P_p^e(Total)$ was considered as a function of the number of PUs and SUs in [9], as function of the SNR and $P_p^e(Total)$ in [10], and as a function of the probability of SS error in [11].

In this thesis, $P_p^e(Total)$, $P_p^e(Busy)$ and $P_p^e(Idle)$ are investigated as a function of the PU channel occupancy. Instead of assuming $P_p^e(Busy) = P_p^e(Idle) = P_p^e(Total) = constant$ as in [17] to investigate the SE with SSP, different $P_p^e(Busy)$ and $P_p^e(Idle)$ are considered in the CSP SE and EE evaluation. Further, the SE and EE with CSP is compared to the SE and EE with SSP and TSS. Only the prediction performance for CSP was investigated in [9, 10, 11]. Further, the effect of $P_p^e(Busy)$ and $P_p^e(Idle)$ on the SE is investigated as only $P_p^e(Total)$ was considered in [17, 18].

### 3.2 System Model

A centralized CRN is considered which consists of $M$ SUs that cooperate in the pre-fusion CSP process and $N$ PUs each with distinct channels as illustrated in Figure 3.1. Only one SU from the cooperating group is allowed to transmit so there are no SU collisions.

![Figure 3.1: The system model for CSP.](image)
PU activity is assumed to be independent. The PU traffic is modeled as a two-state Markov process defined by \((\mu, \theta)\) where \(\mu\) is the probability of remaining in the idle state and \(\theta\) is the probability of remaining in the busy state. The PU true channel state is \(S \in \{0, 1\}\). In addition, the channel is busy with probability \(P_b = P(S = 1)\) and idle with probability \(P_i = P(S = 0)\). \(P_b\) is the probability of PU channel occupancy. The SUs use an energy detector to sense the PU channels. \(O_l\) is the sensing channel state at time slot \(l\). In this thesis, the SUs are assumed to be homogeneous with \(P_m = P_m\) and \(P_f = P_f\), so that \(D_{L+1}^i = D_{L+1}\) and \(G_{L+1}^i = G_{L+1}\), where the superscript \(i\) denotes SU \(i, 1 \leq i \leq M\).

The SE for a SU in a CRN [18] is given in Table 1. The SE is \(C_0\) when the SU transmits and the PU is idle (the idle channel is detected correctly so the SU does not interfere with the PU). The corresponding signal to noise ratio (SNR) at the receiver is \(SNR_s\). The SE is \(C_1\) when the SU transmits and the PU is busy (the busy channel is not detected so the SU interferes with the PU). The SNR of the PU signal at the receiver is \(SNR_p\) [14].

<table>
<thead>
<tr>
<th>True Channel State</th>
<th>Sensing Channel State</th>
<th>SE</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>(C_0 = \frac{\tau_e}{T} \log_2 (1 + SNR_s))</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>(C_1 = \frac{\tau_e}{T} \log_2 (1 + \frac{SNR_s}{1 + SNR_p}))</td>
</tr>
</tbody>
</table>

**Table 3.1:** The SU spectrum efficiency.
3.3 Performance Analysis

3.3.1 Spectrum Prediction Performance

The SSP is evaluated using HMM and MLP predictors. The performance of each predictor is evaluated using $P^e_p(\text{Busy})$, $P^e_p(\text{Idle})$ and $P^e_p(\text{Total})$ as given in Section 2.3. Further, the CSP is evaluated using HMM and MLP predictors. The performance of each predictor is evaluated using $\overline{P^e_p(\text{Busy})}$, $\overline{P^e_p(\text{Idle})}$ and $\overline{P^e_p(\text{Total})}$ as given in Section 2.3.

3.3.2 Spectrum Efficiency with Cooperative Spectrum Prediction

In this section, the effect of $\overline{P^e_p(\text{Busy})}$ and $\overline{P^e_p(\text{Idle})}$ on the SE with CSP is considered. There are four possibilities, correct prediction of an idle channel state $\left(1 - \overline{P^e_p(\text{Idle})}\right)$, wrong prediction of an idle channel state $\overline{P^e_p(\text{Idle})}$, wrong prediction of a busy channel state $\overline{P^e_p(\text{Busy})}$, and correct prediction of a busy channel state $\left(1 - \overline{P^e_p(\text{Busy})}\right)$. The joint probabilities of true and predicted channel states are given in Table 3.2.

<table>
<thead>
<tr>
<th>True Channel State</th>
<th>Predicted State</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Idle</td>
<td>Idle</td>
<td>$P_i \left(1 - \overline{P^e_p(\text{Idle})}\right)$</td>
</tr>
<tr>
<td>Idle</td>
<td>Busy</td>
<td>$P_i \overline{P^e_p(\text{Idle})}$</td>
</tr>
<tr>
<td>Busy</td>
<td>Idle</td>
<td>$P_b \overline{P^e_p(\text{Busy})}$</td>
</tr>
<tr>
<td>Busy</td>
<td>Busy</td>
<td>$P_b \left(1 - \overline{P^e_p(\text{Busy})}\right)$</td>
</tr>
</tbody>
</table>

Table 3.2: Joint probabilities of true and predicted channel states.
The probability of predicting an idle state for a PU channel is

\[
P_p^0 = P_l (1 - P_p^e(\text{Idle})) + P_b P_p^e(\text{Busy})
\]  

(3.1)

and the probability of predicting a busy state for a PU channel is

\[
P_p^1 = P_l P_p^e(\text{Idle}) + P_b (1 - P_p^e(\text{Busy}))
\]  

(3.2)

For a CRN with \(N\) PUs, the probability of predicting \(k\) idle channels is \(C_N^k (P_p^0)^k (P_p^1)^{N-k}\).

Therefore, the probability of predicting at least one idle channel is

\[
P_N^0 = \sum_{k=1}^{N} C_N^k (P_p^0)^k (P_p^1)^{N-k}
\]  

(3.3)

and the probability of predicting that every channel is busy is

\[
P_N^1 = C_N^0 (P_p^0)^0 (P_p^1)^{N-0} = (P_p^1)^N
\]  

(3.4)

The joint probabilities for the true, predicted and sensed states are listed in Table 3.3. For SE and EE evaluation with SSP, \(P_p^e(\text{Idle})\) and \(P_p^e(\text{Busy})\) are replaced by \(P_p^e(\text{Idle})\) and \(P_p^e(\text{Busy})\), respectively.

<table>
<thead>
<tr>
<th>True Channel State</th>
<th>Predicted State</th>
<th>Sensed State</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Idle</td>
<td>Idle</td>
<td>Idle</td>
<td>(P_1 = \frac{(1 - P_f) P_l (1 - P_p^e(\text{Idle}))}{P_p^0} P_N^0)</td>
</tr>
<tr>
<td>Idle</td>
<td>Idle</td>
<td>Busy</td>
<td>(P_2 = \frac{P_f P_l (1 - P_p^e(\text{Idle}))}{P_p^0} P_N^0)</td>
</tr>
<tr>
<td>Idle</td>
<td>Busy</td>
<td>Idle</td>
<td>(P_3 = \frac{(1 - P_f) P_l P_p^e(\text{Idle})}{P_p^1} P_N^1)</td>
</tr>
<tr>
<td>Idle</td>
<td>Busy</td>
<td>Busy</td>
<td>(P_4 = \frac{P_f P_l (1 - P_p^e(\text{Idle}))}{P_p^1} P_N^1)</td>
</tr>
</tbody>
</table>
An SU will sense only one channel from the channels that are predicted to be idle and transmit if the sensed state is idle. Therefore, the average SE is

$$SE_{avg} = P_1 C_0 + P_5 C_1 \ \text{bits/s/Hz}$$ (3.5)

and the normalized SE is

$$SE_{norm} = \frac{SE_{avg}}{SE_{upper}}$$ (3.6)

where

$$SE_{upper} = P_1 C_0 + P_b C_1 \ \text{bits/s/Hz}$$ (3.7)

### 3.3.3 Energy Efficiency with Cooperative Spectrum Prediction

To investigate the EE with CSP, the average energy consumption for CSP is expressed as a function of the time and power consumption. The prediction power, reporting power, sensing power, and transmit power for an SU are denoted by $P_p$, $P_r$, $P_s$ and $P_T$, respectively. Then the average energy consumption with CSP is

$$P_5 = \frac{(1 - P_d) P_b P_e(P_{Busy})}{p_0} p_0^0$$

$$P_6 = \frac{P_d P_b P_e(P_{Busy})}{p_0} p_0^0$$

$$P_7 = \frac{(1 - P_d) P_b (1 - P_e(P_{Busy}))}{p_1} p_1^1$$

$$P_8 = \frac{P_d P_b (1 - P_e(P_{Busy}))}{p_1^1} p_1^1$$

**Table 3.3:** Joint probabilities of true, predicted and sensed channel states.
\[ E_{avg-CSP} = M(\tau_p P_p + \tau_r P_r) + (P_1 + P_5)\tau_t P_T + (P_1 + P_2 + P_5 + P_6)\tau_s P_s \] (3.8)

de the average energy consumption with SSP is

\[ E_{avg-SSP} = \tau_p P_p + (P_1 + P_5)\tau_t P_T + (P_1 + P_2 + P_5 + P_6)\tau_s P_s \] (3.9)

and the average energy consumption with TSS is

\[ E_{avg-TSS} = \left( (1 - P_f)P_t + (1 - P_d)P_b \right) \tau_t P_T + \tau_s P_s \] (3.10)

The EE of the CRN is then

\[ EE = \frac{SE_{avg}}{E_{avg}/T} \quad \text{bits/Joule/Hz} \] (3.11)
Chapter 4

Performance Results

To evaluate the CRN performance with CSP, simulation using Matlab was conducted for the HMM and MLP predictors. Then, the SE and EE evaluation with CSP are evaluated. The simulation parameters for the HMM and MLP predictors are listed in Table 4.1. In the simulation, the HMM and MLP predictors are trained with 100 slots, and tested on the binary sequence of 30,000 slots under each PU traffic occupancy setting from 10% to 90%. The training of MLP predictor is done only once but the training of HMM predictor is repeated for every test. The input for both predictors was the 30,000 slots of SS results with $P_m = 0.1$ and $P_f = 0.1$. The prediction result was compared with the two-state Markov process PU traffic for different 9 PU traffic occupancies from 10% to 90%. CSP was evaluated using the AND, OR and majority rules. The system parameters for the SE are the same as in [18], except for $\tau_s$ and $\tau_p$ which are given in the table. Further, $P^e_P(Busy)$, $P^e_P(Idle)$ and $P^e_P(Total)$ were obtained from the HMM and MLP prediction results. The system parameters for SE and EE are also given in Table 4.1. $N$, $T$, $SNR_s$ and $SNR_p$ are the same as in [14], and the values of $P_p$, $P_r$, $P_s$, $P_T$, $\tau_t$, $\tau_s$, $\tau_p$ and $\tau_r$ are the same as in [17].
### Table 4.1: The system parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P_m )</td>
<td>0.1</td>
<td>( SNR_s )</td>
<td>20 dB</td>
</tr>
<tr>
<td>( P_f )</td>
<td>0.1</td>
<td>( SNR_p )</td>
<td>-15 dB</td>
</tr>
<tr>
<td>( P_b )</td>
<td>0.1 to 0.9</td>
<td>( P_p )</td>
<td>20 mw</td>
</tr>
<tr>
<td>( L )</td>
<td>100 for HMM and MLP</td>
<td>( P_r )</td>
<td>10 mw</td>
</tr>
<tr>
<td>( r )</td>
<td>2, each with 25 neurons</td>
<td>( P_s )</td>
<td>110 mw</td>
</tr>
<tr>
<td>( M )</td>
<td>10</td>
<td>( P_T )</td>
<td>160 mw</td>
</tr>
<tr>
<td>( N )</td>
<td>10</td>
<td>( \tau_t )</td>
<td>85 ms</td>
</tr>
<tr>
<td>( T )</td>
<td>100</td>
<td>( \tau_s )</td>
<td>10 ms</td>
</tr>
<tr>
<td>( \tau_r )</td>
<td>100 ( \mu )s</td>
<td>( \tau_p )</td>
<td>5 ms</td>
</tr>
</tbody>
</table>

### 4.1 Prediction Performance

The CSP performance was evaluated for the three fusion rules. Figures 4.1 and 4.2 show \( P_{pe}^{e} \) (Total) and \( P_{pe}^{e} \) (Total) as a function of PU channel occupancy from 10% to 90% with the HMM and MLP predictors, respectively. For the HMM and MLP predictors, \( P_{pe}^{e} \) (Total) for SSP is the smallest when the PU channel occupancy is 90% and 10%, and a maximum for a channel occupancy around 50%. However, \( P_{pe}^{e} \) (Total) for the HMM predictor is smaller than with the MLP predictor for SSP and CSP with all three fusion rules. Thus, the HMM predictor provides better performance than the MLP predictor, but the computational complexity of the HMM predictor is higher [8]. This is due to the number of computations required for the training. The MLP predictor is trained only once whereas the HMM predictor is trained repeatedly. In the simulations, the HMM training is done for 30,000 slots. The number of computations after training is a function of the number of states in the HMM. Here, the number of calculations after training is 1225 for the MLP.
predictor and 400 for the HMM predictor, so it is higher for the MLP. The majority rule provides better performance than SSP and the other fusion rules. On the other hand, the AND and OR rules have the worst performance in the high and low traffic cases, respectively.

Figure 4.1: $P_p^e$ (Total) and $\overline{P_p^g}$ (Total) versus PU channel occupancy with the HMM predictor.
Figure 4.2: $P_{p}^{e}(\text{Total})$ and $\overline{P_{p}^{e}(\text{Total})}$ versus PU channel occupancy with the MLP predictor.

Figures 4.3 and 4.4 show $P_{p}^{e}(\text{Busy})$ and $P_{p}^{e}(\text{Idle})$ for CSP, respectively. $P_{p}^{e}(\text{Busy})$ and $P_{p}^{e}(\text{Idle})$ versus PU channel occupancy with all fusion rules compared to SSP are also given for the HMM and MLP predictors. For SSP, $P_{p}^{e}(\text{Idle})$ increases and $P_{p}^{e}(\text{Busy})$ decreases as the PU channel occupancy increases. In the low traffic case ($P_{b} < 0.5$), the probability of having an idle state is higher than in high traffic case ($P_{b} > 0.5$) and vice versa. Therefore, $P_{p}^{e}(\text{Busy})$ and $P_{p}^{e}(\text{Idle})$ are lowest when the PU channel occupancy is 90% and 10%, respectively. In general, $P_{p}^{e}(\text{Idle})$ with the MLP predictor is slightly lower than $P_{p}^{e}(\text{Idle})$ with the HMM predictor by an average of 2%. Conversely, $P_{p}^{e}(\text{Busy})$ with the HMM predictor is lower than $P_{p}^{e}(\text{Busy})$ with the MLP predictor by an average of 20%. For pre-fusion CSP, $\overline{P_{p}^{e}(\text{Busy})}$ with the OR rule is lower than with SSP
and other fusion rules, but $P_p^e(Idle)$ is the highest. Further, $P_p^e(Idle)$ with the AND rule is lower than with other fusion rules or SSP, but $P_p^e(Busy)$ is the highest. As a result, the majority rule provides a good tradeoff between $P_p^e(Busy)$ and $P_p^e(Idle)$ compared with the AND and OR rules and SSP.

![Graph](image)

**Figure 4.3**: $P_p^e(Busy)$ and $P_p^e(Busy)$ versus PU channel occupancy for the HMM and MLP predictors.
Figure 4.4: $P_p^e(\text{Idle})$ and $\overline{P_p^e(\text{Idle})}$ versus PU channel occupancy for the HMM and MLP predictors.

4.1.1 Spectrum Efficiency with Cooperative Spectrum Prediction

The effect of $P_p^e(\text{Busy})$ and $P_p^e(\text{Idle})$ for SSP and $\overline{P_p^e(\text{Busy})}$ and $\overline{P_p^e(\text{Idle})}$ for CSP on the SE is evaluated using the previous HMM and MLP prediction results. $SE_{norm}$ versus PU channel occupancy is shown in Figures 4.5 and 4.6 for the HMM and MLP predictors, respectively. In comparison to TSS, there is a significant improvement in $SE_{norm}$ with majority rule based CSP. The average improvement is 25% and 150% for the low and high traffic cases, respectively. In the low traffic case, $SE_{norm}$ with the OR rule is higher than with the other fusion rules and SSP. On the other hand, $SE_{norm}$ with the AND rule and TSS are the worst. $SE_{norm}$ for the OR rule is higher than with the majority rule when $P_b < 0.4$, even though $P_p^e(\text{Total})$ with majority rule is lower than with the OR rule. Thus,
\( P_p^e \) (Total) is not a good indicator of SE. In the high traffic case, \( SE_{norm} \) with the majority rule is higher than the other fusion rules. On the other hand, \( SE_{norm} \) with the OR rule and TSS is the worst. In general, \( SE_{norm} \) with the HMM predictor is higher than \( SE_{norm} \) with the MLP predictor for CSP with all fusion rules and SSP. However, the MLP predictor provides lower values of \( P_p^e \) (Idle). The difference in \( SE_{norm} \) between SSP and majority rule CSP becomes small when \( P_b > 0.8 \). \( SE_{norm} \) with SSP using \( P_p^e \) (Total) = constant = 0.2 as in [18] is also shown in Figures 4.5 and 4.6. This indicates that \( SE_{norm} \) with majority rule based CSP is higher than these results and the difference increases as \( P_b \) increases. However, \( SE_{norm} \) with SSP using \( P_p^e \) (Busy) and \( P_p^e \) (Idle) from the HMM predictor is lower than with \( P_p^e \) (Total) = constant = 0.2 when \( P_b < 0.5 \) and higher when \( P_b > 0.5 \).

![Normalized SE versus PU channel occupancy for the HMM predictor.](image)

**Figure 4.5**: Normalized SE versus PU channel occupancy for the HMM predictor.
**Figure 4.6:** Normalized SE versus PU channel occupancy for the MLP predictor.

Figure 4.7 shows $SE_{norm}$ as a function of $P^e_p$ (Busy) and $P^e_p$ (Idle) for $P_b = 0.3$ and $0.7$. Three cases are considered, $P^e_p$ (Busy) = 0, $P^e_p$ (Idle) = 0, and $P^e_p$ (Busy) = $P^e_p$ (Idle).

In general, there is a significant decrease in $SE_{norm}$ when $P^e_p$ (Busy) and/or $P^e_p$ (Idle) increase in high traffic compared to the lower traffic case. When $P^e_p$ (Busy) = 0, $SE_{norm}$ slowly decreases from 0.9 to 0.66 and from 0.9 to 0.34 for $P_b = 0.3$ and $P_b = 0.7$, respectively, as $P^e_p$ (Idle) decreases. When $P^e_p$ (Idle) = 0, $SE_{norm}$ decreases from 0.9 to 0.66 and from 0.9 to 0.34 for $P_b = 0.3$ and $P_b = 0.7$, respectively, as $P^e_p$ (Busy) increases.

When $P^e_p$ (Idle) = $P^e_p$ (Busy), which is equivalent to the assumption used in [18, 19], $SE_{norm}$ decreases rapidly from 0.8 to 0.02 for $P_b = 0.3$ and 0.7, in comparison to the cases $P^e_p$ (Busy) = 0 and $P^e_p$ (Idle) = 0.
With prediction based spectrum sensing, the SUs only sense channels that are predicted to be idle. Increasing \( P_p^e (\text{Busy}) = P(D_{L+1} = 0|S_{L+1} = 1) \) leads to increased sensing of busy channels, which will reduce the SE. This effect is greater in high traffic CRNs where the probability of choosing a busy channel is high. On the other hand, an increase in \( P_p^e (\text{Idle}) = P(D_{L+1} = 1|S_{L+1} = 0) \) reduces the chances to utilize the spectrum, as the probability of choosing an idle channel is decreased. This has a greater effect in high traffic CRNs. Consequently, a reduction in \( P_p^e (\text{Busy}) \) increases the SE more compared to a reduction in \( P_p^e (\text{Idle}) \). This explains why \( SE_{norm} \) for CSP with the OR rule is better than \( SE_{norm} \) with the AND rule in low traffic as shown in Figures 4.5 and 4.6.

Although \( P_p^e (\text{Total}) \) for CSP with the majority rule is better than with the other fusion rules and SSP, \( SE_{norm} \) with the OR and AND rules is better than \( SE_{norm} \) with the majority rule when \( P_b < 0.4 \) and \( P_b > 0.88 \), respectively. Therefore, \( P_p^e (\text{Busy}) \) and \( P_p^e (\text{Idle}) \) may be better indicators of CRN SE performance than \( P_p^e (\text{Total}) \).
Figure 4.7: Normalized SE versus $P^e_p(\text{Idle})$ and $P^e_p(\text{Busy})$.

$SE_{norm}$ is compared for different numbers of PU in Figure 4.8. Only the HMM predictor is considered to investigate $SE_{norm}$ for SSP and CSP with the majority rule. As $N$ increases, $SE_{norm}$ increases for SSP and CSP because more channels can be used for transmission. Further, this increase started when $P_b \geq 0.4$. To explain this, the probability of predicting at least one idle channel $P^0_N$ is shown in Figure 4.9. Figure 4.9 shows that $P^0_N$ increases as $N$ increases. On the other hand, $P^0_N$ decreases as $P_b$ increases starting from 0.4. This is because the chance of having an idle channel decreases, so increasing $N$ increases the probability of more idle channels.
Figure 4.8: Normalized SE versus PU channel occupancy for $N=5$, 10 and 20.

Figure 4.9: $P_N^0$ versus PU channel occupancy for $N=5$, 10 and 20.
4.1.2 Energy Efficiency with Cooperative Spectrum Prediction

In the previous section, the HMM predictor provided better results than the MLP predictor. Thus in this section, only the HMM predictor is considered to investigate the EE. The EE with CSP, SSP and TSS is shown in Figure 4.10. Although $SE_{norm}$ with majority rule based CSP was higher than with SSP, the EE with majority rule based CSP is lower than with SSP. This is due to the extra overhead required for SU cooperation. For this reason, increasing the number of cooperating SUs for CSP results in greater energy consumption and lower EE. In general, The EE with SSP is better than with TSS and majority rule based CSP. In the low traffic case ($P_b < 0.25$), the EE with TSS is better than with SSP. This is because the energy consumption with SSP degrades the EE compared to the improvement in SE. In the high traffic case ($P_b > 0.58$), the EE with majority rule based CSS is better than with TSS. This is because of the lower probability of having an idle PU channel in high traffic conditions. Random channel selection increases the sensing energy and transmit wait time which leads to poor SE and EE. On the other hand, SSP and CSP reduce the wait time which increases the SE. Nevertheless, the EE with CSP is lower than with SSP due to the higher power required for prediction. Thus, CSP improves the SE at a cost of increasing the prediction energy although the sensing energy is decreased compared to SSP and TSS.
Figure 4.10: Energy efficiency versus PU channel occupancy.
Chapter 5

Conclusion and Future Work

5.1 Conclusion

Channel status prediction plays a vital role in effective spectrum utilization in cognitive radio networks (CRNs). Thus, cooperative spectrum prediction (CSP) was introduced to improve the prediction accuracy compared to single spectrum prediction (SSP). In this thesis, the performance of cooperative spectrum prediction using HMM and MLP predictors was investigated as a function of PU channel occupancy. In addition, pre-fusion cooperation spectrum prediction was compared for OR, AND and the majority rule fusion schemes. Further, the spectrum and energy efficiency of cooperative spectrum prediction were investigated, as well as the effect of a busy state and/or idle state prediction error on the spectrum efficiency were investigated. From the results in Section 4.2, the main conclusions of this thesis are as follows.

- The HMM predictor provides better performance than the MLP predictor.
- For \( P_p^e \) (Total), majority rule provides the best performance compared to SSP and the other fusion rules. On the other hand, the AND and OR rules have the worst performance in the high and low traffic cases, respectively.
- The majority rule provides a good tradeoff between \( P_p^e \) (Busy) and \( P_p^e \) (Idle) compared with the AND and OR rules and SSP.
- The SE with majority rule based CSP provides better performance than TSS.
• A reduction in $P_p^e$ (Busy) increases the SE more compared to a reduction in $P_p^e$ (Idle).

• The EE with majority rule based CSP is lower than with SSP.

5.2 Future Work

The following future work is proposed for CRNs.

• Extend the system model introduced in Section 3.3 by including post-fusion prediction based on cooperative spectrum sensing to mitigate the extra cooperative overhead introduced by this model (prediction time and prediction energy for all users).

• Parallel cooperative spectrum prediction can be introduced as an improvement for parallel cooperative spectrum sensing [21]. Parallel cooperative spectrum sensing has been proposed as a new sensing scheme to enhance sensing efficiency based on grouped SUs.

• Heterogeneous cooperative spectrum prediction can be studied for the case when the spectrum sensing performance ($P_m$ and $P_f$) is not the same for all SUs.

• Investigate the tradeoff between spectrum and energy efficiency in CSP following the work in [5] for CSS, as improving the SE will decrease the EE as shown in this thesis. Therefore, solving an optimization problem to balance the SE and EE for CRN with CSP is worth studying for wireless communication network.
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