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Abstract

The purpose of this study is to investigate the evolution of the Arctic Ocean’s carbon uptake capacity and impacts on ocean acidification with the changing sea-ice scape. In particular, I study the influence on air-ice-sea fluxes of carbon with two major updates to commonly-used carbon cycle models I have included. One, incorporation of sea ice algae to the ecosystem, and two, modification of the sea-ice carbon pump, to transport brine-associated Dissolved Inorganic Carbon (DIC) and Total Alkalinity (TA) to the depth of the bottom of the mixed layer (as opposed to releasing it in the surface model layer). I developed the ice algal ecosystem model by adding a sympagic (ice-associated) ecosystem into a 1D coupled sea ice-ocean model. The 1D model was applied to Resolute Passage in the Canadian Arctic Archipelago and evaluated with observations from a field campaign during the spring of 2010. I then implemented an inorganic carbon system into the model. The carbon system includes effects on both DIC and TA due to the coupled ice-ocean ecosystem, ikaite precipitation and dissolution, ice-air and air-sea carbon exchange, and ice-sea DIC and TA exchange through a formulation for brine rejection to depth and freshwater dilution associated with ice growth and melt. The 1D simulated ecosystem was found to compare reasonably well with observations in terms of bloom onset and seasonal progression for both the sympagic and pelagic algae. In addition, the inorganic carbon system showed reasonable agreement between observations of upper water column DIC and TA content. The simulated average ocean carbon uptake during the period of open water was 10.2 mmol C m$^{-2}$ day$^{-1}$ (∼11 g C m$^{-2}$ over the entire open-water season).

Using the developments from the 1D model, a 3D biogeochemical model of the Arctic Ocean incorporating both sea ice and the water column was developed and tested, with a focus on the pan-Arctic oceanic uptake of carbon in the recent era of Arctic sea ice decline (1980 – 2015). The model suggests the total uptake of carbon for the Arctic Ocean (north of 66.5°N) increases from ∼110 Tg C yr$^{-1}$ in the early eighties (1980 – 1985) to ∼140 Tg C yr$^{-1}$ for 2010 – 2015, an increase of ∼30%. The rise in SST accounts for ∼10% of the increase in simulated pan-Arctic sea surface $p$CO$_2$. A regional analysis indicated large variability between regions, with the Laptev Sea exhibiting low sea surface pH relative to the pan-Arctic domain mean and seasonal undersaturation of $\Omega_{arag}$ by the end of the standard run.
Two sensitivity studies were performed to assess the effects of sea-ice algae and the sea-ice carbon pump in the pan-Arctic, with a focus on sea surface inorganic carbon properties. Excluding the sea ice-carbon-pump showed a marked decrease in seasonal variability of sea-surface DIC and TA averaged over the Arctic Ocean compared to the standard run, but only a small change in the net total carbon uptake (of \(\sim\)1% by the end of the no ice-carbon-pump run). Neglecting the sea ice algae, on the other hand, exhibits only a small change in sea-surface DIC and TA averaged over the pan-Arctic Ocean, but a cumulative effect on the net total carbon uptake of the Arctic Ocean (reaching \(\sim\)5% less than that of the standard run by the end of the no-ice-algae run).
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1 Introduction

1.1 Introduction

Anthropogenic carbon production has led to a steady rise in the atmospheric concentration of CO$_2$, and this process has been recorded continuously since the middle of the 20th century. Observations have shown that, so far, the fate of the anthropogenic carbon released can be divided roughly into the following: of the 375 ± 30 petagrams carbon (PgC) of anthropogenic origin, two thirds remain in the atmosphere (240 ± 10 PgC), and one third has been taken up by the global oceans (-155 ± 30 PgC) [Ciais et al., 2013]. However, the ability for the global ocean to maintain the present rate of carbon uptake is uncertain. The rate of oceanic carbon uptake is sensitive to sea surface properties, with sea ice, which is a common feature of polar oceans, providing an obvious example. Although it is clear the presence of sea ice affects air-sea exchange, the effects on carbon exchange are multifaceted and subtler than general treatment by global ocean models (as an inert barrier to air-sea carbon exchange). Furthermore, the sea-ice scape, particularly in the Arctic, is in the process of undergoing remarkable changes to seasonal ice cover, extent, and depth [Barber et al., 2015]. The proper treatment of sea ice, with respect to a modelled carbon system, is the major focus of this work.

The uptake capacity of the global oceans is directly related to the size of the oceanic carbon reservoir, which is roughly two orders of magnitude larger than the atmospheric and terrestrial reservoirs [Cubasch et al., 2013]. The magnitude of the oceanic carbon reservoir is partly due to sea water’s carbonate chemistry. Given the temperature, salinity and pressure of a parcel of seawater, the complete carbonate chemistry of the parcel can be determined by knowing any 2 of the four inorganic carbon quantities: $p$CO$_{2sw}$, pH, Dissolved Inorganic Carbon (DIC), and Total Alkalinity (TA). These quantities are briefly introduced here:

- Dissolved inorganic carbon, or DIC, is the sum of all carbonate species in a solution. Neglecting less common carbonate species, $[\text{DIC}] \cong [\text{CO}_2]_{aq} + [\text{HCO}_3^-] + [\text{CO}_3^{2-}]$, as in
Eq. 1.1. In typical seawater conditions, this approximation is quite accurate. In seawater under historical conditions, bicarbonate (HCO$_3^-$) comprises the largest proportion of DIC (at ~95%), followed by carbonate (CO$_3^{2-}$, at just under 5%), and lastly carbonic acid, or aqueous CO$_2$ (CO$_2$aq), as shown in Figure 1.1. However, changes happening in the present and projected into the near future include a shift to the left in the Bjerrum plot due to acidification through the increase in the uptake of atmospheric CO$_2$, leading to a decrease in the capacity for further carbon uptake by surface oceans. Another way to describe this is that the following stoichiometric equation will shift towards the left due to ongoing ocean acidification:

$$CO_2 + H_2O \leftrightarrow HCO_3^- + H^+ \leftrightarrow CO_3^{2-} + 2H^+$$ (1.1)

Figure 1.1: Bjerrum plot illustrates the relative proportions of bicarbonate (HCO$_3^-$), carbonate (CO$_3^{2-}$) and carbonic acid, or aqueous CO$_2$ (CO$_2$aq) under typical seawater conditions. The vertical bar represents the variability, and the arrow conveys the projected shift due to ocean acidification. Figure from wikipedia commons.

- Total alkalinity, or TA, is defined as the buffering capacity of a solution, or the excess of proton acceptors to proton donors (TA $\approx [HCO_3^-] + 2*[CO_3^{2-}]$, where the 2 retained terms on the right hand side account for 96.6% of TA [Sarmiento and Gruber, 2006], and
smaller terms have been neglected).

- At the surface, the fugacity of CO$_2$ for seawater, $f$CO$_2$, is a major component in the determination of air-sea exchange. In the form $p$CO$_{2sw}$ (which can be equated with the atmospheric partial pressure of CO$_2$, or $p$CO$_{2atm}$), it determines the water side of $\Delta p$CO$_2 = p$CO$_{2sw} - p$CO$_{2atm}$.

- The negative log of the free protons concentration [H$^+$] in the solution, pH, is the quantity that conventionally used to discuss ocean acidification.

Two related quantities of importance, that are also closely related to the sea water carbon system, are the saturation states for aragonite and calcite ($\Omega_{arag}$ and $\Omega_{calc}$). The calcium carbonate saturation state for sea water is defined as

$$\Omega = ([Ca^{2+}][CO_3^{2-}])/[CaCO_3],$$

where CaCO$_3$ is calcium carbonate in either the form of aragonite or calcite, with a distinction due to different dissociation constants, aragonite being the less stable of the two. When $\Omega = 1$, the seawater is in equilibrium, and with $\Omega > (<) 1$, the seawater is super-(under-)saturated. Many biological materials (e.g., shells of molluscs, crustacean exoskeletons) are comprised largely of calcium carbonate in the form of aragonite or calcite. In the case of calcium carbonate undersaturation, organisms with calcite or aragonite in part(s) of their bodies find it energetically more expensive to grow or maintain those parts.

The reduction of pH, $\Omega_{arag}$, and $\Omega_{calc}$, defined as ocean acidification, is accelerating due to increasing uptake of atmospheric CO$_2$, and is a second major focus of this study. Of the world’s oceans, the Arctic Ocean is particularly vulnerable to a decrease in pH due to its cold temperatures, extensive shallow continental shelves (increasing the proportion of surface area to volume), high river inflow (typically high in dissolved organic carbon), and low biological productivity. Observations are showing substantial decreases in ocean pH and/or in calcium carbonate saturation states in regions across the Arctic Ocean. These regions include the Chukchi and Beaufort Seas [Evans et al., 2015; Cross et al., 2018], along the shelf of the Laptev and East Siberian Seas [Semiletov et al., 2016], as well as on the Atlantic side of the Arctic Ocean, in the Western European Arctic shelves [Wallhead et al., 2017].
1.1.1 Objectives

Process-based numerical models are an important tool in understanding the complex drivers of the Earth’s climate system with the ongoing production of anthropogenic carbon. Coupled ice-ocean models commonly neglect the role of sea ice in carbon exchange, effectively treating sea ice cover as an impermeable cap preventing any exchange of carbon. Observations indicate that this treatment of sea ice in ocean models may not be sufficient. Not only is the sea ice permeable through openings in the form of leads and polynyas, but it also actively participates in carbon exchange through the growth and melt of sea ice.

This work is aimed at evaluating two fundamental questions about the carbonate system in the Arctic:

1., What are the dominant mechanisms of carbon exchange in the air-sea-ice system of the marine Arctic?

2., How will carbon exchange be affected in a changing Arctic environment?

1.2 Carbon exchange processes related to ice

Carbon exchange in the air-ice-ocean system of the Arctic is influenced by many different processes. These processes occur in different seasons and can interact with one another (e.g., both sea ice melt and ice algae blooms can serve to lower near-surface [DIC], which in turn influences the air-sea exchange during the subsequent open-water season by enhancing oceanic uptake of atmospheric carbon.) The following sections describe the mechanisms behind the main processes in this system. All of these different processes are known to influence carbon exchange, and an assessment of their relative importance is a key goal of this study.

1.2.1 Ice-ocean carbon exchange due to ice growth/melt

Observations indicate that ice (in bulk) is depleted in both DIC and TA relative to the seawater from which it formed [Brown et al., 2015]. This is a result of brine rejection during ice growth, in which seawater solutes are rejected from the relatively pure ice matrix as it forms. When the ice is close to the melting point, brine channels can interconnect [Golden et al., 1998], and the DIC-rich brine can drain gravitationally out of the ice into the mixed layer.
Because the DIC content of underlying waters is subject to changes due to multiple processes (e.g., air-sea exchange at ice leads, horizontal advection, in and under-ice net primary production), separating out the variation in upper ocean DIC content due solely to ice growth and melt is difficult through observation. Because of this, ice-ocean exchange of carbon is not well constrained.

### 1.2.2 Sympagic biological productivity

Net primary production is associated with changes to DIC and TA, proportional to nutrient uptake. During ice melt, the organic carbon associated with ice-algae remains (detritus) is released and is transported away from the sea surface via sinking through the water column.

The ice-algae community in the Arctic typically resides in the lower, permeable layer of the ice (known as the skeletal layer, about 2 to 4 cm thick) and is largely comprised of *Nitzshia frigida*, a pennate diatom which is relatively large in comparison to pelagic algae [Campbell et al., 2017]. The ice algae bloom when there is sufficient light penetration during the early summer thawing of snow on the surface of the ice, which occurs before the under-ice pelagic bloom. The ice-algae bloom typically lasts about six weeks and can reach a maximum biomass of bulk concentrations usually within the range of 40-100 mg chl-a/m$^2$ in coastal and landfast sea ice at polar latitudes up to 65° N, and much lower values farther north and/or farther from continental shelves [Leu et al., 2015]. The evolution of the bloom is strongly dependent on snow cover, with longer, flatter blooms associated with more snow cover [Campbell et al., 2015]. Typically, the ice algae bloom is limited by light at the beginning of the bloom and by nutrients in the latter half [Lavoie et al., 2005b].

### 1.3 Methodology/Methods

Findings described in this dissertation span work from the conceptual development of an ice ecosystem in a biogeochemical model and implementation of a carbon cycle. In the 1-D configuration, a physical model (General Ocean Turbulence Model, or GOTM) simulates both the ice and ocean and is coupled to a biogeochemical model (Framework for Aquatic Biological Model, or FABM). Both sympagic and pelagic ecosystems are implemented (N3P3Z2D2), based on, respectively, Lavoie et al. [2005b] and Fasham et al. [1990]. In addition, an ice carbon pump, associated with the growth and melt of sea ice,
was implemented in the existing ocean carbon system. Both (eco- and carbon) systems were compared with available observations. These observations include 2 years recording the progression of the ice algae biomass through the progression of the bloom. We varied parameters associated with different aspects of the ice algae bloom (e.g., over-wintering biomass, photosynthetic efficiency, rate mortality) in order to determine how sensitive the model output (i.e., the ice algae biomass through the bloom period) is to changes to these parameters. These tests of model sensitivity were then compared in order to ascertain where/what/when observations might be most useful to better constrain model parameters.

The conceptual framework applied in the 1-D configuration was then applied to a 3-D model of the Arctic Ocean and surrounding seas. The physical ocean model was the Nucleus for European Modelling of the Oceans, version 3.4 (NEMO3.4), which was coupled to the Louvain-la-Neuve sea Ice Model, version 2 (LIM2). A biogeochemical and ecosystem model (Canadian Ocean Ecosystem, or CanOE) was implemented and modified to include both the ice carbon pump and sympagic ecosystem developed and tested in the 1-D study. The 3-D model standard run was forced by meteorological observations (described in detail in Chapter 4) from initial conditions starting in 1969 and continuing up to 2015. Model results were compared to observations of ice extent and volume, to known biological dataset (with again the caveat of sparse sampling), as well as general ocean properties, both physical and biogeochemical.

Finally, two sensitivity tests, on the two independent implementations (sympagic ecosystem and ice carbon pump), were set up. In the two experiments, each of the implementations were independently suppressed, branching from the standard run in 1990 and running to 2010. The results were analyzed with foci on how the implementations affect (1) the sea surface carbon properties and the subsequent changes to total carbon uptake of the Arctic Ocean and (2) water column carbon properties as they relate to ocean acidity and aragonite saturation.

1.4 Layout

The following sections includes the implementation and testing of the ice algal ecosystem in a coupled ice-ocean 1-D biogeochemical model (Chap. 2) and the development and testing of the inorganic carbon system in the same coupled ice-ocean biogeochemical 1-D model (Chap. 3). Chapter 4 describes the incorporation of sea-ice algae in a 3-D regional
model for the Arctic Ocean, along with implementation of the DIC system. Last, Chapter 5 is a summary of the findings in this compilation of work.

1.5 Attribution of work

Chapter 2 of this dissertation involved extensive collaboration with the co-author Hakase Hayashida. The model development described in Chapter 2 included incorporation of a pelagic ecosystem (by Hakase Hayashida) and a sympagic ecosystem (by Eric Mortenson) into the 1-D biogeochemical model. Both co-authors contributed equally to writing the manuscript published as Mortenson et al. [2017], with inputs from the rest of the co-authors.

Chapter 3 of this dissertation is published as Mortenson et al. [2018] and describes the implementation of DIC and TA effects due to both sympagic and pelagic ecosystems described in Chapter 2, as well as the implementation of DIC and TA fluxes due to ice melt and growth. Both of these modifications were implemented by the first author (Eric Mortenson). Conceptual development of these modifications involved discussions with Nadja Steiner, Adam Monahan, Lisa Miller, Kristina Brown, and Hakase Hayashida. Observations used to compare water column and ice DIC and TA content were made by Kristina Brown, Nicolas-Xavier Geilfus, and Alfonso Mucci. I wrote the manuscript published as Mortenson et al. [2018] along with inputs from the rest of the co-authors.

In Chapter 4, I implemented DIC and TA effects due to sympagic and pelagic ecosystems as well as ice growth and melt in the same conceptual framework as in Chapter 3 in a 3-D regional model of the Arctic Ocean. Tessa Sou, Andrew Shao, and Xianmin Hu provided assistance with the setup of the model as well as analysis of model output, and the implementation of the ecosystem was done largely by Hakase Hayashida. Conceptual development of these modifications involved discussions with Nadja Steiner, Adam Monahan, Hakase Hayashida, Tessa Sou, Andrew Shao, and Xianmin Hu.
2 A model-based analysis of physical and biological controls on ice algal and pelagic primary production in Resolute Passage

The following chapter is a manuscript published as:


The manuscript is repeated here with some adjustments to fit the format of the dissertation and to address comments from the PhD committee.

Chapter Abstract

A coupled 1-D sea ice-ocean physical-biogeochemical model was developed to investigate the processes governing ice algal and phytoplankton blooms in the seasonally ice-covered Arctic Ocean. The 1-D column is representative of one grid cell in 3-D model applications and provides a tool for parameterization development. The model was applied to Resolute Passage in the Canadian Arctic Archipelago and assessed with observations from a field campaign during spring of 2010. The factors considered to limit the growth of simulated ice algae and phytoplankton were light, nutrients, and in the case of ice algae, ice melt. In addition to the standard simulation, several model experiments were conducted to determine the sensitivity of the simulated ice algal bloom to parameterizations of light, mortality, and pre-bloom biomass. Model results indicated that: (1) ice algae limit subsequent pelagic productivity in the upper 10 m by depleting nutrients to limiting levels; (2) light availability and pre-bloom biomass determine the onset timing of the ice algal bloom; (3) the maximum biomass is relatively insensitive to the pre-bloom biomass, but is limited by nutrient availability; (4)
a combination of linear and quadratic parameterizations of mortality rate is required to adequately simulate the evolution of the ice algal bloom; and (5) a sinking rate for large detritus greater than a threshold of \( \sim 10 \, \text{m d}^{-1} \) effectively strips the surface waters of the limiting nutrient (silicate) after the ice algal bloom, supporting the development of a deep chlorophyll maximum.

### 2.1 Introduction

Satellite records indicate that the minimum annual sea ice extent in the Arctic has been decreasing by more than 10% per decade over the last half century [Vaughan et al., 2013], which results in a longer and more widespread open-water season [Barber et al., 2015]. In addition to the loss of sea ice, there has been a general shift in ice type, from thicker multiyear ice to younger and thinner first-year ice [Lindsay and Schweiger, 2015]. These trends in ice type, cover, and timing have significant consequences on marine and sea-ice ecosystems and air-sea exchange, as well as broader implications for the global climate. To reproduce recent changes and project future changes of sea ice related primary production in models we need to be able to understand the driving processes and develop adequate model parameterisations. 1-D models are excellent tools to develop such parameterisations and test the system sensitivity to parameter variations.

In the Arctic, ice algae live in a relatively sheltered environment concentrated within the bottom few centimeters of the sea ice [Smith et al., 1990; Galindo et al., 2014; Brown et al., 2015-1]. Ice algal blooms occur at high polar latitudes where snow and ice-cover substantially reduce incident light to the bottom of the ice column. This environment, and the timing of ice algal blooms, suggest that they are shade-acclimated to low-light conditions [Kirst and Wiencke, 1995]. The algae within the ice can reach very high biomass (exceeding 1000 mg Chl a m\(^{-3}\)) that is up to two orders of magnitude greater than the underlying phytoplankton biomass [Galindo et al., 2014; Leu et al., 2015]. Previous observational studies indicate that primary production by ice algae can make a substantial contribution to the total (sea ice and pelagic) primary production at various locations in the Arctic Ocean [Legendre et al., 1992; Gosselin et al., 1997]. Ice algae are dependent on the ice as a habitat and also affect the ice through light absorption and its subsequent conversion to heat, and through production of extracellular polymeric substances [Riedel et al., 2006; Krembs et al., 2011]. In addition, the termination of the ice algal bloom translates to nutrient release to, and possible seeding of, the phytoplankton bloom [Galindo et al., 2014] in the surface ocean.
One challenge for model studies of Arctic sea ice is that observations from the field are sparse due to the remote location and harsh environment. As a result, many parameters required to simulate biogeochemical processes in ice-covered regions are poorly constrained. In this modeling study, we have been able to take advantage of observations of ice algal blooms and environmental variables from several recent field campaigns at one location in order to better understand the processes constraining the simulation. To address the impact of remaining uncertainties, the modelled ice algal growth can be tested against variations in relevant parameters, with ranges based on measured or inferred uncertainty. Sensitivity analyses are a common way to assess the impact of specific processes or parameters on the whole system and evaluate the variables to which the system is most sensitive. Testing the model’s sensitivity over a certain parameter range, based on observations, allows for an estimate of the importance of a given process, compared to others, and identification of parameters that need to receive focused observational attention to reduce the overall uncertainty of the system [Steiner et al., 2016a]. Several 1-D sea ice algal models have been developed in order to reproduce observations at particular locations [Lavoie et al., 2005a; Pogson et al., 2011]. Some include focused sensitivity studies, e.g., Arrigo and Sullivan [1994], show that adjustments lowering the ice algal nutrient supply (via a nutrient transport coefficient) can cause the ice algal system to become nutrient-limited, and identify a high sensitivity to the ice algal growth rate. Jin et al. [2006] identified a strong correlation between net primary production of ice algae and the initial nutrient concentration in the water column. Steiner et al. [2016a] highlighted several components and parameters that lack either full understanding or observational constraints. Based on these previous studies, the following parameters were selected for testing in this study: the amount of algae in the ice during the winter (pre-bloom biomass), photosynthetic efficiency of the ice algae in low light conditions, the strength of nutrient flushing during the ice algal bloom period, and the magnitude and form of specific mortality of the ice algae. While model studies suggest that ice algal seeding of an ice-associated pelagic bloom mainly affects the timing rather than the magnitude of the pelagic bloom [Jin et al., 2007; Tedesco et al., 2012] the link between ice algal and pelagic production remains an area of uncertainty and that we also address here.

Another challenge for both 1-D and 3-D modelling of sea ice ecosystems is the treatment of (subgrid-scale) heterogeneous snow cover and how this heterogeneity affects the light penetration to the bottom of the ice (where Arctic ice algae are most prominent). In order to represent a grid cell average over multiple square kilometers, this heterogeneity needs to be taken into account in the model. This challenge has been the focus of Abraham et al. [2015]. They compare light penetration through a Rayleigh-distributed snow cover to a
uniformly distributed snow cover, identifying substantial improvement to the grid-cell mean light transmission compared to observations. Light transmission to the bottom of the sea ice has been identified as a major problem in simulating ice algal growth particularly during the period of snow decline [Arrigo and Sullivan, 1994; Lavoie et al., 2005a; Pogson et al., 2011]. In the present study, we test the impact of the newly-developed parameterization for light transmission through sea ice [Abraham et al., 2015] on ice algal growth.

With the broader objective of establishing a set of parameterizations that can be transferred into a 3-D regional Arctic model (coupling sea-ice and the ocean along with associated ecosystems), this study uses a 1-D coupled sea ice-ocean physical-biogeochemical model to analyze the physical and biological controls on simulated ice algal and phytoplankton blooms. The analysis contains three distinct components: 1) Investigation of the impacts of subgrid-scale non-uniform snow depth distributions on the growth of ice algae by applying a new parameterization for light transmission through sea ice [Abraham et al., 2015]; 2) assessment of the influences of ice algae on the simulated phytoplankton bloom by coupling and decoupling the sympagic and pelagic ecosystems; and 3) evaluating the sensitivity of the simulated ice algal bloom to a set of selected parameters and parameterizations following recommendations by Steiner et al. [2016a]. The test location for our model study is set in Resolute Passage in the Canadian Arctic Archipelago, based on the availability of a comparatively rich observational dataset at this location. Observations are described in detail in the Experimental Design and Observation Subsections below.

2.2 Methods

2.2.1 Model description

Physical model

The sea ice component of the coupled sea ice-ocean physical model is the 1-D thermodynamic model of Flato and Brown [1996] with most recent updates from Abraham et al. [2015]. These updates include new parameterizations for the light fields and heat fluxes through sea ice by accounting for a subgrid-scale snow depth distribution, melt ponds, and temperature-dependent extinction and transmissivity coefficients (see Appendix A1 for a synopsis of these updates). These new parameterizations improved the evolution of the simulated light fields under the landfast ice in Resolute Passage during the melt period of 2002 [Abraham et al., 2015]. In the present study, some of the optical parameters of the
sea ice model were modified to improve the fit of the simulated results to observations. A
set of retrained optical parameters is provided with references for justification in Table 2.1.
Although seasonal changes to the properties of snowfall have not been included in the
present study, the snowfall rate has been varied with time based on specified precipitation
data, in contrast to a prescribed constant rate as in earlier studies [Flato and Brown, 1996;
Abraham et al., 2015]. An alternative approach to that of Abraham et al. [2015] for the
treatment of subgrid scale variability of snow/ice depth, not attempted in this study, is
described in Long et al. [2015]. Long et al. [2015] treat subgrid scale variability of ice
thickness by altering the default model formulation, in which photosynthesis is subject to
grid-cell averaged light penetration, to a formulation where the photosynthesis is subject
to differing light conditions under the ice due to different ice conditions within a given
grid scale. The modifications in Long et al. [2015] indicate that the mean grid-cell primary
productivity is over-estimated in the default formulation.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Quantity</th>
<th>Value</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>κs,f</td>
<td>Extinction coefficient for freezing snow</td>
<td>14 m$^{-1}$</td>
<td>Grenfell and Maykut [1977]</td>
</tr>
<tr>
<td>κs,m</td>
<td>Extinction coefficient for melting snow</td>
<td>7.5 m$^{-1}$</td>
<td>Grenfell and Maykut [1977]</td>
</tr>
<tr>
<td>κi,f</td>
<td>Extinction coefficient for freezing sea ice</td>
<td>1.2 m$^{-1}$</td>
<td>Smith [1988]</td>
</tr>
<tr>
<td>κi,m</td>
<td>Extinction coefficient for melting sea ice</td>
<td>0.8 m$^{-1}$</td>
<td>Light et al. [2008]</td>
</tr>
<tr>
<td>κm</td>
<td>Extinction coefficient for melt ponds</td>
<td>0.5 m$^{-1}$</td>
<td>Abraham et al. [2015]</td>
</tr>
<tr>
<td>κia</td>
<td>Extinction coefficient for ice algae</td>
<td>0.017 (mmol N m$^{-3}$)$^{-1}$ m$^{-1}$</td>
<td>McDonald et al. [2015]</td>
</tr>
<tr>
<td>i0,s,f</td>
<td>Transmissivity coefficient for freezing snow</td>
<td>0.15</td>
<td>Vancoppenolle et al. [2010]</td>
</tr>
<tr>
<td>i0,s,m</td>
<td>Transmissivity coefficient for melting snow</td>
<td>0.05</td>
<td>Vancoppenolle et al. [2010]</td>
</tr>
<tr>
<td>i0,i,f</td>
<td>Transmissivity coefficient for freezing sea ice</td>
<td>0.5</td>
<td>Lavoie et al. [2005a]</td>
</tr>
<tr>
<td>i0,i,m</td>
<td>Transmissivity coefficient for melting sea ice</td>
<td>0.5</td>
<td>Lavoie et al. [2005a]</td>
</tr>
<tr>
<td>i0,m</td>
<td>Transmissivity coefficient for melt ponds</td>
<td>0.5</td>
<td>Abraham et al. [2015]</td>
</tr>
<tr>
<td>αs,f</td>
<td>Surface albedo of freezing snow</td>
<td>0.8</td>
<td>Vancoppenolle et al. [2010]</td>
</tr>
<tr>
<td>αs,m</td>
<td>Surface albedo of melting snow</td>
<td>0.7</td>
<td>Lavoie et al. [2005a]</td>
</tr>
<tr>
<td>αi,f</td>
<td>Surface albedo of freezing sea ice</td>
<td>0.6</td>
<td>Within the range between</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Vancoppenolle et al. [2010]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>and Perovich et al. [2002]</td>
</tr>
<tr>
<td>αi,m</td>
<td>Surface albedo of melting sea ice</td>
<td>0.5</td>
<td>Vancoppenolle et al. [2010]</td>
</tr>
<tr>
<td>αm</td>
<td>Surface albedo of melt ponds</td>
<td>0.3</td>
<td>Light et al. [2008]</td>
</tr>
</tbody>
</table>

The physical processes in the water column are simulated by the General Ocean Turbu-
lence Model (GOTM) of Burchard et al. [2006]. GOTM provides the physical quantities
required for computation of biogeochemical variables in the water column, such as hori-
zontal velocity fields, turbulent transports, photosynthetically active radiation (PAR), and
temperature. Details of model parameterizations for these quantities are provided in the
GOTM website (http://www.gotm.net).
Biogeochemical model

A biogeochemical model representing the lower-trophic level of sea ice and pelagic ecosystems in the Arctic was developed within the Framework for Aquatic Biogeochemical Models [Bruggeman and Bolding, 2014] to facilitate the coupling with the physical model described above. The schematic diagram of the biogeochemical model is shown in Figure 2.1. The sea ice component of the biogeochemical model simulates the temporal evolution of four state variables (ice algae, nitrate, ammonium, and silicate) in the sea ice skeletal layer. The ice algae module is based on Lavoie et al. [2005a]. It was updated in this study by incorporating nitrate to account for potential algal growth reduction due to nitrogen limitation, as well as including ammonium to represent the biogeochemical processes within sea ice more realistically. At any given time, the growth of simulated ice algae is limited by one of the four limiting factors: light, ice melt, silicate, or nitrate. A limitation index for each factor is determined as a non-dimensional index that varies between 0 and 1 as in Lavoie et al. [2005a]. The ice algal growth rate is then determined by the minimum of the four indices multiplied by the specific growth rate at a given temperature of the ice skeletal layer (A2).

We used a series of sensitivity analyses, carefully planned as a progression from most- to least-known variables, to determine parameters for unknown/unmeasured quantities or processes (e.g., over-wintering biomass or ice-algae mortality) based on more easily obtained observations (i.e. phenology of the ice algae bloom). In the 1D ice algae/pelagic ecosystem development paper, the first step was setting our model parameters to documented/known parameters (e.g. temperature-, light-, and nutrient-dependence). The next step was intended to fit the onset of the bloom (defined arbitrarily at when the ice-algae biomass becomes greater than 100 mg chl-a/m3) close to that of observations, and minimum/over-wintering biomass was used as the primary tuning mechanism for matching the observation-model for bloom onset. For the next step, maximum biomass was determined through the coincident tuning of linear and quadratic mortality (but countering effects to keep the bloom onset at the same time).

To study the sympagic-pelagic ecological interactions at the lower-trophic level, the sea ice biogeochemical model was coupled to a ten-compartment (small and large phytoplankton, microzooplankton, mesozooplankton, small and large detritus, biogenic silica, nitrate, ammonium, and silicate) pelagic biogeochemical module based on Steiner et al. [2006a]. This module was updated by including mesozooplankton as a prognostic variable and by partitioning detritus into small and large size classes. At the ice-water interface dissolved nutrients are exchanged through molecular diffusion. Ice algae released into the water
Figure 2.1: Schematic diagram of the coupled sea ice-ocean biogeochemical model. Circles represent the model state variables: nitrate (NO$_3$), ammonium (NH$_4$), silicate (Si), ice algae (IA), small phytoplankton (P1), large phytoplankton (P2), microzooplankton (Z1), mesozooplankton (Z2), small detritus (D1), large detritus (D2), and biogenic silica (BSi). Sinking variables are bounded by yellow circles. Black and red arrows represent paths of nitrogen and silicon transfers between the variables, respectively: photosynthesis (PH), nitrification (NI), diffusive mixing (DI), flushing (FL), seeding (SE), linear mortality (LM), quadratic mortality (QM), remineralization (RE), grazing (GR), ingestion (IN), sloppy feeding (SL, for inefficient grazing that leaves unconsumed but dead prey), and excretion (EX).
column are treated similarly as in the coupled model of Lavoie et al. [2009]: sloughed ice algae enter either the large phytoplankton pool in which they continue to grow or the large detritus pool in which they sink rapidly as aggregate products. The equations and parameters for the coupled biogeochemical model are provided in Appendix A2.

**Experimental design**

The 1-D model was applied to simulate ice algae and pelagic primary production within and under the landfast first-year sea ice in Resolute Passage, at a location with a water depth of 141 m. Resolute Passage was chosen for the study site because extensive field research has been conducted in the area [Cota et al., 1987; Lavoie et al., 2005a; Papakyriakou and Miller, 2011; Galindo et al., 2014; Brown et al., 2015-1; Geilfus et al., 2015a]. Specifically, model simulations were conducted for a location representative of the Arctic Ice Covered Ecosystem (Arctic-ICE) field campaign (74.71°N, 95.25°W). This field campaign took place during the spring of 2010 in order to study the physical and biological processes controlling the timing of ice algae and under-ice phytoplankton blooms [Mundy et al., 2014a]. The model was divided into 10 uniformly-spaced layers for sea ice and 100 layers for the upper 100 m of the water column. With the ultimate goal of implementing the parameterizations considered into coarser-resolution regional or global ocean circulation models, we do not attempt to resolve small-scale under-ice processes finer than 1 m. In order to limit the ultimate computational burden, we compared the 10-layer model to 5- and 2-layer simulations, deciding that the minor differences (1–2%) in output did not justify curtailing the effort at this stage.

The model was integrated for 8 months (1 February – 30 September, 2010) with a timestep of 10 minutes, and forced with Environment Canada’s hourly weather data (including surface air temperature, zonal and meridional wind at 10 m above the sea surface, surface air pressure, relative humidity, cloud cover, and precipitation) collected at the Resolute airport, located within 10 km of the study site. Temperature, salinity, and horizontal velocity fields of the ocean were restored over the entire water column with restoring timescale of 1 day (temperature and salinity) and 10 minutes (horizontal velocity) to the output of a 3-D regional model simulation (NEMO-LIM2) used in Dukhovskoy et al. [2016a]. We chose to restore the model this often in order to tightly constrain the physical water column properties and thus focus on comparing biogeochemical components of the model. The initial snow and melt pond depths and ice thickness were set to 5, 0, and 55 cm, respectively. The initial concentration of ice algae was set to 1.0 mmol N m⁻³ (ca. 3.5 mg Chl a m⁻³; the observed range of C:N:Chl a ratios is described in Appendix
A2). The initial concentration of nitrate (silicate) was set to a constant value of 7.2 mmol N m$^{-3}$ (14.7 mmol Si m$^{-3}$) throughout the bottom ice and the water column, based on the measurements of these nutrients during the Arctic-ICE 2010 field campaign [Mundy et al., 2014a; Galindo et al., 2014]. The initial concentrations of ammonium both in the sea ice and the water column were assumed to be small [e.g., Harrison et al., 1990], and hence, set to 0.01 mmol N m$^{-3}$. Similarly, the initial concentrations of all other pelagic biogeochemical state variables were set to 0.01 mmol N m$^{-3}$ (mmol Si m$^{-3}$ for biogenic silica) throughout the water column.

2.2.2 Observations

Observational data used to evaluate the model results include snow and melt pond depths, ice thickness, under-ice PAR, and chlorophyll a (Chl a). Measurements of these variables were conducted during May and June of 2010 as part of the Arctic-ICE field campaign. Observed snow and melt pond depths, ice thickness, and Chl a in the bottom 3 cm of sea ice were sampled at various sites of high, medium, and low snow covers. The mean value of Chl a is therefore an estimate of the site average, as presented in Galindo et al. [2014], and is comparable to a grid cell average in a regional or global model. Concentrations of Chl a in the water column were determined by collecting samples at five depths (2, 5, 10, 25, and 50 m below the sea surface) using 5 L Niskin bottles and following the procedures outlined in Galindo et al. [2014]. In situ time series data for daily-mean under-ice (2 m below sea surface) PAR were collected using two independent tethers moored to the sea ice below high (> 40 cm prior to snowmelt onset) and low (< 20 cm prior to snowmelt onset) snow cover sites (within 4 – 6 m of the CTD casts). Technical details of these PAR measurements are provided in Mundy et al. [2014a]. In addition to the tether measurements, instantaneous under-ice PAR was estimated by extrapolating the 20 m depth CTD-based PAR measurement to the surface following Frey et al. [2011]. Casts of CTD and a biospherical 4 pi sensor were obtained daily through the main sampling hole within a heated tent on the sea ice. Details of the CTD-based under-ice PAR estimates are described in Gale [2014].

2.3 Results

Results are divided into three parts based on the types of model simulations conducted. The first subsection evaluates the performance of the standard run. The second subsection
compares the result of the standard run with a simulation that excludes ice algae. The third subsection provides the results of parameter sensitivity experiments. Specific setups of these runs are described in each of these subsections.

### 2.3.1 Model evaluation

The standard run was conducted with the setup outlined in the previous section (Experimental design) and by applying the Rayleigh distribution for representing the subgrid-scale snow depth variability (see Appendix A1). Abraham et al. [2015] indicated a better fit for the Rayleigh distribution than gamma probability distribution based on observations from the Arctic-ICE 2010 study (not shown).

**Snow and melt pond depths and ice thickness**

In many previous 1-D model studies, the temporal evolution of snow depth was either prescribed to observed snow depth data [e.g., Lavoie et al., 2005a; Pogson et al., 2011; Palmer et al., 2014a] or simulated by prescribing a constant snowfall rate [Flato and Brown, 1996; Abraham et al., 2015]. In this study, snow depth was simulated by prescribing a variable snowfall rate based on observed precipitation data. The simulated and observed time series of snow and melt pond depths are shown in Figure 2.2a. The simulated snow depth increased occasionally as a result of snowfall events until the maximum depth (ca. 20 cm) was reached by mid-May. In the standard run, the simulated snow started melting toward the end of May and completely vanished within 3 weeks. Snowmelt resulted in the formation of melt ponds which reached a maximum depth of 5 cm shortly after the snow disappearance. In comparison with the field measurements presented in Figure 2.2a, the timing of melt events was simulated reasonably with the distributed snow case.

Figure 2.2b shows the simulated and observed time series of ice thickness. In the standard run, simulated ice grew gradually to a maximum thickness of about 150 cm by early June and then started melting following the initial snowmelt. In the standard case, the distributed snow parameterization represents snow-free areas, which allows the ice to start melting before all the snow has disappeared. The simulated ice vanished completely in early July after which the sea surface remained ice-free until late September. The simulated ice thickness agreed well with the observations throughout the sampling period (Figure 2.2b), whereas the ice break up in the simulation occurred a week earlier than in the observations [Galindo et al., 2014]. This difference could be attributed to dynamic processes of sea ice (e.g., wind-driven ridging and rafting) which are not accounted for in our 1-D model.
Figure 2.2: Simulated and observed snow depth, melt-pond depth, and ice thickness. Time series of (a) simulated daily-mean snow (solid line) and melt pond (dashed line) depths, observed snow/melt pond depth (circles), and (b) simulated daily-mean (line) and observed (circles) ice thickness. Circles represent the site-average values with one standard deviations indicated by vertical bars.
Figure 2.3: Simulated snow, melt-pond depth, and bare ice area, and simulated and observed PAR. Time series of (a) surface area fraction of simulated snow (red), melt ponds (green), and bare ice (blue) and (b) simulated daily-mean (line) and observed (circles) under-ice PAR during the Arctic-ICE 2010 study period. In (b), the units for the simulated PAR values were converted from W m$^{-2}$ to µmol photons m$^{-2}$ s$^{-1}$ by a conversion factor of 4.56 following Lavoie et al. [2005a]. Vertical bars associated with the solid line represent the diurnal range of simulated under-ice PAR. Red and blue circles represent the daily-mean values measured using tethers deployed over high (HSC) and low (LSC) snow cover sites, respectively. Yellow circles are the instantaneous values based on CTD casts (CTD).
Surface area fractions and under-ice PAR

Simulation of the light penetration through snow and sea ice is crucial for simulating a reasonable ice algal bloom, as the initial phase of the bloom is typically limited by light [Gosselin et al., 1990; Lavoie et al., 2005a; Leu et al., 2015]. During the melt period, surface area fractions of simulated snow, melt ponds, and bare ice undergo changes that affect the amount of light reaching the ice base as indicated in Figure 2.3. In the standard simulation, the surface of the simulated ice was fully snow-covered prior to the snowmelt onset. Consequently, the simulated daily-mean under-ice PAR during this period was less than 1 \( \mu \text{mol photons m}^{-2} \text{s}^{-1} \). This value is lower than either of the tether measurements, but in good agreement with most of the CTD-based estimates. In the model, about 10% of the snow surface was replaced with melt ponds due to snowmelt during the first week of June, resulting in an increase of the daily-mean under-ice PAR to more than 1 \( \mu \text{mol photons m}^{-2} \text{s}^{-1} \). This value is comparable to the tether measurements at high snow cover station, as well as to the CTD-based estimates. By June 9, the surface area coverage of simulated melt ponds extended to 30% (the maximum value prescribed by the model). Further areal loss of simulated snow resulted in an emergence of bare ice, which covered 70% of the ice surface following the snow disappearance. The pulsed effect in melt pond area in mid-June (Figure 2.3a) reflects daily signals associated with daytime melting and overnight freezing (causing surface bare ice). The simulated under-ice PAR during this period exceeded 10 \( \mu \text{mol photons m}^{-2} \text{s}^{-1} \) (Figure 2.3b), which is comparable to both the tether and the CTD-based observations. As expected, the simulated gridbox-mean under-ice PAR was quantitatively closer to the CTD-based (site-average) estimates than the tether (point) measurements. Furthermore, the standard simulation successfully reproduced the smooth seasonal transition of under-ice PAR that is evident in the tether measurements during the melt period.

Sea ice ecosystem

Figure 2.4 shows the simulated time series of sea ice ecosystem variables. The standard run simulated an ice algal bloom that is comparable to the observations in terms of both the magnitude and timing of the bloom (Figure 2.4a). In the following, we discuss the dynamics of simulated sea ice ecosystem by partitioning into growth and decline phases.

The growth phase of simulated ice algal bloom lasted from late March to mid-May, while the bloom decline phase is from mid-May to late June. During the growth phase of the ice algal bloom, the simulated ice algal biomass in the standard run increased up to 1050
Figure 2.4: Simulated and observed ice algal biomass, nutrients, growth limitations, and simulated sympagic and pelagic production. Time series of (a) simulated (line) and observed (circles) Chl a concentrations in the bottom 3 cm of the sea ice, (b) simulated nitrate (solid black), ammonium (dashed black) and silicate (red) concentrations in the bottom 3 cm of sea ice, (c) simulated daily-mean growth limitation index for light (yellow), nitrogen (black), silicate (red), and ice melting (green), and (d) primary production rates of simulated ice algae (solid line) and phytoplankton (dashed line). In (a), circles represent the site-average values with one standard deviations indicated by vertical bars.
mg Chl a m$^{-3}$ (Figure 2.4a). This maximum value in the bloom is within the range of observed values during the peak of the ice algal biomass (800 – 1300 mg Chl a m$^{-3}$). Note that this wide range in the observed peak is due to sampling over different snow depth conditions, and that the model succeeded in simulating a bloom that falls near the center of the observed range. Up until the end of April, concentrations of simulated nitrate and silicate in the ice decreased rapidly due to uptake by ice algae, while the simulated ammonium concentration increased as a result of remineralization of dead ice algal cells (Figure 2.4b). During this time, the ice algal growth rate declined slightly even though nutrients are not yet limiting, likely due to the quadratic term in the parameterization of mortality. Consequently, both nitrate and silicate concentrations recovered slightly until they were drawn down further by ice algae during their bloom peak in mid-May. The ice algal growth was generally light-limited during the growth phase (Figure 2.4c), except for a day in the beginning of May when the nitrate concentration reached nearly 0.5 mmol m$^{-3}$ (Figure 2.4b).

At the peak of the ice algal bloom, simulated nutrients became extremely low, nearly 0 mmol m$^{-3}$ for nitrate and ammonium and 1 mmol m$^{-3}$ for silicate (Figure 2.4b). Consequently, the ice algal growth became nitrogen-limited following the peak (Figure 2.4c), and remained so until the end of the bloom in late June (Figure 2.4a). The simulated range of nitrate concentration (0 – 8 mmol m$^{-3}$; Figure 2.4b) matches with the observed range reported in Galindo et al. [2014]. In contrast, the simulated range of ammonium concentration (0 – 0.05 mmol N m$^{-3}$) is much smaller than the range typically observed in the bottom ice [e.g., Vancoppenolle et al., 2013a]. This discrepancy is most likely due to the fact that much of the ammonium found in the bottom ice is trapped in the ice matrix and therefore not accessible to ice algae residing in the brine phase of the ice [Vancoppenolle et al., 2013a]. The model simulates the remaining fraction of ammonium available for ice algae which is low in abundance due to rapid turnover of ammonium production and removal processes. Figure 2.4d presents the time series of depth-integrated production rates by simulated ice algae and phytoplankton (i.e., sum of P1 and P2). The production rate of simulated ice algae was around 0.1 g C m$^{-2}$ d$^{-1}$ during its bloom peak in mid-May. The time-integrated production by ice algae and phytoplankton over the simulation period was about 4 and 60 g C m$^{-2}$, respectively. Hence, the primary production by simulated ice algae accounted for 6% of the entire sea ice and water column primary production. This fraction is within the range of the observational and model estimates for first-year Arctic sea ice [2 – 33%; Legendre et al., 1992; Gosselin et al., 1997; Lavoie et al., 2009].
Figure 2.5: Simulated and observed Chl \( a \) concentration. Time series of (a) simulated and (b) observed Chl \( a \) concentrations in the upper 80 m of the water column.
Pelagic ecosystem

Figure 2.5 shows the comparison of simulated and observed time series of chlorophyll $a$ concentrations in the upper 80 m of the water column. In mid-June, the model simulated an under-ice phytoplankton bloom in the upper 10 m of the water column (Figure 2.5a). This bloom was dominated by large phytoplankton (Figure S1b), and reached a peak concentration of 13 mg Chl $a$ m$^{-3}$ in late June. The timing, magnitude, and vertical extent of the simulated under-ice phytoplankton bloom are consistent with the observed bloom (Figure 2.5b), which was also dominated by large cells [Mundy et al., 2014a]. The simulated bloom migrated downward and formed a subsurface chlorophyll maximum of 18 mg Chl $a$ m$^{-3}$ at 15 – 40 m between late June and early July. During the ice-free period, increased light penetration allowed the deepening of the simulated subsurface chlorophyll maximum to a depth of 75 m where it maintained fairly large concentrations (above 6 mg Chl $a$ m$^{-3}$) until the end of August. The formation and subsequent deepening of a deep chlorophyll-maximum is a typical feature in the Arctic where surface nutrients are low (the chlorophyll maximum typically follows the nitricline). No direct observations are available for this particular time period near Resolute to evaluate the deepening of the subsurface chlorophyll maximum simulated by the model. However, observations taken during the last decade in the Beaufort Sea and Canadian Archipelago show the subsurface chlorophyll maxima with depths ranging from 35 and close to 100 m depending on time and location measured [Tremblay et al., 2008; Carmack et al., 2010; McLaughlin and Carmack, 2010; Carmack and McLaughlin, 2011] which is also represented in model results [Steiner et al., 2015b]. The chlorophyll maximum in the Chukchi Sea tends to be much shallower [Brown et al., 2015-2], while the deepest maxima have been observed in the Beaufort Sea. A maximum depth of 75 m for the deep chlorophyll maximum in the Canadian Arctic Archipelago is within the range of observations. The daily production rates corresponding to the under-ice phytoplankton bloom (1.2 g C m$^{-2}$ d$^{-1}$) and the subsurface chlorophyll maximum (up to 1.6 g C m$^{-2}$ d$^{-1}$) simulated by the model (Figure 2.4d) are comparable to the observed rates in Resolute Passage [1.1 g C m$^{-2}$ d$^{-1}$; Mundy et al., 2014a] and in the Beaufort Sea [1.4 g C m$^{-2}$ d$^{-1}$; Mundy et al., 2009], respectively.

Figure 2.6a-c illustrates the temporal evolution of simulated dissolved nutrients in the upper 80 m of the water column. Prior to the development of the under-ice phytoplankton bloom in mid-June (Figure 2.5a), the concentrations of simulated nitrate (Figure 2.6a) and silicate in the upper 15 m (Figure 2.6c) were reduced as a result of the uptake by ice algae. In contrast to nitrate and silicate, concentrations of simulated ammonium increased slightly below the nitracline due to the remineralization of dead ice algal cells released into
Figure 2.6: Simulated water column concentrations of nutrients and biological uptake and drawdown of nitrate. Simulated time series of (a) nitrate, (b) ammonium, and (c) silicate concentrations in the upper 80 m of the water column (depth of entire water column is 141 m). (d) Simulated time series of cumulative depth-integrated nitrate uptake and drawdown. In (d), areas filled in red represent the cumulative uptake by ice algae integrated over the bottom 3 cm of the ice skeletal layer, areas filled in blue represent the cumulative uptake by phytoplankton (P1 and P2) integrated over the upper 80 m of the water column, and the black line represents the cumulative amount of nitrate drawn down from the upper 80 m of the water column. Note that the sum of the two uptake terms (red+blue) does not balance with the drawdown during the ice-free period; the mismatch represents the uptake of nitrate entrained from the layer below 80 m.
the water column (Figure 2.6b). In late June, these nutrients were drawn down by large phytoplankton, and decreased to $< 1 \text{ mmol m}^{-3}$ (nitrate; Figure 2.6a), $< 0.04 \text{ mmol m}^{-3}$ (ammonium; Figure 2.6b), and $< 4 \text{ mmol m}^{-3}$ (silicate; Figure 2.6c) in the upper 10 m of the water column. These values of simulated nitrate and silicate concentrations are close to the values ($0.2 \text{ mmol m}^{-3}$ for nitrate+nitrite and $2.8 \text{ mmol m}^{-3}$ for silicate) reported at the end of the sampling period (21 June) in Resolute Passage [Mundy et al., 2014a]. The concentrations of simulated nutrients remained below these levels until the end of the simulation period (Figure 2.6a-c) because large detritus, which consists of dead cells of ice algae and large phytoplankton and fecal pellets, sank quickly ($50 \text{ m d}^{-1}$ as specified in the model, following Lavoie et al., 2009) into the deeper water column before they could be remineralized in the upper water column. The rapid sinking of large detritus resulted in the accumulation of ammonium at depth below the nitracline in late June onwards (Figure 2.6b).

To demonstrate that the ice algal uptake and the nutrient removal in the water column are balanced in the model, the time series of depth-integrated (3 cm) cumulative nitrate uptake by ice algae is displayed with the depth-integrated cumulative nitrate drawdown and total uptake by phytoplankton in the upper 80 m of the water column (Figure 2.6d). Clearly, the total amount of nitrate consumed by ice algae is equivalent to the amount removed from the water column until the onset of the pelagic bloom in mid-June. The result demonstrates an important role of ice algae in reducing the ambient nutrients in the upper water column. This important aspect of sympagic-pelagic ecological coupling will be examined further in a later section. The decreasing trend of simulated nitrate in the water column during May and June (Figure 2.6a) is generally in good agreement with the observed nitrogen time series in the ice and underlying water column as reported in Galindo et al. [2014].

### 2.3.2 Sympagic-pelagic ecosystem coupling

In order to assess the impact of the simulated ice algal bloom on the underlying pelagic ecosystem, we conducted an additional simulation that turned off the ice algal bloom (referred to as the exclusion run). This scenario was established by setting the initial biomass of ice algae to zero, while all other setups are identical to the standard run. Hence, the difference in the results between the standard and the exclusion runs represents the impact of ice algae on the pelagic ecosystem.

Figure 2.7 displays the comparison of the two runs in terms of Chl $a$ concentrations in the
Figure 2.7: Water column Chl a concentration when ice algae are present, absent, and the difference. Simulated phytoplankton bloom in the upper 50 m of the water column when ice algae are present (a), absent (b), and the difference (c). Phytoplankton are sum of large and small (P1 and P2) groups.
upper 50 m of the water column. The differences between the two runs are most evident in late June, which correspond to the under-ice bloom in the upper 10 m of the water column (Figure 2.7c). Both the timing and magnitude of the bloom were affected by the presence/absence of ice algae. When ice algae were excluded from the simulation (Figure 2.7b), the onset of the under-ice bloom was delayed by a few days. This delay in the bloom onset is due to the lack of seeding by ice algae in the exclusion run \cite{Hayashida et al., 2016}. Despite the delay in the development of the under-ice bloom, the exclusion run simulated a higher peak in Chl $a$ (with a concentration difference of about 7 mg Chl $a$ m$^{-3}$) than the standard run. The enhanced peak in the exclusion run is due to the absence of nutrient drawdown by ice algae (Figure 2.8), which makes a concentration difference of about 3 mmol N m$^{-3}$ in the upper 10 m of the water column at the onset of the under-ice bloom. (It is not due to the absence of light-shading by the ice algae, as the pelagic bloom does not begin in the standard run until after the ice algal bloom has ended.). The effects of ice algae in the pelagic ecosystem appear to be relatively small below the upper 10 m of the water column, as there is no substantial difference in either Chl $a$ or nitrate concentrations between the standard and the exclusion runs.

**Sinking rate of large detritus**

In the model, large detritus (D2) represents the non-living particulate matter originating mainly from ice algal and large phytoplankton cells. The simulated large detritus is assumed to sink at a constant rate ($w_{d2}$; Appendix A2) which is presumably faster than the sinking rate of small detritus, another form of detritus considered in the model. In the standard run, a sinking rate of 50 m d$^{-1}$ was prescribed for large detritus following Lavoie \textit{et al.} [2009]. However, observations of this rate span a range of values. Onodera \textit{et al.} [2015] observed sinking rates from 37 to more than 85 m d$^{-1}$ for diatoms in the western Arctic Ocean. Higher and lower rates have also been measured, with sinking rates well over 100 m d$^{-1}$ among Antarctic ice algal aggregates [Sibert \textit{et al.}, 2010] and near 20 m d$^{-1}$ in lab tests with the common Arctic ice algae diatom \textit{Nitzschia frigida} [Aumack and Juhl, 2015].

In this sensitivity analysis, we assessed the simulated phytoplankton response to a change in the fast sinking rate. Runs with a slower sinking rate do not show much difference in the pelagic ecosystem until the sinking rate is lowered below a threshold of approximately 10 m d$^{-1}$. Above this threshold, large detritus is effectively removed from the euphotic layer and transported to depth before it can be remineralized (Figure 2.9 a and b). Below that
Figure 2.8: Water column nitrate when ice algae are present, absent, and the difference. Simulated NO$_3$ concentration in the upper 50 m of the water column when ice algae are present (a), absent (b), and the difference (c).
Figure 2.9: Phytoplankton in the water column with fast-sinking detritus. Simulated phytoplankton in the upper 50 m of the water column, with fast-sinking detritus (D2) set at 50 m d$^{-1}$ (a), 15 m d$^{-1}$ (b), and 5 m d$^{-1}$ (c). First bloom is dominated by large phytoplankton (P2, diatoms) and the later bloom in (c) is dominated by small phytoplankton (P1, flagellates).
threshold, e.g., at $w_{d2} = 5 \text{ m d}^{-1}$, a secondary sub-surface bloom, comprised of small phytoplankton (P1), forms after the first bloom (Figure 2.9c). This secondary bloom results from an increased supply of nitrogen. The remineralization rate from biogenic silica is an order of magnitude slower than that from D2 (0.01 d$^{-1}$, and 0.3 d$^{-1}$, respectively, Table S2), and hence the second bloom does not allow for silicate-dependent large phytoplankton.

### 2.3.3 Sensitivity analyses for ice algae

Given the influence of simulated ice algae on the underlying pelagic ecosystem, it is of utmost interest to investigate the physical and biological controls on the simulated ice algal bloom (and subsequently on the underlying ecosystem). The shape of these control functions is set via parameter values which are often not measured directly, but inferred from concentrations of observed variables that are also not well constrained. Sensitivity analyses focus on parameters that represent key uncertainties in the observational record. By varying each parameter over the range of observed (or estimated if not constrained by observations) uncertainty and determining which parameters have the strongest impact on properties of the simulated ice algal bloom, we can identify which observations would be most beneficial to improve our understanding of the system.

The growth of the ice algal bloom is dependent on both physical and biogeochemical processes. In the simulated ice algal bloom, several key parameters determine the strength of these influences. In the standard simulation, parameters controlling the onset, growth, maximum biomass, and termination of the modelled ice algae have been adjusted to result in good agreement with observations. In this section, key parameters associated with overwintering (pre-bloom) ice algal biomass, mortality, photosynthetic sensitivity, and nutrient limitation, are varied independently in order to determine the sensitivity of the simulated bloom.

The experiments testing photosynthetic efficiency (not shown) demonstrated that increasing photosynthetic efficiency does not increase the maximum biomass substantially, because of nutrient limitation. The experiments varying the ratio of intracellular silicate to nitrogen (also not shown) indicated that increasing the intracellular ratio Si:N by $\sim 20\%$ was enough for the ice algal growth to become silicate-limited instead of nitrogen-limited.
Figure 2.10: Snow and ice thickness and ice algal biomass, varying pre-bloom biomass. Snow and ice thickness (cm) and ice algal biomass during sensitivity analyses of the simulated ice algal bloom to variation of pre-bloom biomass (b), prescribed at 10, 2, 1/2, and 1/10 times that in the standard simulation (solid black line).

Pre-bloom algal biomass in the ice

In previous work, the pre-bloom ice algal biomass in simulations has been estimated based on water column measurements during ice formation [Steiner et al., 2016a], or from early bloom measurements [Lavoie et al., 2005a; Pogson et al., 2011]. It is possible that processes involved in ice formation can preferentially pick up certain marine particles, such as algal cells, and ice algal biomass concentrations up to 2 orders of magnitude higher than the underlying water column have been observed in sea ice in fall and winter [Różańska et al., 2008; Niemi et al., 2011].

The year-to-year variability in the amount of ice algae before the bloom may have a strong effect on the timing of the bloom onset. The timing of the onset of the simulated ice
algal bloom (defined as when the biomass surpasses 100 mg Chl a m$^{-3}$) depends on the pre-bloom, or over-wintering, concentration (Figure 2.10b). The pre-bloom concentration is implemented in the model as a minimum ice algal biomass. In the standard run, the pre-bloom concentration was set at 1 mmol N m$^{-3}$ (or 3.533 mg Chl a m$^{-3}$) to match the observed bloom onset. This value is approximately 20% of the value used in Lavoie et al. [2009] of 0.5 mg Chl a m$^{-2}$ (16.7 mg Chl a m$^{-3}$, assuming a 3 cm ice algal layer). This value was set for the more productive Beaufort Sea, but is an order of magnitude larger than that observed by Niemi et al. [2011] (0.1 mg Chl a m$^{-3}$ for first-year ice in the Beaufort Sea). Because of the large difference between these estimates of the pre-bloom concentration, the simulation was run with pre-bloom concentrations at 200%, 150%, 50%, and 10% of the standard value in order to test the importance of this value on the onset and maximum concentration of the ice algal bloom. With pre-bloom concentrations of 50% (200%) of the standard value, the subsequent ice algal blooms are slightly later (earlier), with the biomass reaching 100 mg Chl a m$^{-3}$ approximately 4 days later (earlier). It is evident that a multiplicative change in the pre-bloom biomass results in an additive offset in the time needed to reach a specified biomass (consistent with exponential growth through the earlier parts of the bloom).

Modelled ice algal blooms for runs with the pre-bloom ice algal biomass values an order of magnitude larger or smaller than the standard value (Figure 2.10b) indicate that, at higher pre-bloom biomass, the bloom occurs earlier, but the maximum biomass is not much greater than in the standard run because the growth is terminated by nutrient limitation. When the pre-bloom ice algal biomass is one-tenth of that in the standard run, the timing of the bloom onset is delayed and the bloom levels off (at the time of the maximum biomass in the standard run). This is because the NO$_3$ limitation in that time period is approximately 0.2 day$^{-1}$ (not shown). In an idealized 12 hour day, and no other limitation, the daily averaged minimum limitation would be half of that (0.1 day$^{-1}$), which is roughly equal to the grazing rate.

These results are in agreement with those of Jin et al. [2006], who found that doubling the initial ice algal biomass does not affect the maximum biomass of the bloom, and results in an onset 3 – 5 days earlier. In addition, Pogson et al. [2011] find that using the observed low initial biomass under high snow cover causes underestimation of the simulated maximum biomass when compared to the observations.
Mortality

The mortality rate for marine algae is commonly parameterized as some combination of linear and quadratic dependencies on biomass. To our knowledge mortality rates have not been directly measured for ice algae and the contribution of linear and quadratic contributions needs to be tested. Here, the mortality rate for ice algae ($M$; Appendix A2) is defined as a function of biomass:

$$M = m_{lia} \exp(b_{ia}[T]_{ia}) + m_{qia}[IA]$$

(2.1)

where $b_{ia}$, $[T]_{ia}$, and $[IA]$ represent the temperature sensitivity coefficient, temperature in the ice skeletal layer, and ice algal biomass, respectively (see the Appendix for details). $m_{lia}$ represents the rate constant for the temperature-dependent linear mortality and $m_{qia}$ is the rate constant for the quadratic mortality. The linear term represents ice algal biomass-independent processes, in which a specified fraction of the population is lost per unit time. Lavoie et al. [2005a] defined this term as the grazing rate on ice algae, and prescribed it at 10% of the growth rate. The quadratic term represents crowding effects, in that the fraction of biomass lost per unit time increases with higher biomass. (Although the quadratic formulation is a commonly used approach in representing the crowding effect of large phytoplankton cells (i.e., diatoms) in marine ecosystem models [e.g., Steiner et al., 2006a; Aumont et al., 2015], we do not implement it in the case of small plankton because they do not reach high enough densities.) Based on the model tuning to match observations, $m_{lia}$ and $m_{qia}$ are respectively set to 0.03 d$^{-1}$ and 0.00015 d$^{-1}$ in the standard run. As the simulated bloom grows, the population will have a quasi-exponential growth if the linear contribution to mortality varies slowly with time, and the biomass is small enough that the quadratic contribution to mortality is small.

Figure 2.11b presents the standard run along with multiple runs in which the linear and quadratic mortality parameters have been increased or decreased. As expected, when both parameters are increased (decreased), the simulated ice algae has a lower (higher) maximum biomass than the standard run. When the two are changed in opposite directions, the magnitude of the maximum biomass does not vary substantially, but the onset timing is earlier or later. In Figure 2.11c, the red box from Figure 2.11b is enlarged in order to show when the simulated ice algal bloom crosses the 100 mg Chl a m$^{-3}$ threshold. With a 25% decrease (increase) to this parameter, the bloom reaches the 100 mg Chl a m$^{-3}$ threshold 2 days earlier (later).

Dashed lines correspond to simulations in which the linear and quadratic mortality param-
Figure 2.11: Snow and ice thickness, ice algal biomass varying mortality function, and onset of the bloom. Snow and ice thickness (cm) (a) and ice algal biomass (mg Chl a m\(^{-3}\)) differing linear and quadratic dependencies on mortality (b). The black solid line in (b) is the standard run, the dashed red (blue) line is the simulated bloom with both linear and quadratic dependencies decreased (increased) by 25%. The solid colored lines are for blooms with linear and quadratic dependencies changed in opposite directions, e.g., increased for linear and decreased for quadratic. The onset of the bloom in the red box in (b) is expanded in (c).
eters have been changed in the same way. These different runs cross the 100 mg Chl a m$^{-3}$ threshold at almost the same time, indicating that the bloom onset (when ice algal biomass is small) is relatively insensitive to the quadratic mortality dependency. Therefore, these two mortality parameters can be adjusted to best fit observations for the timing of the bloom onset and magnitude of maximum biomass.

## 2.4 Discussion

The recent model study by Abraham et al. [2015] showed that grid-cell mean simulations of light and heat fluxes through sea ice could be improved by parameterizing the subgrid-scale snow depth variability, relative to simulations with spatially uniform snow depth distribution. These authors pointed out the need to examine biological responses to this new parameterization. In the first part of the present study, we investigated the impact of the new parameterization on simulated ice algae. The results indicate an improvement in simulating the ice algal bloom especially during the melt period, owing to an improvement in simulating the gradual increase in light availability to the ice algae. However, in this study, we are unable to further assess the impact of the new light parameterization on earlier stages of the bloom because the observed time series of ice algal biomass are confined mostly to the decline phase of the bloom. Measurements focusing on ice algal biomass during the onset and early growth of blooms are needed for assessing this impact.

As discussed in Arrigo [2014], the presence of ice algae affects several important processes in the underlying water column ecosystem. However, it is logistically difficult to isolate the contribution of ice algae from that of phytoplankton in terms of observed nutrient drawdown and biomass production. It is similarly difficult to observationally assess the seeding of the phytoplankton bloom by ice algae. Hence, process models become important tools to address questions like: What if ice algae were excluded from a given environment? In particular, the absence of advective processes in 1-D models allows focus on the in situ sympagic-pelagic ecosystem coupling. The present analysis demonstrated some of the influences of ice algae on the pelagic ecosystem. The results indicate that both the timing and magnitude of the simulated under-ice phytoplankton bloom are affected by the presence of ice algae. The timing of the bloom is affected due to seeding as a result of ice algal flushing, whereas the magnitude is affected due to the nutrient drawdown by the earlier ice algal bloom. These impacts of ice algae further influence other important biogeochemical processes, such as the production of dimethylsulfide [Hayashida et al., 2016]. Previous model studies also indicated the timing and magnitude of the ice-associated
pelagic bloom as an important response to ice algal seeding Jin et al. [2007]; Tedesco et al. [2012]. However Jin et al. [2007] highlighted the importance of stratification on the response suggesting that sudden mixing events following ice melt would disrupt the ice-associated pelagic bloom. More quantitative estimates for the effects of ice algae on the underlying ecosystem can be achieved by conducting simulations (including the exclusion run) in a full 3-D model using the parameterizations considered in this study. Deal et al. [2011] and Jin et al. [2012] 3-D model applications highlight both high regional variability as well as the seasonal importance of ice algal primary production.

The model applies several simplified assumptions due to lack of observations in the ice. For instance, the simulated ice algal nitrogen uptake preference ($p_{i\text{no}3}^a$ in Equation A.25) is constant throughout the simulation. However, Harrison et al. [1990] observed that nitrogen utilization by ice algal communities of Barrow Strait shift from a nitrate- to an ammonium-dominated metabolism. In addition, the nitrification rate ($\text{NH}_4$ to $\text{NO}_3$) in sea ice is set to a constant rate, even though bacteria in the ice that facilitate the process [Fripiat et al., 2014] may experience variations due to environmental fluctuations.

In both the modelled ice and water column, nutrient depletion due to phytoplankton uptake leads to near-zero concentrations in the limiting nutrient. Observations of post-bloom nutrient concentrations in an area with little horizontal transport could allow assessment of this result. The influence of horizontal advection on the nutrient drawdown below the ice could be assessed in 3-D model simulations.

The model results indicate that a combination of linear and quadratic mortality terms is required to adequately represent the development and decline of the ice algal bloom. The application of a quadratic mortality term implies a larger specific mortality at higher ice algal concentrations, representing lysis due to viral infection and other overcrowding processes that occur at higher ice algal concentrations. Additional field observations during the height of the bloom could help to constrain this term.

In the standard simulation, the growth of ice algae was initially limited by light, and then by nutrients (nitrate) during the peak and the decline of the bloom, which is consistent with the findings of previous studies [Mundy et al., 2014a]. The simulated under-ice bloom was similar to the observed bloom in terms of the magnitude, timing, and the species composition (dominated by diatoms, Galindo et al. [2014]). During the ice-free period, the simulated under-ice bloom was succeeded by the formation of a subsurface chlorophyll maximum. While this is a common feature in low-nutrient Arctic waters, observations are lacking for this particular time and location. It is possible that high tidal and/or horizontal mixing could prevent a deep chlorophyll maximum from developing in particular regions.
The parameters were adjusted to this specific dataset (particular year, particular place). Applications for different years and locations, and subsequent implementation in a 3-D model, will indicate if some retuning may be necessary. A need for retuning would hint at processes that are incompletely understood and indicate whether further measurements to constrain the process are required.

2.5 Conclusions

This 1-D study is intended as a step in the development of a 3-D model, one of a growing number that incorporate biogeochemical processes in order to represent the sympagic ecosystem and its coupling to the underlying pelagic ecosystem.

In order to establish a set of parameterizations which can be transferred into a 3-D regional Arctic model which couples sea-ice, ocean and associated ecosystems, this 1-D model study investigates the physical and biological controls on sympagic and pelagic primary production using observations from Resolute Passage. Results of the standard simulation, including a snow distribution function allowing for a slow evolution towards bare ice and melt ponds, were generally in good agreement with the variability of snow/melt pond depths, ice thickness, under-ice PAR, and bottom-ice and seawater Chl $a$ observed during the melt season in 2010. The simulated ice algal and under-ice phytoplankton blooms in the standard run were in reasonable agreement with the observations in terms of timing and magnitude.

Several findings can be taken from the sensitivity analyses. (1) Ice algal growth limits subsequent pelagic biomass in the upper water column by removing nutrients and limiting their availability to the phytoplankton, with a decrease of $\sim 50\%$ of the maximum phytoplankton concentration in the upper 10 m in the standard run relative to the run without ice algae. (2) Photosynthetic sensitivity and pre-bloom biomass determine the onset timing of the ice algal bloom. (3) The maximum biomass is relatively insensitive to the pre-bloom ice algal biomass. (4) A combination of linear and quadratic parameterizations of mortality rate is required to adequately simulate the evolution of the ice algal bloom, indicating that processes associated with each of these functional forms are occurring within the ice algal bloom phase. And (5), a large detrital (D2) sinking rate greater than a threshold of $\sim 10 \text{ m d}^{-1}$ effectively strips the upper water column of the potential to regenerate the limiting nutrient after the bloom by transporting it to depth. For this scenario a deep chlorophyll maximum develops, as is characteristic for low nutrient Arctic waters. A D2 sinking rate slower than this threshold allows for a subsequent subsurface
P1 bloom due to availability of remineralized ammonium (from detritus) after the initial (P2 dominated) pelagic bloom.

Measurements needed to better constrain the simulated ice algal bloom include ice algal concentration in the winter, in situ mortality rate, and sinking rates for ice algal aggregates. This 1-D study is part of two subsequent 1-D studies, implementing sulfur (dimethyl sulfide, or DMS) and inorganic carbon cycles. The work in all three of these studies will be used as a basis for the implementation of ice algae, DMS, and carbon cycles into a 3-D coupled ice-ocean biogeochemical regional model of the Canadian marine Arctic.

One interesting path of future development in this 1-D study could involve testing of the efficiency of nutrient exchange across the ice-ocean interface. Sea-ice algae are located near the bottom of the sea ice, and their rate of growth and maximum biomass is largely dependent on the replenishment of nutrients from the water column. Conversely, a higher exchange of nutrients across the ice-ocean interface could also potentially serve to create a nutrient deficit for the subsequent near surface phytoplankton bloom, thereby tipping the competitive balance between pelagic and sympagic productivity and nutrient uptake in favor of ice algae.
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Chapter Abstract

In this study, we consider a 1D model incorporating both sea ice and pelagic systems in order to assess the importance of various processes on the vertical transport and exchange of carbon in the seasonally ice covered marine Arctic. The model includes a coupled ice-ocean ecosystem, a parameterization of ikaite precipitation and dissolution, a formulation for ice-air carbon exchange, and a formulation for brine rejection and freshwater dilution of dissolved inorganic carbon (DIC) and total alkalinity (TA) associated with ice growth and melt. Sensitivity analyses illustrate that: 1. the pelagic ecosystem accounts for more than half of the net ocean carbon uptake, but ice algae have little effect on the air-sea exchange in the standard run; 2. inclusion of ikaite precipitation and dissolution do not strongly affect the net ocean carbon uptake for concentrations within the observed range, but can become important for
larger concentrations; 3. varying DIC and TA in the ice by equal amounts, or varying brine deposition depth, does not affect the net ocean carbon uptake, because the coincident changes in TA and DIC concentrations at the sea surface serve to counteract one another with respect to sea surface $pCO_2$; and 4. the proportions of carbon released to the water column (versus to the atmosphere) during ice growth and melt are important quantities to constrain in order to determine the contribution of the combined ice-ocean system to oceanic uptake of atmospheric carbon.

3.1 Introduction

Carbon dioxide is continually being exchanged between the ocean and atmosphere at the sea surface. The amount and direction of the net carbon exchange depends on the $pCO_2$ difference between the ocean and atmosphere as well as physical and biogeochemical properties across the air-sea interface.

In the polar oceans, ice cover further complicates the exchanges. Modellers have conventionally treated ice as an inert barrier to the exchange of $CO_2$, but recent field work has shown that the growth and melt of sea ice can have a substantial impact on the transport of dissolved inorganic carbon (DIC) and total alkalinity (TA) in the surface polar oceans (e.g., Miller et al. [2011a,b]; Nomura et al. [2013]; Delille et al. [2014]; Brown et al. [2015]; Geilfus et al. [2015]).

The Arctic Ocean is changing rapidly, with a transition from multiyear to first year ice, a lengthening of the open-water season [Barber et al., 2015; Galley et al., 2016], and a loss in September sea ice extent of more than 10% per decade over the last 70 years [Overland and Wang, 2013]. The change in CO$_2$ uptake in a future Arctic Ocean with less ice-cover is not well-constrained. Estimates of the change have ranged from an increase [Bates and Mathis, 2009] to a decrease [Cai et al., 2010; Else et al., 2013; Steiner et al., 2013] in the net CO$_2$ uptake by the present and future Arctic Ocean relative to the recent past. Rysgaard et al. [2011] discuss the potential importance of sea ice as a carbon pump, as a result of the rejection of high-DIC brine during ice growth and the release of low-DIC meltwater at ice melt. Only very recently have model studies quantitatively examined the effects of sea ice on the ocean carbon system [Moreau et al., 2016; Grimm et al., 2016]. Both of those studies found that the contribution of the sea-ice carbon pump could have a substantial regional effect on air-sea exchange, as well as on carbon distribution in the polar oceans, but that the sea-ice pump contributes a small proportion of the global air-sea
carbon exchange. Neither study included the effect of sympagic biological processes on the ocean carbon system.

During ice growth, TA- and DIC-rich brine is rejected from the ice and sinks as negatively buoyant plumes into the mixed layer beneath the ice (e.g., Vancoppenolle et al. [2013b]). Later during ice melt, low-salinity, low-TA, and low-DIC meltwater creates a freshwater lens at the surface. Freshening, cooling, and changes to the DIC:TA ratio all contribute to lowering the $pCO_2$ in the freshwater lens, and hence increase ocean uptake of atmospheric CO$_2$. Another process associated with sea ice is the precipitation of ikaite (an abiogenic phase of calcium carbonate) in the highly saline brine pockets within the ice [Rysgaard et al., 2014]. Some ikaite may be flushed through the connecting brine channels as the ice warms, transferring both DIC and TA to the water column from the melting ice in a 1:2 molar ratio (DIC:TA) [Geilfus et al., 2016]. The differential DIC:TA ratio will affect the $pCO_2$ of seawater. In addition, sea ice provides a habitat for microorganisms. During the spring bloom ice algae take up CO$_2$ and nutrients, whereas heterotrophic bacteria may release CO$_2$ throughout much of the year. Detrital release provides a source of organic matter and nutrients (through remineralization) to the underlying pelagic ecosystem [Arrigo, 2017], which in turn affects the biological uptake of CO$_2$ and water column carbonate chemistry. These processes vary spatially and temporally, with rates that are poorly constrained. Model studies can help determine the relative impacts of these different processes on net CO$_2$ exchange between the atmosphere and the seasonally ice-covered ocean in the Arctic.

This study considers air-ice-ocean carbon fluxes using an ice-ocean coupled physical and biogeochemical 1D model. The ecosystem component, described in Mortenson et al. [2017], includes a coupling of the sea ice and water column and is tuned to match observations representative of a seasonally ice-covered marine Arctic environment. A representation of the inorganic carbon system has been added to the model to assess the overall importance of sea-ice growth and melt to net CO$_2$ exchange, as well as to quantify the relative importance of individual processes. The carbon system includes a parameterization for sea-ice carbonate dynamics, air-sea CO$_2$ exchange, and biological primary productivity, including both sea-ice algae and a pelagic ecosystem (two phytoplankton and two zooplankton functional groups). To determine model parameters and assess performance, we use observations near Resolute Passage in the Canadian Arctic Archipelago (CAA). The location was chosen for this 1D study because it has been the site of multiple field campaigns to measure inorganic carbon fluxes and carbonate chemical properties above, in, and below the sea ice in the area (notably Brown et al. [2015], and Geilfus et al. [2015]). This location also has a nearby meteorological station from which atmospheric forcing data were
obtained (Environment Canada, http://climate.weather.gc.ca/).

The ocean-ice coupled ecosystem developed by Mortenson et al. [2017] and the carbon system developed in this study represent conditions in seasonally ice-covered waters. Ultimately, a biogeochemical model with parameterizations based on this 1D model study are to be implemented in a 3D regional model of the Arctic Ocean.

3.2 Methods

3.2.1 Site description

Resolute Passage is located near Barrow Strait in the CAA on the south side of Cornwallis Island at 74°N, 94°W. It is normally covered with landfast ice from late September to early July. The ice algae bloom generally begins in mid-May [Mundy et al., 2014b], and the biomass is relatively high compared to other Arctic locations that have been measured [Leu et al., 2015]. A meteorological station is at Resolute airport, maintained by Environment Canada, approximately 3 km from Resolute Bay.

3.2.2 Model description

The 1D sea ice-ocean biogeochemical model, including coupled ice and water column ecosystems, is described in detail in Mortenson et al. [2017]. Specifically, the development of the simulated ice algae is described in detail in Mortenson et al. [2017] and has been utilized in analysis of the Arctic sulfur cycle [Hayashida et al., 2017]. Development of the pelagic ecosystem has been validated in Steiner et al. [2006b]; Steiner and Denman [2008]; Steiner et al. [2012]. The modeled ecosystem is comprised of three algal functional groups (one sympagic and two pelagic), two zooplankton functional groups, and three nutrients (NO$_3$, NH$_4$, and Si). The model domain covers the upper 100 m of the ocean with a resolution of 1 m. The physical model GOTM (General Ocean Turbulence Model) was forced by meteorological observations (precipitation, winds, temperature, humidity, and cloudiness) from the Environment Canada meteorological station at Resolute Airport. Atmospheric $p$CO$_2$ was set at a constant value of 400 µatm. Water column temperature, salinity, and velocity were restored to 3D NEMO regional model output near Resolute Bay in the CAA (Dukhovskoy et al. [2016b]; with respective time scales of one day, one day, and ten minutes). In both Mortenson et al. [2017] and the present study, we have chosen...
to tightly constrain the physical oceanographic variables in order to focus on the biogeochemical component of the model. The biogeochemical model parameters were tuned to match observations of ice algal and phytoplankton biomass when initialized with observed concentration profiles of NO$_3$, NH$_4$, and Si. Simulated under-ice light is in good agreement with observations [Abraham et al., 2015; Mortenson et al., 2017].

We have added a representation of the inorganic carbon cycle to the model above. Following a similar conceptual framework to that presented in Rysgaard et al. [2011] and Miller et al. [2011b], Figure 3.1 shows a schematic of the DIC transport processes, sinks, and sources represented in the model: air-sea exchange, sympagic and pelagic net primary production, remineralization of detritus, precipitation of ikaite in ice during ice growth and its subsequent dissolution in the water column during ice melt, brine rejection, and meltwater dilution. The last of these processes is a virtual flux of DIC, analogous to the virtual salt flux described in Roulet and Madec [2000]. The transport, sinks, and sources of inorganic carbon through the water column are represented as

$$\frac{\partial}{\partial t} \text{DIC}(z) = \Phi^{\text{DIC}}(z) + S^{\text{DIC}}_{\text{bio}}(z) + \frac{\partial}{\partial z} \left( K_z \frac{\partial \text{DIC}(z)}{\partial z} \right)$$  \hspace{1cm} (3.1)

where $\Phi^{\text{DIC}}(z)$ represents exchange of inorganic carbon at the ice-sea or air-sea interface, $S^{\text{DIC}}_{\text{bio}}(z)$ represents sinks and sources of DIC within the pelagic ecosystem (including the remineralization of dead ice algae which have been released into the pelagic large detritus pool), and $K_z$ is the eddy diffusivity computed by GOTM. Note that, although $\Phi^{\text{DIC}}(z)$ is a surface flux to the water column, it is included in Eqn. 3.1 as a function of $z$ because we represent transport by brine plumes as an instantaneous nonlocal transport of material from the ice-water interface to within the water column.

The exchange of inorganic carbon at the top of the water column is subject to different processes at different times of the year, so $\Phi^{\text{DIC}}(z)$ is represented differently under three different conditions, two for ice-covered water and one for open water:

$$\Phi^{\text{DIC}}(z) = \begin{cases} 
\phi^{\text{DIC}}_{\text{IG}}(z) + \phi^{\text{DIC}}_{\text{ice-algae}}, & \text{for freezing ice;} \\
\phi^{\text{DIC}}_{\text{IM}} + \phi^{\text{DIC}}_{\text{ice-algae}}, & \text{for melting ice;} \\
\phi^{\text{DIC}}_{\text{air-sea}}, & \text{for open water;} 
\end{cases}$$  \hspace{1cm} (3.2)
Figure 3.1: Schematic of the carbon system during the seasonal ice growth and melt cycle. Processes included in the model, and described in Section 4.2, are: 1. ice-air outgassing of CO$_2$ during ice growth; 2. air-sea CO$_2$ exchange during the open-water season; 3. brine-associated rejection of DIC and TA during ice growth; 4a. ikaite precipitation in ice during growth; 4b. ikaite dissolution in the water during ice melt; 5. ice algal growth; 6. dilution due to low-DIC, -TA meltwater during ice melt; 7. pelagic primary production; and 8. pelagic remineralization of phytoplankton (PP) and zooplankton (ZP) detritus.
where $\phi^{DIC}_{IG}(z)$ and $\phi^{DIC}_{IM}$ are, respectively, the effective fluxes of DIC due to ice growth and melt; $\phi^{DIC}_{ice-algae}$ represents the uptake of DIC due to ice algal growth; and $\phi^{DIC}_{air-sea}$ is the air-sea flux of CO$_2$. The inorganic carbon flux due to ice growth, $\phi^{DIC}_{IG}(z)$, directly affects the carbon budgets of subsurface layers of the simulated water column, while all of the other terms on the right hand side of Eqn. 3.2 act on the uppermost model layer (corresponding to an upper boundary flux). Each of these terms, along with the reasoning for the subsurface effect of ice growth, are described in more detail in subsubsections 3.2.2 - 3.2.2.

The transport, sinks, and sources of total alkalinity (TA) are modelled similarly to those of DIC:

$$\frac{\partial}{\partial t} TA(z) = S^{TA}_{bio}(z) + \frac{\partial}{\partial z} \left( K_z \frac{\partial TA(z)}{\partial z} \right)$$  \hspace{1cm} (3.3)

but with the air-sea flux set to zero, as TA is not exchanged with the atmosphere:

$$\Phi^{TA}_{TA}(z) = \begin{cases} 
\phi^{TA}_{IG}(z) + \phi^{TA}_{ice-algae}, & \text{for freezing ice.} \\
\phi^{TA}_{IM} + \phi^{TA}_{ice-algae}, & \text{for melting ice;} \\
0, & \text{for open water;} 
\end{cases}$$  \hspace{1cm} (3.4)

where $\phi^{TA}_{IG}(z)$ and $\phi^{TA}_{IM}$ are the effective ice-ocean fluxes of TA due to ice growth and melt, and $\phi^{TA}_{ice-algae}$ represents the effect of ice algal growth on TA. The exchange of TA during ice growth and melt and the effect of biological processes will be described in further detail in subsubsections 3.2.2 to 3.2.2.

For the 1D carbon system development, the initial steps involved setting some parameters based on relatively well-known observations (e.g., DIC and TA fluxes were based on observed sea ice and water concentrations of DIC and TA). Other parameterizations, based on less well-known observations, (e.g. ikaite precipitation, ice-air CO2 exchange as a proportion of total import/export of carbon from the ice, and depth of brine-associated DIC/TA deposition), were based on ad hoc best-guess estimates, and then varied around those values in order to compare the subsequent effect on the better-known/-measured air-sea exchange during the open-water season.
Surface Flux Due to Ice Growth and Melt

When the ocean is covered by ice, we have chosen two distinct representations for the ice-ocean inorganic carbon exchange associated with ice growth and melt. This is because the transfer of inorganic carbon to or from the ice in the growth and melt phases is subject to different physical processes. During ice growth, the concentration of solutes, including DIC and TA, in constricting brine channels/pockets leads to the rejection of dense, high-DIC brine into the water column (as well as an ice-to-air flux of CO$_2$ at the ice surface). The inorganic carbon taken up by the ice during ice melt, however, is associated with a dilution of the brine channels and an increase in porosity of the warming ice, which leads to a release of buoyant, low-DIC meltwater (and an air-to-ice flux of CO$_2$).

In the case of ice growth, the DIC released from ice is distributed across depths as a parameterization of nonlocal transport by negatively buoyant plumes of rejected brine. This parameterization is based on the results of Jin et al. [2015], which showed that a simulated salinity distribution in an idealized ice- and lead-covered model domain has best agreement with observations when dissolved substances carried by brine are deposited predominantly at the bottom of the mixed layer (as opposed to into the surface layer). Our simplified representation models this transport as instantaneous.

We parameterize the ice-water inorganic carbon exchange during ice growth as:

$$\phi^{DIC}_{IG} = \begin{cases} \frac{\partial h_{ice}}{\partial t} \Delta DIC^{eff} \delta P_{SW}, & \text{if } z_{bot} < z < z_{top} \\ 0, & \text{if } z < z_{top} \text{ or } z > z_{bot} \end{cases}$$

(3.5)

where $\frac{\partial h_{ice}}{\partial t}$ is the rate of change of ice thickness, $\Delta DIC^{eff}$ is the effective ice-water difference in DIC concentration, $z_{top}$ and $z_{bot}$ define the depth range within which DIC- and TA-rich brine is modelled to settle during ice growth, $\delta = \frac{1}{z_{top} - z_{bot}}$ is a depth-distribution weight factor, and $P_{SW}$ is a parameter that represents the percent of inorganic carbon rejected from the growing ice into the seawater (as opposed to into the atmosphere). In the standard run, the proportion of inorganic carbon that is released to the ocean (atmosphere) from ice is set at 99% (1%) during ice growth, based on estimates of Sejr et al. [2011] and Geilfus et al. [2016]. We set the brine deposition depths in the standard run to 30-40m. This depth range was chosen because it is close to the simulated halocline depth (of about 35m). The sensitivity of the results to both the proportion of inorganic carbon released to the ocean and the depth of brine deposition are presented in Section 3.3.
The effective ice-water difference in DIC (\(\Delta \text{DIC}_{\text{eff}}\)) is the DIC concentration difference between seawater and ice, including ikaite precipitation within the ice:

\[
\Delta \text{DIC}_{\text{eff}} = \text{DIC}_{\text{SW}}^\text{ref} - (\text{DIC}_{\text{ice}}^\text{ref} + \text{DIC}_{\text{ikaite}}^\text{ref})
\]  

(3.6)

The terms \(\text{DIC}_{\text{SW}}^\text{ref}\) and \(\text{DIC}_{\text{ice}}^\text{ref}\) are reference concentrations of DIC in the seawater and ice, and \(\text{DIC}_{\text{ikaite}}^\text{ref}\) represents DIC trapped in ikaite within the ice. The reference ice concentration is set at 400 mmol C m\(^{-3}\), based on observed values of DIC for first-year landfast sea ice near Resolute (generally in the range of 300-500 mmol C m\(^{-3}\), cf., Brown et al. [2015]; Geilfus et al. [2015]). During ice formation, the average DIC concentration of seawater from which the ice is formed is near 2100 mmol C m\(^{-3}\) [Brown et al., 2015], and hence \(\text{DIC}_{\text{SW}}^\text{ref}\) is set at 2100 mmol C m\(^{-3}\). Inorganic carbon trapped in ikaite within the ice that is released during ice melt (\(\text{DIC}_{\text{ikaite}}^\text{ref}\)) is set at 50 mmol C m\(^{-3}\) in the standard run, an estimate based on observed ice-ocean transport of ikaite [Geilfus et al., 2016]. Ikaite that both precipitates and dissolves within the sea-ice is not accounted for because it does not contribute to ice-ocean fluxes of DIC (or TA).

The reference concentrations \(\text{DIC}_{\text{SW}}^\text{ref}\), \(\text{DIC}_{\text{ice}}^\text{ref}\), and \(\text{DIC}_{\text{ikaite}}^\text{ref}\) are held constant to ensure that the inorganic carbon in the system is conserved through an entire sea-ice growth and melt cycle. For example, in an idealized case where sea-water DIC concentration is higher during freeze-up than during ice-melt (and air-ice exchange is suppressed), using a variable \(\text{DIC}_{\text{SW}}\) in place of \(\text{DIC}_{\text{SW}}^\text{ref}\) in the parameterized flux would lead to a stronger flux during ice freeze than during ice melt, because \(\Delta \text{DIC}_{\text{eff}}\) would be higher during freezing than during melting. While this treatment of the inorganic ice carbon pump only has a small effect in this single-season 1D study, in a regional or global 3D model, spuriously large or small ice-ocean fluxes could occur in areas of markedly high or low DIC\(_{\text{SW}}\) if these reference concentrations are not held constant, as described by Roullet and Madec [2000] in detail with respect to salinity and by Moreau et al. [2016] with respect to DIC and TA.

During ice melt, low-DIC meltwater is released into the model surface layer (the upper 1 m) of the ocean, diluting the concentration of DIC at the surface:

\[
\phi_{\text{IM}}^{\text{DIC}} = \frac{\partial h_{\text{ice}}}{\partial t} \Delta \text{DIC}_{\text{eff}} P_{\text{SW}}^\ast
\]  

(3.7)

where \(P_{\text{SW}}^\ast\) represents the proportion of the virtual (negative) inorganic carbon flux released into the ocean. Values of \(P_{\text{SW}}^\ast\) less than one result from the uptake of atmospheric
CO$_2$ by melting sea ice (resulting in higher-DIC meltwater and therefore a smaller virtual inorganic carbon flux than in the standard run). The default setting for $P^*_SW$ of 97.5% corresponds to an ice-seawater inorganic carbon flux during ice melt. The ice-air flux, proportional to 1-$P^*_SW$ (equal to 2.5% of the total inorganic carbon flux), is chosen such that uptake of CO$_2$ during ice melt is within the range of observations [Delille et al., 2014; Geilfus et al., 2016]. The air-ice fluxes during both ice growth and melt are taken into account in the computation of net flux of carbon between the combined ice-ocean system and the atmosphere. In our parameterization, air-ice CO$_2$ fluxes during ice melt are modelled as instantaneously affecting the ice-water flux. The slight delay in this low-DIC meltwater entering the water column, because it has to pass through the ice, is neglected in the model.

The ice flux of TA during ice formation is parameterized in the same way as DIC, except without air-ice exchange:

$$\phi^{TA} = \begin{cases} \frac{\partial h_{ice}}{\partial t} \Delta T^eff_{IG} \delta, & \text{if } z_{bot} < z < z_{top} \\ 0, & \text{if } z > z_{bot} \text{ or } z < z_{top} \end{cases}$$

(3.8)

where the effective TA flux during ice growth and melt is:

$$\Delta T^eff = T_{SW}^{ref} - (T_{ice}^{ref} + T_{ikaite}^{ref})$$

(3.9)

$T_{SW}^{ref}$ is set to 2200 mmol m$^{-3}$ and $T_{ice}^{ref}$ to 500 mmol m$^{-3}$ based on observations [Brown et al., 2015; Geilfus et al., 2015]. The ikaite contribution to TA in ice, $T_{ikaite}^{ref}$, is twice that of DIC$_{ikaite}^{ref}$ because precipitation (dissolution) of ikaite removes (contributes) 2 moles of TA to 1 mole of DIC.

**Pelagic Ecosystem Component**

The simulated pelagic ecosystem uses nitrogen as a currency and consists of two photosynthesizing functional groups and two zooplankton groups (described in detail in Mortenson et al. [2017]). The DIC in the water column is affected by pelagic primary production and remineralization of detritus:
The first term on the right hand side of Eqn. 3.10 represents primary production of phytoplankton:

\[ S_{bio}^{DIC} = S_P(z) + S_D(z) \] (3.10)

where \( \mu_P \) is the phytoplankton specific growth rate (in s\(^{-1}\)), \( P \) is concentration of phytoplankton (in mmol-N m\(^{-3}\)) and \( r^{C:N}_1 \) is the molar carbon:nitrogen Redfield ratio (106:16) [Redfield et al., 1963a]. The detrital remineralization rate is given by:

\[ S_D(z) = (D_1(z)R_{D1} + D_2(z)R_{D2})r^{C:N}_1 \] (3.12)

where \( D_1, D_2 \) are the concentrations of small and large detritus and \( R_{D1}, R_{D2} \) are the specific remineralization rates for small and large detritus.

Changes in TA due to phytoplankton growth and pelagic remineralization are modelled as

\[ S_{bio}^{TA} = S_P^{TA}(z) + S_D^{TA}(z) + S_N^{TA}(z) \] (3.13)

where \( S_P^{TA}, S_D^{TA} \) and \( S_N^{TA} \) respectively denote changes due to phytoplankton growth, detrital remineralization, and nitrification. Following Wolf-Gladrow et al. [2007], we model TA changes associated with nitrogen flows in the following way:

(1a) 1 mole of NO\(_3\) uptake (new primary production) is associated with a source of 1 mole TA,

(2a) 1 mole of NH\(_4\) uptake (recycled primary production) is associated with a sink of 1 mole TA,

(3a) 1 mole of NH\(_4\) production from detrital remineralization is associated with a source of 1 mole TA, and
(4a) 1 mole of NH$_4$ transformed to NO$_3$ (nitrification) is associated with a sink of 2 moles TA.

Wolf-Gladrow et al. [2007] also describe a change in TA associated with phosphate and sulfate uptake and remineralization. Although phosphate and sulfate are not explicitly represented in the model, we can calculate a Redfield ratio-linked change in TA due to phosphate (1P:16N) and sulfate (2 moles times 2.4S:1P) uptake. The net change is 5.8/16 moles TA per mole nitrogen uptake (both NO$_3$ and NH$_4$) and a loss of the same amount for each mole of NH$_4$ produced by remineralization. We therefore obtain the following expressions for the biologically-mediated TA sources and sinks linked to phosphate and sulfate:

(1b) 1 mole of NO$_3$ uptake is associated with a source of 5.8/16 mole TA,

(2b) 1 mole of NH$_4$ uptake is associated with a source of 5.8/16 mole TA, and

(3b) 1 mole of NH$_4$ from detritus (remineralization) is associated with a sink of 5.8/16 mole TA.

The terms in Eqn.3.13 are therefore expressed as

\[
S^{TA}_P(z) = \mu_{NH4}^P P(z)(1 + 5.8/16) + \mu_{NO3}^P P(z)(-1 + 5.8/16) \tag{3.14}
\]

\[
S^{TA}_D(z) = (D1(z)R_{D1} + D2(z)R_{D2})(1 - 5.8/16) \tag{3.15}
\]

\[
S^{TA}_N(z) = -2NH4(z)R_{NH4\rightarrow NO3} \tag{3.16}
\]

where $\mu_{NH4}^P$ and $\mu_{NO3}^P$ represent specific rates of NH$_4$ and NO$_3$ uptake by phytoplankton, $[NH4](z)$ is the depth-dependent ammonium concentration, and $R_{NH4\rightarrow NO3}$ is the light-dependent specific rate of nitrification (described in Mortenson et al. [2017]).
DIC and TA Flux Due to Ice Algae

Sea-ice algae production during ice covered periods results in a flux of DIC:

\[ \phi^{DIC}_{IA} = -\mu_{IA}IA\text{r}_{2}^{C:N} d_{IA} \]  \hspace{1cm} (3.17)

where \( d_{IA} \) is the depth of the ice algal layer (set at 3 cm), \([IA]\) is concentration of ice algae (in units of mmol-N m\(^{-3}\)), and \( \mu_{IA} \) is the specific growth rate of ice algae (in units of s\(^{-1}\)). This rate is converted into mmol C m\(^{-3}\) s\(^{-1}\) by multiplying by the molar carbon:nitrogen (non-Redfield) ratio, \( r_{2}^{C:N} \), of 106/12 as in Palmer et al. [2014b]. This value is in the middle of the range of 4.8 to 17 found by Niemi and Michel [2015] for the C:N ratio of sea-ice algae in the CAA. Sea-ice algal primary production also results in an ice-water flux of TA:

\[ \phi^{TA}_{IA} = \mu^{NH_{4}}_{IA}[IA](1 + 5.8/16) + \mu^{NO_{3}}_{IA}[IA](-1 + 5.8/16) \]  \hspace{1cm} (3.18)

where \( \mu^{NH_{4}}_{IA} \) (\( \mu^{NO_{3}}_{IA} \)) is the specific growth rate due to ammonium (nitrate) uptake.

Carbon Flux Due to Air-Sea Exchange

During the open-water season, the simulated air-sea exchange of CO\(_2\) depends on wind speed and the difference in \( p\text{CO}_2 \) between the atmosphere and the surface water:

\[ \phi^{DIC}_{\text{air-sea}} = \alpha(p\text{CO}_2^{atm} - p\text{CO}_2^{sw})k_{\text{gas}ex} \]  \hspace{1cm} (3.19)

where \( \alpha \) is the solubility coefficient for CO\(_2\) in seawater [Weiss, 1974], \( p\text{CO}_2^{atm} \) is the atmospheric partial pressure of CO\(_2\), \( p\text{CO}_2^{sw} \) is the sea surface fugacity of CO\(_2\) following Lueker et al. [2000], and \( k_{\text{gas}ex} \) is the gas transfer velocity

\[ k_{\text{gas}ex} = k_{o}v_{10}^2(S_{c}/660)^{-1/2} \]  \hspace{1cm} (3.20)

[Wanninkhof, 1992], where \( k_{o} = 0.39 \), \( v_{10} \) is the wind speed at 10 m, and \( S_{c} \) is the temperature-dependent Schmidt number for CO\(_2\). This formulation of the gas exchange is used assuming open water with little ice coverage throughout the open-water season.
<table>
<thead>
<tr>
<th>Parameter</th>
<th>SR setting</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>DIC&lt;sub&gt;0&lt;/sub&gt;</td>
<td>2200 mmol C m&lt;sup&gt;-3&lt;/sup&gt;</td>
<td>Initial DIC concentration for the upper 100m of the water column.</td>
</tr>
<tr>
<td>TA&lt;sub&gt;0&lt;/sub&gt;</td>
<td>2285 mmol m&lt;sup&gt;-3&lt;/sup&gt;</td>
<td>Initial TA concentration for the upper 100m water column.</td>
</tr>
<tr>
<td>DIC&lt;sub&gt;ref&lt;/sub&gt;&lt;sub&gt;SW&lt;/sub&gt;</td>
<td>2100 mmol C m&lt;sup&gt;-3&lt;/sup&gt;</td>
<td>Reference seawater concentration of DIC for calculating inorganic carbon ice pump.</td>
</tr>
<tr>
<td>DIC&lt;sub&gt;ref&lt;/sub&gt;&lt;sub&gt;ice&lt;/sub&gt;</td>
<td>400 mmol C m&lt;sup&gt;-3&lt;/sup&gt;</td>
<td>Reference ice concentration of DIC for calculating inorganic carbon ice pump.</td>
</tr>
<tr>
<td>DIC&lt;sub&gt;ref&lt;/sub&gt;&lt;sub&gt;ikaite&lt;/sub&gt;</td>
<td>50 mmol C m&lt;sup&gt;-3&lt;/sup&gt;</td>
<td>Reference ikaite DIC concentration in ice, to be transported to water column.</td>
</tr>
<tr>
<td>TA&lt;sub&gt;ref&lt;/sub&gt;&lt;sub&gt;SW&lt;/sub&gt;</td>
<td>2200 mmol m&lt;sup&gt;-3&lt;/sup&gt;</td>
<td>Reference seawater concentration of TA for calculating inorganic carbon ice pump.</td>
</tr>
<tr>
<td>TA&lt;sub&gt;ref&lt;/sub&gt;&lt;sub&gt;ice&lt;/sub&gt;</td>
<td>500 mmol m&lt;sup&gt;-3&lt;/sup&gt;</td>
<td>Reference ice concentration of TA for calculating inorganic carbon ice pump.</td>
</tr>
<tr>
<td>TA&lt;sub&gt;ref&lt;/sub&gt;&lt;sub&gt;ikaite&lt;/sub&gt;</td>
<td>100 mmol m&lt;sup&gt;-3&lt;/sup&gt;</td>
<td>Reference ikaite TA concentration in ice, to be transported to 50-100m depth.</td>
</tr>
<tr>
<td>P&lt;sub&gt;SW&lt;/sub&gt;</td>
<td>99%</td>
<td>Percent of inorganic carbon released to the ocean during ice growth.</td>
</tr>
<tr>
<td>P&lt;sub&gt;SW&lt;/sub&gt;&lt;sup&gt;*&lt;/sup&gt;</td>
<td>97.5%</td>
<td>Percent of virtual inorganic carbon removed from the ocean during ice melt.</td>
</tr>
<tr>
<td>d&lt;sub&gt;brine&lt;/sub&gt;</td>
<td>30-40m</td>
<td>Depth range for the release of brine.</td>
</tr>
<tr>
<td>I&lt;sub&gt;Amin&lt;/sub&gt;</td>
<td>1 mmol-N m&lt;sup&gt;-3&lt;/sup&gt;</td>
<td>Background (minimum) ice algal concentration.</td>
</tr>
<tr>
<td>P&lt;sub&gt;min&lt;/sub&gt;</td>
<td>0.01 mmol-N m&lt;sup&gt;-3&lt;/sup&gt;</td>
<td>Background (minimum) phytoplankton concentration.</td>
</tr>
</tbody>
</table>

Table 3.1: List of parameters values for the standard run (SR), which will be varied in the sensitivity studies.

3.3 Results and Discussion

3.3.1 Standard Run and Inorganic Carbon Module Validation

All simulations used atmospheric forcing from observations for the year 2010, starting early in the ice growth season (1 February) and continuing through the end of the open-water season (end of November) as in Mortenson et al. [2017]. Table 3.1 provides a list of parameters tested in the sensitivity analyses, along with their respective values set in the standard run.

Biological and physical variables were initialized as described in Mortenson et al. [2017]. Observations of water- and ice-column DIC and TA are available from two time series from the beginning of May to early June of 2010 [Brown et al., 2015] and over the month of June 2012 [Geilfus et al., 2015]. We use these observations to choose initial (1 February
2010) water column profiles such that the modelled DIC and TA would best match the observations near Resolute Bay through the period of sea-ice decline from May to June. In addition, we also consider observations from August 2015 in Barrow Strait, outside of Resolute Bay, for comparison. This latter data set is interesting because it comes from a different (physically proximate, but oceanographically distinct) location, where horizontal advection is expected to be more important than in Resolute Bay. The observed water column DIC and TA during the ice-cover to open-water transition period in the region (May to August) is shown in Figure 3.2, along with bi-weekly simulated output from May to June 2010. An important caveat to this observation-model comparison is that the available observations are from three different years and two distinct regions, whereas the simulated values only show the progression from May to August of 2010 at one place, subject to 2010 meteorological forcing. Limitations due to inaccessibility and harsh environmental conditions for the marine Arctic contribute to a dearth of observations available for comparison to the model output. Due to sparsity of observations, quantitative comparison between model data and observations are only possible in limited circumstances, hence qualitative comparisons are necessary. As more observations become available, further analysis of the model output will be possible and can be applied. However, under-ice observations of water-column DIC and TA are especially difficult to obtain and hence scarce, and the comparison has value in interpretation, but with reservation. Here we highlight noteworthy similarities and differences between observations and model output. In the upper 10m, simulated values are largely within the range of variability of observations for the months of May and June. In particular, the model captures the observed reductions in surface DIC and TA that begin with the onset of sea ice melt. Observations of DIC and TA in August 2015 in the upper 40m of the water column in Barrow Strait (Figure 3.2, brown) are markedly different from observations earlier in the season near Resolute Bay, and from the 2010 August model results (not shown). This difference may result from interannual variability (e.g. in meteorological forcing) that is absent in the single-year simulation, and/or from spatial variability and horizontal advection not captured by the single column model.

Figure 3.3a shows the simulated ice growth and snow accumulation in the standard run, along with the net carbon uptake by the ocean over the open-water season. Changes in TA and DIC that occur under the sea ice persist into the open-water season and can have a substantial impact on the air-sea exchange of carbon. The net uptake of carbon by the ocean during the open-water season is therefore a focus of observation-model comparison, as well as for the sensitivity analyses (section 3.3.2). Uptake of carbon by ice algae in May results in a reduction in sea surface $p$CO$_2$ in the upper 1 m of the water column of $\sim$50
Figure 3.2: Simulated and observed water column profiles for a) DIC and b) TA. The black dashed lines are initial conditions for the model. Simulated bi-weekly results (solid lines) are from May and June 2010, and observations (dots) are in/near Resolute Passage from May 2010 (dark blue, Brown et al. [2015]), June 2012 (light blue, Geilfus et al. [2015]), and August 2015 (brown, A. Mucci, personal communication, from GEOTRACES, 2015). One surface measurement from 2012 was identified as a clear outlier and excluded from the figure (DIC and TA values of 560 and 603 $\mu$mol kg$^{-1}$, respectively) in order to focus on the majority of data.
The release of low DIC and low TA meltwater contributes to the drop in surface water concentrations through dilution (by $\sim 525$ mmol C m$^{-3}$ for DIC and $\sim 475$ mmol m$^{-3}$ for TA) from June to early July (Figures 3.3b, d, and e). While the coincident phytoplankton bloom (Figure 3.3c) reduces DIC through biological uptake, the bloom may increase or decrease the TA, depending on whether the nitrogen taken up is NH$_4$ or NO$_3$.

This "one-way" effect of phytoplankton growth on DIC, vs. the "two-way" effect on TA, is evident in the $\sim 50$ mmol m$^{-3}$ larger drop in surface seawater DIC than TA during the ice melt period (Figure 3.3b). The simulated evolution of DIC in the water column shows an increase at 30-40 m during ice growth due to the brine release to these model layers (Figure 3.3d). A drop in water column DIC of $\sim 50$ mmol C m$^{-3}$ follows the descending phytoplankton bloom. The simulated phytoplankton bloom first occurs at the surface in mid-June, just after the start of ice melt, and then descends through the upper 80 m due to persistent nutrient depletion in the water column above the bloom. Figure 3.3e shows simulated TA in the water column. As with DIC, notable features include the increase in TA during ice growth at 30-40m due to brine release and the decrease in TA at the surface due to dilution during ice melt. There is also a descending drop in water column TA following the phytoplankton bloom which is less pronounced than that for DIC.

Figures 3.4a and b show the simulated salinity and temperature distribution throughout the water column. As discussed earlier, salinity and temperature are constrained to follow output from a 3D regional model. This regional model does not take into account nonlocal transport of salt by brine plumes. The time-evolution of the salinity profile shows that the halocline at approximately 35m persists through the simulation (Figure 3.4b). Sea surface temperature is close to freezing except over the majority of the open-water season (early July to the end of August, Figure 3.4c). The higher temperature during this period serves to increase the surface seawater $p$CO$_2$, and hence reduces the carbon uptake capacity of the ocean.

To first order, changes to DIC and TA are generally dependent on changes to salinity. As a test of the DIC-salinity and TA-salinity coupling, Figure 3.5 tracks the salinity vs. DIC and TA at the surface (upper 5 m of the water column) through the ice growth and ice melt and open water periods. During the ice growth period, both DIC and TA show little variability with a slight decrease in DIC and a small increase in TA, and salinity stays between 31.9 and 32.5 ppt. During the sea-ice melt and open water periods, DIC and TA both show a substantial drop by the end of the first time period (17 July) then return to the previous range ($\sim 2150$ mmol m$^{-3}$ for DIC and $\sim 2250$ mmol m$^{-3}$ for TA) for the remainder of the run. The drop in DIC and TA that occurs around 17 July is due to the release of meltwater, and the return to the previous range is due to mixing with underlying...
**Figure 3.3:** Simulated (a) ice/snow thickness and cumulative open-water exchange of carbon, (b) $pCO_2$, TA, and DIC at the sea surface, (c) phytoplankton biomass (expressed in units of carbon), (d) DIC, and (e) TA in the upper 80 m of the water column.
Figure 3.4: Simulated (a) salinity (ppt) and (b) temperature (°C) in the upper 80 m of the water column.
Figure 3.5: Simulated sea surface DIC (top) and TA (bottom) versus salinity over the period of ice growth (left) and ice melt and open water (right) over the standard simulation. The colors indicate time periods listed in the legends, and are the same for DIC and TA.
water. The sea surface progressively freshens during the period of ice-melt and open-water, but does not experience the large drop apparent in DIC and TA. The mismatch between the reaction of sea surface salinity and both DIC and TA during the meltwater pulse is due to the fact that the salinity is constrained to an independent 3D regional model. The timing and intensity of ice melt is likely not the same as in this 1D model, and hence the salinity does not exhibit the same reaction to sea ice melt. With the exception of the melt-water pulse, however, TA and salinity generally follow a linear positive correlation, corresponding to seawater end members of, respectively, TA=2225 mmol m\(^{-3}\) and S=30.25 ppt at the lower end, and TA=2300 mmol m\(^{-3}\) and S=31.75 ppt at the upper end. The correlation between DIC and salinity at the sea surface is not as clear, but this can be attributed to the other processes affecting DIC but not salinity (e.g., primary production and air sea \(\text{CO}_2\) exchange).

The simulated daily-averaged ocean carbon uptake rate in the standard run over the open-water season (Figure 3.6, dashed line) ranges from 5 mmol C m\(^{-2}\) day\(^{-1}\) to a one-time extreme of 95 mmol C m\(^{-2}\) day\(^{-1}\). The corresponding average of 10.2 mmol C m\(^{-2}\) day\(^{-1}\) over the 90-day open-water season is at the upper end of the carbon uptake rate observed in Burgers et al. [2017] of 3-12 mmol C m\(^{-2}\) day\(^{-1}\) (into the ocean) in the CAA and Baffin Bay during the late summers of 2013 and 2014. The simulated ocean carbon uptake rate is highest in the first half of the open-water season due to low sea surface \(p\text{CO}_2\), which
increases from just under 100 to ∼250 µatm from the start of the open-water season on July 9 to the beginning of August (Figure 3.3b). Fransson et al. [2009] observed sea surface pCO₂ within this range (200 +/- 19 µatm) while transiting the region from 17-19 July of 2005. The latter half of the open-water season has lower uptake, maintaining a higher sea surface pCO₂ of around 340 µatm (still undersaturated relative to the atmosphere).

In summary, water- and ice-column DIC and TA were constrained by direct observations just before the beginning of the open-water season. The subsequent changes to simulated DIC and TA, dependent on processes including ice melt and ecosystem productivity, were used to compute air-sea exchange and pCO₂ during the open-water season. These fell within the range of independent observations of sea surface pCO₂ and oceanic carbon uptake in the region at similar times of year.

### 3.3.2 Sensitivity Analysis

The biogeochemical model developed in this study can be used to understand the relative importance of the different processes affecting the air-sea-ice exchange of inorganic carbon in the seasonally ice-covered Arctic Ocean. By changing relevant parameters and comparing model output between the standard and sensitivity runs, we learn what parameters and processes are most important to quantify inorganic carbon flows (and therefore what observations are most important for this purpose). While in general the above argument concerning model-observation collaboration holds, it is particularly relevant for sea ice biogeochemistry, in which observations are difficult and expensive to obtain [Steiner et al., 2016b]. For most of the sensitivity analyses, we focus on net carbon uptake over the open-water season, as it is a commonly-considered integrated measure that is affected by processes both during the ice-covered and ice-free seasons. Table 3.2 lists the sensitivity tests along with their descriptions. Tables 3.3 through 3.7 list the standard run and all the runs for each respective sensitivity test, along with the resultant net ocean (or ocean and ice) carbon uptake for each run.

**Initial concentrations of DIC, TA**

The initial DIC and TA profiles, DIC₀ and TA₀, were chosen based on two series of measurements over the ice-melt seasons in 2010 and 2012 [Brown et al., 2015; Geilfus et al., 2015]. The May 2010 observations of water-column DIC and TA in the upper 10 m showed
<table>
<thead>
<tr>
<th>Run no.</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Standard run</td>
</tr>
<tr>
<td>1</td>
<td>Variation of the initial water column DIC and/or TA</td>
</tr>
<tr>
<td>2</td>
<td>Suppression of biological activity</td>
</tr>
<tr>
<td>3</td>
<td>Ikaite concentration in the ice</td>
</tr>
<tr>
<td>4</td>
<td>Depth of brine deposition</td>
</tr>
<tr>
<td>5</td>
<td>Ice-air CO$_2$ flux</td>
</tr>
</tbody>
</table>

**Table 3.2:** List of model runs (standard and sensitivity analyses). Runs 1 increase/decrease initial water column DIC$_0$ and TA$_0$; runs 2 suppress some or all of the modelled biological productivity; runs 3 vary the amount of carbon converted into ikaite, DIC$_{ikaite}$; runs 4 vary the depth of the brine release layer; and runs 5 vary the proportion of carbon rejected during ice growth into the atmosphere, instead of the seawater.

<table>
<thead>
<tr>
<th>Run no.</th>
<th>Description</th>
<th>Net oceanic carbon uptake</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>standard run</td>
<td>916 mmol C m$^{-2}$</td>
</tr>
<tr>
<td>la</td>
<td>DIC$_0$ +10 mmol C m$^{-3}$</td>
<td>823 mmol C m$^{-2}$</td>
</tr>
<tr>
<td>lb</td>
<td>DIC$_0$ -10 mmol C m$^{-3}$</td>
<td>1008 mmol C m$^{-2}$</td>
</tr>
<tr>
<td>lc</td>
<td>TA$_0$ +10 mmol m$^{-3}$</td>
<td>1001 mmol C m$^{-2}$</td>
</tr>
<tr>
<td>ld</td>
<td>TA$_0$ -10 mmol m$^{-3}$</td>
<td>830 mmol C m$^{-2}$</td>
</tr>
<tr>
<td>le</td>
<td>DIC$_0$ +50 mmol C m$^{-3}$</td>
<td>880 mmol C m$^{-2}$</td>
</tr>
<tr>
<td></td>
<td>TA$_0$ +50 mmol m$^{-3}$</td>
<td></td>
</tr>
<tr>
<td>lf</td>
<td>DIC$_0$ -50 mmol C m$^{-3}$</td>
<td>951 mmol C m$^{-2}$</td>
</tr>
<tr>
<td></td>
<td>TA$_0$ -50 mmol m$^{-3}$</td>
<td></td>
</tr>
<tr>
<td>lg</td>
<td>DIC$_0$ +100 mmol C m$^{-3}$</td>
<td>844 mmol C m$^{-2}$</td>
</tr>
<tr>
<td></td>
<td>TA$_0$ +100 mmol m$^{-3}$</td>
<td></td>
</tr>
<tr>
<td>lh</td>
<td>DIC$_0$ -100 mmol C m$^{-3}$</td>
<td>987 mmol C m$^{-2}$</td>
</tr>
<tr>
<td></td>
<td>TA$_0$ -100 mmol m$^{-3}$</td>
<td></td>
</tr>
</tbody>
</table>

**Table 3.3:** Analyses and resulting net ocean carbon uptake sensitivity to initial DIC and TA concentrations. Runs 1a-1d increase/decrease initial water column concentrations for either DIC$_0$ or TA$_0$ by 10 mmol C m$^{-3}$; runs 1e and 1f increase/decrease initial water column concentrations for both DIC$_0$ and TA$_0$ such that their effects on pCO$_2$ are counteractive.
small variability around the mean ($\sim 10$ mmol m$^{-3}$, Figure 3.2), but the June 2010 observations had a higher variability (attributable to the influence of melt-water dilution and the onset of the sympagic and pelagic blooms). In this sensitivity analysis, we individually vary the initial water column values of DIC and TA by +/-10 and vary them together by +/-50 mmol m$^{-3}$.

**Figure 3.7:** Simulated ice thickness in blue (a and b) and net ocean carbon uptake in the standard run (solid black lines) and with DIC$_0$ and TA$_0$ increased/decreased a) independently and b) together (dashed lines).

Figure 3.7 shows the cumulative carbon uptake for the standard run, compared with the CO$_2$ uptake in runs with different DIC$_0$ and TA$_0$. Figure 3.7a shows results with DIC$_0$ and TA$_0$ increased/decreased independently by 10 mmol m$^{-3}$. Increasing (decreasing) DIC$_0$ reduces (enhances) the uptake capacity of the water column. Increasing DIC$_0$ by 10 mmol m$^{-3}$ results in a 10% ($\sim 90$ mmol C m$^{-2}$) reduction in the net ocean carbon uptake during
the open-water season, and decreasing DIC\textsubscript{0} by 10 mmol m\textsuperscript{-3} results in a 10\% higher uptake. Increasing TA\textsubscript{0} by a given amount has an almost equal and opposite effect to an increase in DIC\textsubscript{0} by the same amount, and similarly for decreasing both. The net carbon uptake in sensitivity runs with TA\textsubscript{0} changed by +/-10 mmol m\textsuperscript{-3} overlie those with DIC\textsubscript{0} changed by -/+10 mmol m\textsuperscript{-3} (Figure 3.7a.).

In runs with DIC\textsubscript{0} and TA\textsubscript{0} increased/decreased together by the same amount, their combined effect on the net CO\textsubscript{2} uptake are all within 9\% of the standard run. An increase (or decrease) in both DIC\textsubscript{0} and TA\textsubscript{0} of 50 mmol m\textsuperscript{-3} leads to a change in the net oceanic carbon uptake of ~35 mmol C m\textsuperscript{-2} over the open-water season. When both DIC\textsubscript{0} and TA\textsubscript{0} are increased (or decreased) by 100 mmol m\textsuperscript{-3}, the resulting change in the net oceanic carbon uptake is ~70 mmol C m\textsuperscript{-2}, which is less than the effect of changing either DIC\textsubscript{0} or TA\textsubscript{0} independently by 10 mmol m\textsuperscript{-3}.

These results indicate that the net carbon uptake is highly sensitive to the values of DIC\textsubscript{0} and TA\textsubscript{0}. Varying either by a small amount, e.g., changing DIC\textsubscript{0} by 10 mmol m\textsuperscript{-3} from the standard run setting of 2200 mmol m\textsuperscript{-3}, leads to a 10\% change in the simulated net carbon uptake during the open-water season. In light of this high sensitivity, we note that the standard run values for DIC\textsubscript{0} and TA\textsubscript{0} (based on water column measurements late in the sea-ice season) result in an air-sea exchange of carbon during the open-water season that is close to observations of sea surface pCO\textsubscript{2} and air-sea carbon exchange in the same region during the open-water season (Subsection 3.3.1).

In addition, these results indicate that similar changes in DIC\textsubscript{0} and TA\textsubscript{0} (in sign and magnitude) result in a small change in net carbon uptake in the open-water season, because the changes in DIC and TA have about an equal and opposite effect on the sea surface pCO\textsubscript{2}. Necessarily, brine-associated DIC and TA fluxes due to ice growth occur at the same time, as do DIC and TA dilution due to ice melt. If perturbations to both DIC and TA due to ice growth (or melt) are of similar magnitude, then the effects on seawater pCO\textsubscript{2} will be largely counteractive, as will the effects on net carbon uptake during the subsequent open-water season.

**Biological contribution: Ice algae and phytoplankton blooms**

The simulated sympagic-pelagic ecosystem were set up to closely match observed biological productivity [Mortenson et al., 2017]. The ecosystem has a substantial impact on both the DIC and TA in the upper water column through primary productivity and through the production of detrital organic matter which remineralizes as it sinks. In this sensitivity
Figure 3.8: Simulated ice depth and net ocean carbon uptake: (a); surface seawater NO$_3^-$ concentration (b); and surface phytoplankton biomass (c) in the standard run (solid black) and with ice algae (IA) and pelagic algae (P) blooms suppressed. Note that a small amount of phytoplankton are present (but do not grow) in the top 1 m in the run with ice algae, but with pelagic algae suppressed, due to seeding from ice algae (blue dashed line in c).

Table 3.4: Sensitivity of net ocean carbon uptake to primary production. Runs analyze the effect of biological productivity on the net ocean uptake of carbon, including a run with the suppression of only ice algae (2a), with the suppression of both ice algae and phytoplankton (2b), and with the suppression of only phytoplankton (2c).
analysis, we suppress the sympagic and pelagic components of the simulated ecosystem (independently and together) to quantify their respective influences on the air-sea carbon exchange.

A model simulation in which the ice algal biomass is set to zero decreases the net ocean carbon uptake by 12 mmol C m$^{-2}$, or about 1%, relative to the standard run (Figure 3.8a). In the run with ice algae suppressed, the nutrient concentrations near the surface are higher at the start of the ice melt than in the standard run (Figure 3.8b), which leads to a larger surface phytoplankton bloom at the beginning of the open-water season (Figure 3.8c, and in addition, Mortenson et al. [2017]). In the run without ice algae, the reduction in DIC near the sea surface due to the larger pelagic bloom largely (but not completely) compensates for the loss of surface carbon by sinking detrital ice algae in the standard run.

In a simulation with both ice algae and the pelagic primary production set equal to zero, the uptake of carbon over the ice-free period is 37% of that in the standard run. However, when only pelagic primary production is suppressed and ice algae are allowed to bloom, the uptake is 57% of that in the standard run. In the standard run, when both the sympagic and pelagic ecosystems are included, the modelled ice algal bloom is terminated by nutrient limitation (cf. Figure 4 of Mortenson et al. [2017]). The two runs with pelagic primary production suppressed indicate that ice algae have a stronger influence on air-sea carbon fluxes in the absence of a large under-ice bloom, because the underlying water column would not be as depleted of nutrients.

In our model, almost two thirds of the simulated net ocean uptake of carbon at Resolute is biologically mediated, with pelagic primary production being the dominant process. Primary production by ice algae only slightly increases the drawdown in the standard run, as a result of their competition with phytoplankton for nutrients. In the absence of phytoplankton (as in the central Arctic Ocean), however, the presence of ice algae would have a stronger effect on the net ocean uptake of carbon because more nutrients would be available. In order for a model of the Arctic domain to accurately represent seasonally ice-covered air-sea carbon exchange, it must take biological activity in the water column into account.

Ikaite and ice carbon and TA concentrations

The abiogenic calcium carbonate phase CaCO$_3$ $\cdot$ 6(H$_2$O), or ikaite, has been detected in Arctic, Antarctic, and experimental sea ice [Dieckmann et al., 2008, 2010; Rysgaard et al.,
Figure 3.9: Simulated ice depth (blue) and net ocean carbon uptake in the standard run (solid black) and a) with $\text{DIC}_{\text{ref}}^{\text{ref}}$ and $\text{TA}_{\text{ref}}^{\text{ref}}$ varied in a 1:2 ratio (a); and with $\text{DIC}_{\text{ice}}^{\text{ref}}$ and $\text{TA}_{\text{ice}}^{\text{ref}}$ varied by the same amount (b).

<table>
<thead>
<tr>
<th>Run no.</th>
<th>Description</th>
<th>Net oceanic carbon uptake</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>standard run</td>
<td>916 mmol C m$^{-2}$</td>
</tr>
<tr>
<td>3a</td>
<td>$\text{DIC}_{\text{ref}}^{\text{ref}} = 0$</td>
<td>903 mmol C m$^{-2}$</td>
</tr>
<tr>
<td></td>
<td>$\text{TA}_{\text{ref}}^{\text{ref}} = 0$</td>
<td></td>
</tr>
<tr>
<td>3b</td>
<td>$\text{DIC}_{\text{ref}}^{\text{ref}} = 500$ mmol C m$^{-3}$</td>
<td>1028 mmol C m$^{-2}$</td>
</tr>
<tr>
<td></td>
<td>$\text{TA}_{\text{ref}}^{\text{ref}} = 1000$</td>
<td></td>
</tr>
<tr>
<td>3c</td>
<td>$\text{DIC}_{\text{ice}}^{\text{ref}} = 350$ mmol C m$^{-3}$</td>
<td>917 mmol C m$^{-2}$</td>
</tr>
<tr>
<td></td>
<td>$\text{TA}_{\text{ice}}^{\text{ref}} = 450$ mmol m$^{-3}$</td>
<td></td>
</tr>
<tr>
<td>3d</td>
<td>$\text{DIC}_{\text{ice}}^{\text{ref}} = 850$ mmol C m$^{-3}$</td>
<td>909 mmol C m$^{-2}$</td>
</tr>
<tr>
<td></td>
<td>$\text{TA}_{\text{ice}}^{\text{ref}} = 950$ mmol m$^{-3}$</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.5: Sensitivity of net ocean carbon uptake to changes to ikaite concentration in ice ($\Delta \text{DIC}:\Delta \text{TA}=1:2$) and equal changes to DIC and TA concentrations in the ice ($\Delta \text{DIC}:\Delta \text{TA}=1:1$). Runs vary in the amount of DIC and TA deposited in the ice. They include a run with no ikaite (3a) and with an order of magnitude more ikaite in the ice than in the standard run (3b).
Ikaite will have an impact on both DIC and TA in the ice and underlying water, based on where it precipitates and dissolves. We have represented ikaite in the model as a sea-ice DIC and TA reservoir which is released into the water during ice melt. The concentration of ikaite in ice, DIC$_{ikai}$, is set to 50 mmol C m$^{-3}$, based on Geilfus et al. [2015]. The value of DIC$_{ikai}$ for sea ice is not well constrained, however, and is likely to be dependent on environmental conditions, such as the speed of ice formation and growth [Papadimitriou et al., 2014], and a wide range of ikaite concentrations have been observed, even within a single ice column. In an outdoor laboratory experiment, Rysgaard et al. [2013] measured 900 µmol ikaite kg$^{-1}$ in the upper ice (810 mmol C m$^{-3}$, assuming sea ice density of 0.9 kg m$^{-3}$), ranging down to 100 µmol kg$^{-1}$ (90 mmol C m$^{-3}$) at the bottom of the sea ice.

We examined the effect of ikaite on net ocean carbon uptake by varying the ikaite parameters DIC$_{ikai}$ and TA$_{ikai}$ from minimum possible values = 0 mmol m$^{-3}$ up to maxima corresponding to a factor of 10 times the standard run values (respectively 500 mmol C m$^{-3}$ and 1000 mmol TA m$^{-3}$). We ran two further simulations where both DIC$_{ice}$ and TA$_{ice}$ are offset by an equal amount (as opposed to the 1:2 DIC:TA ratio inherent in ikaite precipitation and dissolution), relative to the standard run. In these latter two simulations, DIC$_{ice}$ and TA$_{ice}$ were both offset by negative 50 mmol m$^{-3}$ and positive 450 mmol m$^{-3}$ more than in the standard run (Table 3.5, c and d). We did this in order to compare the effect of differentially changing DIC and TA due to ikaite precipitation in the ice (as in 3a and 3b) to the effect of changing the DIC and TA in the ice by equal amounts (as in 3c and 3d).

In case 3a (DIC$_{ikai}$ = 0 mmol C m$^{-3}$), net ocean carbon uptake is reduced by 1%, and in case 3b (DIC$_{ikai}$ = 500 mmol C m$^{-3}$), the ocean carbon uptake increased by 12% relative to the standard run (Figure 3.9a). A simulation with DIC$_{ikai}$ twice that in the standard run (not shown) increases the net ocean carbon uptake by 1% (roughly equal and opposite to that in case 3a). The simulations with both DIC$_{ice}$ and TA$_{ice}$ offset by an equal amount relative to the standard run show a change in the net ocean carbon uptake of less than 1% (Table 3.5c and d, Figure 3.9b).

This model analysis of ikaite precipitation in the sea ice indicates that, within a range in ikaite concentration between 0 and 100 mmol C m$^{-3}$, there is only a small (1%) change in the net ocean uptake of carbon. However, an order of magnitude increase in ikaite concentration relative to the standard run (from 50 to 500 mmol C m$^{-3}$) in the simulated ice plays a more important role, accounting for a change of >10% in the simulated net ocean uptake of carbon in the subsequent open-water season. In contrast, cases 3c and d,
<table>
<thead>
<tr>
<th>Run no.</th>
<th>Description</th>
<th>Net oceanic carbon uptake</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>standard run</td>
<td>916 mmol C m(^{-2})</td>
</tr>
<tr>
<td>4a</td>
<td>(d_{\text{brine}} = 0 - 40 \text{ m})</td>
<td>889 mmol C m(^{-2})</td>
</tr>
<tr>
<td>4b</td>
<td>(d_{\text{brine}} = 0 - 1 \text{ m})</td>
<td>864 mmol C m(^{-2})</td>
</tr>
</tbody>
</table>

Table 3.6: Sensitivity of net ocean carbon uptake to changes in depth of brine deposition. In run 4a, brine-associated DIC and TA is deposited evenly throughout the upper 40 m, and in run 4b, the brine-associated DIC and TA are released in the 1 m surface layer (4b).

with the ikaite concentration held constant but both DIC and TA within the ice (DIC\(^{\text{ref}}_{\text{ice}}\) and TA\(^{\text{ref}}_{\text{ice}}\)) changed by an equal amount, result in small changes to the simulated air-sea exchange (<1%). This holds even in the case with a near doubling of both DIC\(^{\text{ref}}_{\text{ice}}\) and TA\(^{\text{ref}}_{\text{ice}}\) by an offset of 450 mmol m\(^{-3}\) for each (Table 3.5d). Comparing cases 3b and 3d emphasizes that the differential DIC:TA concentration ratio of ikaite, rather than a 1:1 DIC:TA molar offset in the ice, is needed to affect changes to the simulated net ocean carbon uptake.

**Depth of brine deposition**

As mentioned in Section 4.2, the deposition layer for DIC and TA rich brine in the standard run is set near the simulated halocline, between 30 and 40 m. As this is a physically motivated, but otherwise *ad hoc*, parameterization, we assess model sensitivity to its formulation with regards to both surface carbon flux in the open-water season and to the transport of carbon to depth over a seasonal ice cycle. Figure 3.10a shows the cumulative air-sea carbon exchange over the open-water season for three different representations of the depth range of brine deposition: between 30-40 m (standard run), within the top 1 m, and mixed throughout the top 40 m. Comparison of DIC and TA in the standard run with those in the run with deposition at 0-1 m are shown in Figures 3.10b and c. Although there is a large increase in the DIC near the surface in the surface deposition run, relative to the standard run, the coincident increase in TA in the 1 m run changes the \(p\text{CO}_2\) of surface water by an approximately equal and opposite amount, leading to a decrease of less than 6% in the net ocean carbon uptake over the open-water season relative to the standard run. For the run with brine distributed evenly over the top 40 m, the decrease in net ocean uptake relative to the standard run was 3% (Figure 3.10a).

The results of this analysis again emphasize that, although the net ocean uptake of carbon during the open-water season is an important and physically relevant output, it is not the only important metric when considering changes to the surface ocean inorganic carbon
Figure 3.10: Simulated ice depth and net ocean carbon uptake in the standard run (solid black) and with brine-associated DIC and TA deposited in the upper 1 m (red) and in the upper 40m (green) (a) and TA and DIC in the standard run minus the run with surface 1 m deposition of brine-associated DIC and TA (b and c, respectively).
system. Even if there is a large change in DIC at or near the surface, a similar change in TA would counter the effect on $pCO_2$ of the surface water, reducing any change in net ocean uptake of carbon. Despite the fact that sea surface $pCO_2$ is relatively insensitive to changes to the parameterized brine-injection depth, there are substantial differences in the vertical transport of inorganic carbon (Figure 3.10c). This experiment illustrates that there can be local vertical fluxes and enrichment of deep DIC without having local air-sea fluxes. Over multiple years in the CAA, as water travels from west to east, the vertical transport of carbon as parameterized in the standard run would result in an accumulation of carbon at depth over several ice seasons. This process could cause DIC to accumulate at depth in CAA outflow water (and potentially other Arctic sea shelf waters) and enhance the deep convective transport of carbon in downstream regions of deep water formation such as the North Atlantic seas [Melling and Moore, 1995].

### Proportions of inorganic carbon released to seawater and air during ice growth and melt

The parameterizations for air-ice CO$_2$ exchange were chosen in order that the outgassing during ice growth and uptake during ice melt match observations. In the standard run, the proportion of inorganic carbon that is released to the ocean (atmosphere) from the growing ice is set at $P_{SW} = 99\%$ (1\%), based on estimates of Sejr et al. [2011] and Geilfus et al. [2016]. During ice melt, the ice is parameterized as a carbon sink, with $P^{*}_{SW} = 97.5\%$ (2.5\%) of the total, negative virtual flux of inorganic carbon into the ice from the ocean (atmosphere), in order to match CO$_2$ uptake rate of melting sea ice observed by Delille et al. [2014] and Geilfus et al. [2016]. The simulated ice is thus parameterized to outgas carbon during ice growth and take up atmospheric CO$_2$ during ice melt, resulting in a net air-to-ice uptake of 50 mmol C m$^{-2}$ over the length of the standard run (or 5\% of the net ocean uptake of carbon during the open-water season). However, the values of $P_{SW}$

<table>
<thead>
<tr>
<th>Run no.</th>
<th>Description</th>
<th>Net oceanic + ice (total)carbon uptake</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>standard run</td>
<td>916 + 50 (966) mmol C m$^{-2}$</td>
</tr>
<tr>
<td>5a</td>
<td>$P_{SW} = 95%$</td>
<td>916 - 20 (896) mmol C m$^{-2}$</td>
</tr>
<tr>
<td>5b</td>
<td>$P_{SW} = 90%$</td>
<td>916 - 103 (813) mmol C m$^{-2}$</td>
</tr>
<tr>
<td>5c</td>
<td>$P^{*}_{SW} = 95%$</td>
<td>902 + 107 (1009) mmol C m$^{-2}$</td>
</tr>
<tr>
<td>5d</td>
<td>$P^{*}_{SW} = 90%$</td>
<td>873 + 231 (1104) mmol C m$^{-2}$</td>
</tr>
</tbody>
</table>

Table 3.7: Sensitivity of net ocean and ice inorganic carbon uptake to the proportion of sea-ice carbon exchange with the atmosphere vs. the ocean. Runs include 95 and 90\% of inorganic carbon released by growing ice into the ocean (5a, 5b) and 95 and 90\% of the inorganic carbon taken up by melting ice coming from the ocean (5c, 5d).
and $P_{SW}^*$ are poorly constrained, due to the difficulty and scarcity of direct measurements of ice-air and ice-water carbon fluxes. Observations of ice-air CO$_2$ exchange are difficult to measure, and measurements have varied over an order of magnitude between chamber and eddy-covariance techniques [Nomura et al., 2018]. Discussion of the reason(s) for different measured exchange rates between the 2 methods is beyond the scope of this paper, but if either the release during freezing, or the uptake during melt, is an order of magnitude larger, the net uptake by the ice-ocean system would change substantially. In this sensitivity analysis, we increase the air-ice exchange of CO$_2$ during ice growth and melt (by decreasing, independently, each of $P_{SW}$ and $P_{SW}^*$ to 95% and 90%).

The inorganic carbon released to the water column during ice growth (proportional to $P_{SW}$) is associated with brine deposition at the bottom of the mixed layer. Hence a change in $P_{SW}$ results in a change to the DIC at 30-40m depth during ice growth, but this change does not mix up to the surface by the end of the open-water season. Therefore, the air-sea flux in the single open-water season we model is unchanged (Table 3.7). Varying $P_{SW}$ does, however, affect the parameterized net air-ice carbon flux, a component of the net carbon flux from the combined ice-ocean system to the atmosphere. In the run with $P_{SW} = 95\%$ (90%) during ice growth, ice acts as a net source of carbon to the atmosphere, outgassing 20 (103) mmol C m$^{-2}$. These values correspond to 2% (11%) of the net ocean carbon uptake during the open-water season.

When $P_{SW}^*$ is decreased, the parameterized air-to-ice carbon uptake is increased, but the surface ocean is a weaker sink of atmospheric carbon during the subsequent open-water season because the surface DIC concentrations are higher when $P_{SW}^*$ is smaller. In terms of the combined ice-ocean uptake of atmospheric carbon, these two effects offset one another, but do not cancel. Sensitivity runs with $P_{SW}^*$ equal to 95 and 90%, respectively, result in an increase of the combined ice-ocean uptake of carbon of 4.5% and 14%.

This analysis emphasizes and quantifies the importance of air-ice carbon fluxes for carbon exchange in seasonally ice-covered areas. Further work in constraining these proportions would be beneficial for understanding the air-sea-ice carbonate system and ocean carbon uptake in polar marine environments.

### 3.4 Conclusions

In this study, a 1D biogeochemical model incorporating both sea-ice and pelagic systems is used to assess the importance of various processes to the vertical transport and exchange
of inorganic carbon in a seasonally ice covered marine Arctic environment (specifically near Resolute, Nunavut, Canada). These processes include primary production, remineralization, and nitrification; ice-water and ice-air fluxes of carbon due to ice growth and melt (including transport by brine plumes); ikaite precipitation and dissolution; and direct air-sea exchange. Physical, chemical, and biological properties for the water column and ice were initialized base on observations. The resultant simulated outputs for net ocean carbon uptake during the open-water season are within the range of independent summer time observations of air-sea carbon flux in the region, with a mean value of 10.2 mmol C m$^{-2}$ day$^{-1}$ over the open-water season.

The carbon cycle we have implemented provides insight into the ocean carbon uptake and exchanges during ice growth, ice melt, and in the open-water season. Varying either the initial water column DIC or TA by a small percentage (+/- 1%) leads to a relatively large change in the net ocean carbon uptake (+/- 10%). This fact implies that we could expect large interannual variability in air-sea carbon exchange for the region. However, when both DIC and TA have similar changes in both sign and magnitude, as occurs during ice growth and melt (via concentration and dilution, respectively), the changes in sea surface $p$CO$_2$ largely cancel one another.

Sensitivity analyses indicate that sympagic and total (sympagic and pelagic) biological activity respectively account for 1% and more than 50% of the net ocean carbon uptake. Ice algae have a larger absolute impact when pelagic primary production is suppressed, because of reduced competition for nutrients. Brine rejection during ice growth impacts the carbon export to depth, but varying this depth does not substantially impact air-sea carbon exchange in the subsequent open-water season, because the changes to sea surface $p$CO$_2$ are effectively canceled out by the countering effects of changes to TA and DIC. Inclusion of ikaite precipitation within sea ice, and subsequent dissolution in the water column during ice melt, results in only a small change ($\sim$1% for ikaite concentrations of 50 mmol C m$^{-3}$) to the net ocean carbon uptake. However, an order of magnitude larger ice-ocean transfer of ikaite could have a larger impact on the subsequent open-water season (>10%) because of the inherent differential contribution of DIC and TA to the water column.

Lastly, the proportions of carbon exchanged between the ice and the atmosphere during growth and melt, respectively set in the standard run at 1% and 2.5% of the total fluxes from the ice, are not well constrained. In the case of enhanced release by growing ice, a tenfold increase in the ice-air outgassing of carbon during ice growth would amount to a decrease in the net annual uptake by the combined ocean-ice system of about 10%. In the
case of a similarly enhanced uptake by melting ice, the resulting higher DIC concentration in the melt-influenced surface waters leads to a reduction in the ocean uptake during the open-water season (which partially compensates for the increased carbon uptake by melting ice), but there is still an increase in the net uptake of the combined ocean-ice system of ∼20%.

Seasonal ice cover occurs over a large region of the Arctic Ocean. This 1D model study implements both physical and biogeochemical effects in the ice and water column and sheds some light on vertical carbon exchange processes in areas with both ice-covered and open-water seasons. Specifically in the CAA, where water is transported eastward towards Baffin Bay and ultimately the Labrador Sea, waters can experience the seasonal freeze and melt cycle 1-3 times during the transit across the CAA shelf (based on transport estimates presented in Curry et al. [2014]). The processes described in this study can lead to DIC, TA, and salt being preferentially deposited in the lower water column before entering deeper channels at the eastern edge of the CAA shelf. This may serve to enhance deep water convective transport of carbon in the Labrador Sea and North Atlantic Ocean.

This 1D study is the basis for further work with a sea-ice biogeochemical inorganic carbon cycle implemented in a 3D Arctic regional model. The purpose of the 3D study is to investigate how the present marine Arctic environment contributes to global air-sea CO₂ exchange. In addition, the regional model will be used to study how the changing sea-ice cover over the past recent decades, and into the near future, has affected, and will continue to affect, Arctic Ocean CO₂ uptake.
4 Evaluating the evolution of the inorganic carbon system in the Arctic Ocean from 1980 to 2015

Chapter Abstract

I present a biogeochemical model of the Arctic Ocean incorporating both sea ice and water column processes coupled to a 3D regional ice-ocean model, with a focus on the pan-Arctic oceanic uptake of carbon in the recent era of Arctic sea ice decline (1980 – 2015). The purpose of this study was to simulate the evolution of the Arctic Ocean’s carbon uptake capacity and impacts on ocean acidification with the changing sea ice-scape. Two major updates to commonly-used carbon cycle models implemented in this study are, one, incorporation of sea ice algae to the ecosystem, and two, modification of the sea-ice carbon pump to transport brine-associated Dissolved Inorganic Carbon (DIC) and Total Alkalinity (TA) to the depth of the bottom of the mixed layer (as opposed to releasing it in the surface model layer). The model suggests the total uptake of carbon for the Arctic Ocean (north of 66.5°N) increases from ∼115 Tg C yr⁻¹ in 1980 – 1985 to ∼135 Tg C yr⁻¹ for 2010 – 2015, an increase of ∼20%, and the mean pan-Arctic sea surface $p$CO₂ increases from 300 to 340 µatm over that time. The rise in SST accounts for ∼10% of the increase in simulated pan-Arctic sea surface $p$CO₂. A regional analysis indicated large variability between regions, with the Laptev Sea in particular exhibiting low sea surface pH relative to the pan-Arctic mean and seasonal undersaturation of aragonite by the end of the standard run. Two sensitivity studies have been performed to assess the effects of sea-ice algae and the sea-ice carbon pump in the pan-Arctic, with a focus on sea surface inorganic carbon properties. Excluding the sea ice-carbon-pump results in a marked decrease in seasonal variability of sea-surface DIC and TA averaged over the Arctic Ocean, but only a small change in the net total carbon uptake (of ∼1% by the end of the no-ice-algae run). Neglecting the sea
ice algae, on the other hand, exhibits only a small change in sea-surface DIC and TA averaged over the pan-Arctic Ocean, but a slightly stronger effect on the net total carbon uptake of the Arctic Ocean (increasing to \(\sim 4\%\) by the end of the no-ice-algae run).

4.1 Introduction

Atmospheric \(p\text{CO}_2\), and its oceanic counterpart, dissolved inorganic carbon (DIC), can be seen as a system of two reservoirs, coupled through the air-sea exchange of carbon. It can be argued that this coupled system is largely oceanic-driven, given that the carbon reservoir of the ocean is two orders of magnitude larger than that of the atmosphere [Ciais et al., 2013].

In the last half-century, the Arctic Ocean has undergone dramatic shifts, particularly at the sea surface and along coastal shelves. In addition to the loss of sea ice immediately apparent from the satellite record (e.g., Stroeve et al. [2012]; Barber et al. [2015]), the physical attributes of the Arctic Ocean have exhibited accelerated changes including warming and freshening [Carmack et al., 2016]. The Arctic is also undergoing biogeochemical changes. In particular, it is becoming lower in pH and decreasing in calcium carbonate saturation state (of the the biologically relevant forms of aragonite and calcite: \(\Omega_{\text{arag}}\) and \(\Omega_{\text{calc}}\)) faster than the global ocean-averaged trends [Miller et al., 2014; Steiner et al., 2015a; Wallhead et al., 2017; Bellerby et al., 2018].

The polar regions comprise a large proportion of the global ocean’s carbon uptake. In the Arctic (as well as the Antarctic), sea ice provides a unique interface that both directly and indirectly affects the air-sea exchange of carbon. This study describes the development and application of a 3D coupled physical-biogeochemical model for the Arctic to analyze carbon fluxes in the Arctic Ocean. Many of the carbon-related mechanisms associated with sea ice are often neglected or over-simplified in current ocean and climate models. For example, observations describe a marked difference between the DIC concentration of sea ice and that of the seawater from which it formed (and similarly for TA). From a budgetary view, this necessitates a flux of carbon out of the forming ice, due to the transition from seawater to sea ice, as well as the dilution of near-surface seawater as ice melts. This two-part process is called the sea ice-carbon pump [Rysgaard et al., 2011]. In this study, the sea-ice carbon pump is implemented as a parameterized carbon flux in order to represent the release of high-DIC, high-TA brine during ice growth, and of low-DIC, low-TA meltwater during ice melt. During ice growth, I implement a nonlocal
transport of the DIC and TA, associated with (dense) brine rejection, by depositing both DIC and TA at the bottom of the mixed layer rather than at the surface. The development and analysis of this parameterized ice-carbon pump in a 1-D model study are described in detail in Chapter 3. In the present chapter, the parameterized sea-ice carbon pump is implemented into a regional coupled sea-ice and ocean biogeochemical model of the Arctic Ocean.

In addition to the existing pelagic ecosystem previously developed for the model (Chapter A.2.1), I have added a sea-ice associated (sympagic) ecosystem to represent the Arctic spring bloom of sea ice algae, dominated by pennate diatoms, as an additional photosynthetic functional group. The sympagic ecosystem model is described in detail in Chapter 2. The simulated sea ice algae have a higher sensitivity to low-light conditions relative to the simulated pelagic phytoplankton, which represents the ice-algal acclimation to low-light conditions. The ice algae, along with the simulated pelagic ecosystem, serve as a sink of DIC associated with primary production, and a source of DIC associated with remineralization of detritus. Likewise, both the simulated ice-carbon pump and the sympagic and pelagic ecosystems affect the ocean TA at the surface and throughout the water column (although the effect on TA is not entirely analogous to that of DIC, Chapter 3).

With these implementations, which are described in detail in Section 4.2, I ran a coupled ice-ocean biogeochemical and physical simulation driven by atmospheric observations over the satellite record (1980 – 2015, including a spinup period from 1969 – 1979). I chose this period because it spans the recent retreat of Arctic sea ice. This regional model provides a new tool to analyze trends and changes in the carbon system during the recent changes in Arctic sea ice. This model study is the first to represent the ice carbon pump as a non-local transport mechanism for DIC and TA, and also the first to include both a pelagic and sympagic ecosystem in a model of the Arctic Ocean in order to assess the Arctic Ocean’s carbon uptake capacity. I assess the results of the standard run in Section 4.3 and then describe regions that deviate from the pan-Arctic mean in the standard run. Furthermore, I assess the importance of representing the sea ice-carbon pump and sympagic ecosystem through two sensitivity studies in Section 4.4 in which each is independently suppressed. In the final section, I summarize results of this model study, implications, and potential future directions.
4.2 Methods

In this study, I have applied the Nucleus for European Modelling of the Oceans, version 3.4 (NEMO; Madec and the NEMO team [2008]) to a domain encompassing the Arctic Ocean. The model is broadly divided into three separate components representing, respectively, a physical ocean model, a biogeochemical ocean and sea ice model, and a physical sea ice model. The period of the standard run is 1980 – 2015, with a spinup period from 1969 – 1979. The period 1980 – 2015 was chosen based on available forcing, initialization, and lateral boundary datasets, and because it spans the period of substantial qualitative and quantitative changes in the Arctic Ocean sea ice-cape. Detailed sensitivity analyses regarding various model settings related to the Arctic sea ice and forcing were carried out in Hayashida et al. [2018].

4.2.1 Ocean and sea ice physics models

The ice-ocean physics in NEMO is simulated using Océan Parallélissé (OPA), coupled to the Louvain-la-Neuve sea Ice Model, version 2 (LIM2). The physical ocean model, OPA, represents ocean dynamics and thermodynamics through the primitive equations along with the nonlinear seawater equation of state and a free surface formulation for sea-surface height [Madec and the NEMO team, 2008]. The ice model, LIM2, is comprised of 2 ice layers and 1 snow layer, and represents dynamics and thermodynamics within the ice [Bouillon et al., 2009]. The default setting for LIM2 does not allow any light penetration when there is snow cover. In order to provide adequate light penetration at the time of observed ice algae blooms, the default setting for LIM2 was modified to allow some light penetration through a thin snow cover, as described in Hayashida et al. [2018]. Documentation and source files for both sea-ice and ocean physical models (OPA and LIM2) can be found at https://www.nemo-ocean.eu.

4.2.2 Ocean biogeochemical model

In addition to the physical models for the ice and ocean, NEMO admits coupling to different biogeochemical models. In this study, a biogeochemical model including a pelagic ecosystem (Canadian Ocean Ecosystem, or CanOE) was implemented. The biogeochemical model CanOE was developed at the Canadian Centre for Climate Modelling and Analysis for implementation in the Canadian Earth System Model version 5 (CanESM5) (Christian
et al., in preparation, Appendix A.2). CanOE was implemented following the architecture provided for the Pelagic Interactions Scheme for Carbon and Ecosystem Studies, v2 (PISCES [Aumont et al., 2015]) model, one of two default options for the biogeochemical model in NEMO. CanOE includes a pelagic ecosystem comprised of four functional groups: two phytoplankton groups, representing small dinoflagellates (P1) and large diatoms (P2), and small and large zooplankton grazers (Z1 and Z2). Nutrients in CanOE include both nitrogen components (NH$_4$ and NO$_3$) as well as an inorganic carbon system with a sink of DIC associated with primary productivity and a source of DIC associated with remineralization of detritus. For the present study, CanOE is modified to include both a sympagic ecosystem and a sea-ice carbon pump.

**Sea-ice ecosystem and sea-ice carbon pump**

The sea-ice ecosystem is represented via the addition of a bottom ice-associated (sympagic) ice algae functional group. The ice algae, located in the lower ice column denoted the skeletal layer, is coupled to the pelagic ecosystem through the release of ice-algae detritus and to water column nutrients via transfer of nutrients at the ice-water interface. The growth rate for ice algae is dependent on temperature and the availability of light and nutrients. The ice algae take up nutrients within the ice skeletal layer during photosynthetic growth, and release both nutrients and organic carbon into the water column during senescence in the form of sinking detritus. Also, consistent with the 1D model described in Chapters 2 and 3, ice-algae detritus contributes to the pelagic large phytoplankton through seeding. The organic carbon is converted to DIC through remineralization as the detritus sinks through the water column. At the same time, NH$_4$ is converted to NO$_3$ by nitrification.

Modifications to the model’s inorganic carbon system are due directly and indirectly to the sea ice directly by changing the mechanism for DIC and TA fluxes via the seasonal growth and melt cycle, as described above, and indirectly as a base for the sympagic ecosystem. CanOE has been modified to include an ice carbon pump with nonlocal transport of brine (high in DIC and TA relative to in situ sea water concentrations) during ice growth, and the dilution of near-surface waters during ice melt. The DIC and TA fluxes (respectively, $\phi^\text{DIC}_{\text{ice}}$ and $\phi^\text{TA}_{\text{ice}}$) due to brine rejection into the water column during ice growth, and due to the dilution of DIC and TA in the surface water during ice melt, are parameterized through a constant ice-ocean concentration difference, similar to the (salt-normalized) default setting in PISCES, multiplied by the change in ice volume in a given timestep:
\[ \phi_{\text{ice}}^{\text{DIC}} = P_{\text{SW}} \frac{(\text{DIC}_{\text{ice}}^{\text{ref}} - \text{DIC}_{\text{SW}}^{\text{ref}})}{A_{\text{ice}}} \Delta V_{\text{ice}} \Delta t, \]  

where \( P_{\text{SW}} \) is the proportion of DIC released to the water column (as opposed to the atmosphere, as in the 1D study described in Chapter 2), \( \Delta V_{\text{ice}} / \Delta t \) is the change in the volume of the ice over a model timestep, \( A_{\text{ice}} \) is the ice area within the grid cell, and \( \text{DIC}_{\text{ice}}^{\text{ref}} \) and \( \text{DIC}_{\text{SW}}^{\text{ref}} \) are the reference concentrations of DIC in the ice and seawater (Table 3.1 in Chapter 3). Similarly, for TA,

\[ \phi_{\text{ice}}^{\text{TA}} = \frac{(\text{TA}_{\text{ice}}^{\text{ref}} - \text{TA}_{\text{SW}}^{\text{ref}})}{A_{\text{ice}}} \Delta V_{\text{ice}} \Delta t, \]  

where \( \text{TA}_{\text{ice}}^{\text{ref}} \) and \( \text{TA}_{\text{SW}}^{\text{ref}} \) are the reference concentrations of total alkalinity in the ice and seawater. The inclusion of ikaite precipitation in the ice and dilution in the water discussed in Chapter 3 were not treated explicitly in the DIC and TA budgets of the 3D formulation. They are implicit in the reference concentration differences for each between ice and seawater. It is also worthwhile to note that in Chapter 3, ikaite was shown to have little effect on air-sea carbon exchange within the range of observations.

The major difference between the sea ice-carbon pump in the default framework of PISCES and the modified sea ice-carbon pump in the present study is the depth of release of brine-associated DIC and TA during ice growth. In PISCES the brine-associated TA and DIC fluxes are released into the surface layer of the model, while in the present study they are released at the bottom of the mixed layer as a representation of the non-local transport of brines (as described in Chapter 3, based on Jin et al. [2015]).

The carbon system properties of pH, \( p\text{CO}_2 \), \( \Omega_{\text{arag}} \), and \( \Omega_{\text{calc}} \) presented in this study were calculated offline from model output of DIC, TA, temperature and salinity, following Dickson et al. [2007], with equilibrium constants of Lueker et al. [2000]. The saturation states were based on Mucci [1983] with the pressure correction of Millero [1995]. When spatially or temporally averaged carbon system quantities are shown, these are computed at each point in time and space first, and then averaged.

### 4.2.3 Model domain

I apply NEMO on the North Atlantic and Arctic (NAA) grid developed at the University of Alberta and available at http://knossos.eas.ualberta.ca/xianmin/anha/model_
The domain of the NAA grid in the present study does not follow lines of latitude and longitude, but has 3 major boundaries: at approximately 60° N or 100 km south of Bering Strait in the North Pacific, across the North Atlantic at about 50° N, and at the mouth of Hudson Bay. The horizontal grid resolution ranges from 11 km near the North American coastline to 15 km along the northern Eurasian coastline (Figure 4.1). The vertical resolution is modified from the original NAA configuration in order to have higher vertical resolution near the ocean surface (from ~6m for the upper surface layer to 1m), as described in Hayashida et al. [2018]. The time resolution of the model is set to 20 minutes.

### 4.2.4 Atmospheric forcing

The 3D simulation is forced by meteorological data for the Arctic Ocean from 1969 to 2015, from the Drakkar Forcing Set (DFS), version 5.2 (https://www.drakkar-ocean.eu/). The DFS dataset provides atmospheric information on a 0.7 degree resolution grid, with temporal resolution of 3 hours for winds at 10 m above the surface and air temperature and humidity at 2 m; and daily resolution for incoming shortwave and longwave radiation,
snowfall and total precipitation (rain plus snow). Note that the period 1969 – 1979 is used as a spin up period and not included in the model evaluation.

4.2.5 Initial and boundary conditions

The model is initialized with physical variables (temperature and salinity) from data fields in the Ocean Reanalysis System 4 (ORAS4) [Balmaseda and Weaver, 2013]. Initial conditions for biogeochemical variables (NO3, DIC and TA) were based on the GLObal Ocean Data Analysis Project version 2 (GLODAP) [Lauvset et al., 2016]. For grid cells with initial ocean temperature within 2°C of freezing, sea ice thickness and concentration were respectively set to 2.5 m and 95%, with 10 cm of snow cover; otherwise these were set to 0.

In the model, the ocean surface is subject to air-sea gas exchange as well as dilution (concentration) due to river runoff and precipitation (evaporation). The atmospheric $p$CO2 is set to monthly-mean values from observations at Mauna Loa (http://scrippsc02.ucsd.edu), which increase from $\sim$320 µatm in 1970 to more than 400 µatm by 2015. It should be noted that the seasonal variability in atmospheric $p$CO2 is more pronounced in the Arctic than in the lower latitudes as measured at Mauna Loa. A more accurate representation of atmospheric $p$CO2 over the Arctic Ocean would be the time series of observations from Point Barrow, Alaska. The trends for both Mauna Loa and Point Barrow and annual average largely overlap, but the seasonal variability is $\sim$15 µatm for Point Barrow while the range at Mauna Loa is about half of that in the Arctic.

River flow input at the six major Arctic rivers (MacKenzie and Yukon Rivers in North America, and Kolyma, Lena, Yenisey, and Ob in Eurasia) is based on the climatological monthly means of Dai et al. [2009]. Each of the rivers was assigned a particular concentration for DIC, TA, and nitrate based on the studies of Tank et al. [2012], Cooper et al. [2008], and McClelland et al. [2012]. Organic matter, in the form of dissolved organic carbon (DOC) and dissolved organic nitrate (DON), for each river was based on the studies of Cooper et al. [2008], Holmes et al. [2012], and McClelland et al. [2012]. The riverine input of DOC and DON are added directly to the respective inorganic pools of DIC and nitrate.

Open-ocean boundaries of the model domain are located in the North Pacific south of Bering Strait, and in the North Atlantic south of Greenland. The boundary conditions for physical variables (temperature, salinity and velocity) were based on climatological monthly-mean fields of ORAS4, and interpolated to the NAA grid’s open ocean boundaries.
Relaxation time scales were set to 1 day for inflow and 15 days for outflow, consistent with Dupont et al. [2015]. For inorganic carbon system variables, the open-ocean boundary conditions were held constant at the initial values. The constant value at the open ocean boundary may lead to an inaccurate representation, especially for DIC, in that there is likely to be a drift in the surface concentration linked to the positive trend in atmospheric $p\text{CO}_2$ over the time period of the model simulation. This misrepresentation should be examined in future work, but it should also be noted that the model domain at the largest boundary (in the North Atlantic at $\sim$45°N) is relatively far from the domain analyzed and defined as the pan-Arctic (at 66.5°N). The distance between the boundary and the region of analysis could ameliorate the inaccuracy due to the lack of DIC trend at the boundary, because any surface water mass reaching the pan-Arctic from the boundary would have time to equilibrate with the atmosphere (the observed trend in $p\text{CO}_2^{\text{atm}}$ is implemented as described above) during the transit.

### 4.3 Results

To fully analyze the Pan-Arctic carbon system and the impacts of specific parameterisations, the following simulations are performed: the standard run (1980 – 2015, with a spinup period from 1969 – 1979) in which both the sea-ice algae and the sea-ice carbon pump implementations are included; the no ice-carbon pump run (1991 – 2010, starting from year 1990 of the standard run) in which the sea ice algae implementation is included, but the dilution/concentration due to ice growth/melt is suppressed; and the no ice-algae run (1991 – 2010, starting from year 1990 of the standard run) in which the sea-ice carbon pump implementation is included, but the sea ice algae are suppressed. This section focuses on analysis of the standard run, and the following Section 4.4 considers the two sensitivity runs.

#### 4.3.1 Evolution of the Arctic Ocean model through the sea ice transition period, 1980 – 2015

The standard run encompasses the recent epoch in which the Arctic Ocean has transitioned from a largely sea-ice covered ocean (in both area and time) to a seasonally open-water dominated ocean. Among other relevant aspects, this transitional period is important because of the potential effect the loss of sea ice may have on the annual uptake of atmospheric carbon by the Arctic Ocean. The simulated sea ice area generally has slightly
lower maxima when compared to the sea ice extent of the National Snow and Ice Data Center (NSIDC, Fetterer et al. [2017], based on satellite observations of the domain north of 31° N) (Figure 4.2, upper panel). The difference in maxima is likely due to the larger domain used for NSIDC sea ice area data.

The simulated sea ice volume shows generally good agreement when compared to the sea ice volume of the Pan-Arctic Ice Ocean Modelling and Assimilation System (PIOMAS, Zhang and Rothrock [2003]), as illustrated in Figure 4.2, lower panel. One exception is the slight offset in ice volume extrema between the two model products for a ∼5-year period centered around the year 2000 and from 2011 – 2012. That being said, it is important to note that both quantities being compared are model products, and the maximum deviation between extrema is less than 4000 km³ (or < 20% of the mean annual ice volume). In general, both PIOMAS and the present study show similar ranges around the annual mean and a consistent decline in simulated ice volume with time.

Simulated physical sea surface, atmospheric, and sea ice variables, averaged over the domain north of 66.5° N, are presented in Figure 4.3 (both monthly and annual averages in order to illustrate seasonal variability) and in Figure 4.4 (annual averages alone in order to emphasize interannual variability and trends). Time series of the sea ice variables are repeated in Figures 4.3 and 4.4 to provide a reference for variability in the other physical variables. Simulated Arctic sea surface temperature shows a seasonal range of around 2°C (Figure 4.3) with an approximate increase of 0.3°C over the period of the standard run (from approximately -0.6°C in the decade 1980 – 1990 to -0.3°C in the decade 2005 – 2015, Figure 4.4). Simulated Arctic sea surface salinity shows a seasonal range between minima of around 2 PSU below the average to 1 PSU above the long-term average (of 30.75, psu Figure 4.3) with some interannual variability, but no substantial trend around the long-term average and with annual averages largely within +/- 0.25 psu (Figure 4.4). Atmospheric windspeed averaged over the Arctic Ocean north of 66.5° N (a forcing variable, rather than a modelled quantity), shows a seasonal range of +/- 1 m/s (Figure 4.3) around a mean for the standard run of 6.2 m/s, with an interannual variability generally within 0.2 m/s of the mean. Therefore, during the period of decrease in pan-Arctic sea ice area and volume (Figure 4.4) there is no marked pan-Arctic trend in sea surface salinity nor wind speed, in contrast to sea surface temperature.

A comparison of sea surface salinity between the model-mean over the standard run period (1981 – 2015) and a climatological mean based on observations from the Polar science center Hydrographic Climatology (PHC; Steele et al. [2001]) is presented in Figure 4.5. Both the modelled and observed sea surface salinities are highest in the Atlantic sector.
Figure 4.2: Simulated monthly- (dashed lines) and annually-averaged (solid lines) sea ice area (top) and sea ice volume (bottom) for the Arctic Ocean. The dotted lines indicate the maximum and minimum monthly values of sea ice area from NSIDC and of sea ice volume from PIOMAS. The domain of the modelled sea ice area calculations is the entire model domain, and north of 31° N for NSIDC. The domain for both the sea ice volume in this study and for the PIOMAS data are the region north of 66.5° N.
Figure 4.3: For the standard run, monthly (dashed line) and annual (solid) simulated sea surface temperature, simulated sea surface salinity, DFS-forced wind speed, and simulated total ice area (black) and simulated total ice volume (red). All variables are averaged for the region north of 66.5°N.
Figure 4.4: As in Figure 4.3, showing only the annually-averaged values.
of the Arctic, and low salinity values exist in both datasets along the Eurasian coast and Alaska. The most notable difference between the two is a lower salinity in the model-mean through the Chukchi and Beaufort Seas and in the Canadian Polar Shelf. It is important to note, however, that the PHC data product is interpolated from observations, which are particularly sparse in the northern extent of both the Chukchi and Beaufort Seas and throughout the Canadian Polar Shelf (see Steele et al. [2001], Figure 1). In addition, the PHC data product is based on observations spanning only the first half (before 2000) of the standard run period in this study (1981 – 2015).

The annual carbon uptake of the Arctic Ocean north of 66.5° N (Figure 4.6) ranges from 115 Tg C year\(^{-1}\) at the beginning of the standard run and increases to 135 Tg C year\(^{-1}\) by the end of the standard run, an increase of \(\sim 20\%\) over that period of time (1980-2015).

This simulated carbon uptake is within the range of several recent studies employing various distinct methods, including Bates and Mathis [2009], Arrigo et al. [2010], Schuster et al. [2013], MacGilchrist et al. [2014], and Yasunaka et al. [2016] (see Table 4.1 for details).
Table 4.1: List of studies that have analyzed the Arctic Ocean carbon uptake, along with a brief description of the method used and an identification of what the range indicates.

<table>
<thead>
<tr>
<th>Study</th>
<th>Carbon uptake</th>
<th>Method</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bates and Mathis [2009]</td>
<td>66 – 199 Tg C year⁻¹</td>
<td>literature review</td>
<td>uncertainty</td>
</tr>
<tr>
<td>Arrigo et al. [2010]</td>
<td>111 – 125 Tg C year⁻¹</td>
<td>model study</td>
<td>trend</td>
</tr>
<tr>
<td>Manizza et al. [2013]</td>
<td>52 – 64 Tg C year⁻¹</td>
<td>model study</td>
<td>trend</td>
</tr>
<tr>
<td>Schuster et al. [2013]</td>
<td>60 – 180 Tg C year⁻¹</td>
<td>cross-method study</td>
<td>trend</td>
</tr>
<tr>
<td>MacGilchrist et al. [2014]</td>
<td>106 – 226 Tg C year⁻¹</td>
<td>obs. and mass balance</td>
<td>uncertainty</td>
</tr>
<tr>
<td>Yasunaka et al. [2016]</td>
<td>180 (+/-210) Tg C year⁻¹</td>
<td>obs. sea surf. pCO₂</td>
<td>uncertainty</td>
</tr>
<tr>
<td>Manizza et al. [2019]</td>
<td>136 – 164 Tg C year⁻¹</td>
<td>model study</td>
<td>trend</td>
</tr>
</tbody>
</table>

of these studies). Our results fall outside of the range estimated in Manizza et al. [2013] and are at the lower bound of the range estimated by Manizza et al. [2019]. The modelling study by Manizza et al. [2013] over the period 1996 – 2007 finds a smaller (relative to this study) uptake for the pan-Arctic of ∼50 to 65 Tg C year⁻¹ from beginning to end of the model run. This difference can be attributed to their overestimation of sea-ice extent of ∼10% over the entire run when compared to satellite data, as acknowledged in Manizza et al. [2019].

The top panel of Figure 4.6 also includes seasonal uptake for summer (red; July, August, September), fall (orange; October, November, December), winter (blue; January, February, March), and spring (cyan; April, May, June). The seasonal carbon uptake (scaled to allow better comparison with the annual total carbon uptake by multiplying by four) shows that the largest uptake rate occurs in summer and the weakest in winter, as expected. The summer carbon uptake rate represents the majority of the uptake with a rate ∼2.5 times the annual average, and the winter carbon uptake is the lowest at ∼0.5 times the annual average. Spring and autumn carbon uptake rates are intermediate between summer and winter rates. Over the standard run period, the increases in the spring and summer uptake (of ∼40% and ∼35%) are slightly higher than the trend in the annually averaged carbon uptake over the standard run period. The fall exhibits the smallest increase in carbon uptake of ∼10% over the standard run period.

The increase in carbon uptake from 1980 to 2015 is coincident with an increase in the (prescribed) atmospheric and (simulated) sea surface pCO₂ and a decrease in simulated sea surface pH (Figure 4.6, middle and lower panels). As mentioned above, the increase in
Arctic Ocean carbon uptake during this period is also coincident with an increase in sea surface temperature and a decrease in sea ice area and volume. For the pan-Arctic domain, the average sea surface $pCO_2$ increases from 300 µatm at the beginning of the standard run to 340 µatm by the end (Figure 4.6). The increased Arctic Ocean uptake of carbon can be attributed to increased atmospheric CO$_2$ over the model run and an increase in open water (which leads to increased surface ocean mixing as well as increased direct exposure to the atmosphere). Another influence is temperature-based solubility change to the surface waters, although warmer temperatures and more light exposure can also lead to increased primary production and associated carbon drawdown. Based on the the increase in pan-Arctic SST of 0.3°C and the relationship with $pCO_2$ as described in Takahashi et al. [1993] (their Equation 2: $\frac{\partial pCO_2}{\partial T} = 0.0423(°C)^{-1}$), ~10% of the total simulated increase in sea surface $pCO_2$ can be explained by the temperature-based solubility change. The annually-averaged pan-Arctic sea surface pH shows a steady decline from 8.1 to just over 8 in the standard run, with seasonal summer maxima approximately 0.1 above the annual mean, and with winter minima that are below 8 by the period 2010 – 2015.

Additional sea surface carbon variables averaged over the Arctic Ocean north of 66.5° N (sea surface DIC, TA, $\Omega_{arag}$ and $\Omega_{calc}$) are shown in Figure 4.7. The variability in Arctic-wide sea surface DIC and TA is comparable, ranging from ~100 mmol m$^{-3}$ above to 150 mmol m$^{-3}$ below the respective annual means of 1875 mmol m$^{-3}$ and 1975 mmol m$^{-3}$. Neither DIC nor TA show trends apparent in many of the other carbon system variables. A fact sometimes overlooked in discussions about the ocean carbon system is that the relationship between sea-surface DIC and TA, rather than DIC alone, determines how the other carbon system properties act. To first order, the relationship between DIC and TA can be described as a reciprocal one, and the ratio of annually averaged pan-Arctic DIC/TA (not shown) does increase from 0.945 to 0.955 over the period 1980 – 2015.

The pan-Arctic annual average of $\Omega_{arag}$ shows a trend from just over 1.2 to just under 1.1 over the period under consideration, with seasonal minima in winter that approach the threshold of undersaturation by the end of the standard run. The annual averaged $\Omega_{calc}$ shows a general decline over the standard run from ~2 to 1.7, but neither the annual nor monthly-averaged pan-Arctic means approach undersaturation by the end of the standard run.

Lastly, the pan-Arctic simulated phytoplankton biomass integrated over the upper 50 m of the water column and ice algae biomass, both in units of carbon content, are presented in Figure 4.8 along with the pan-Arctic integrated values of NO$_3$ and NH$_4$ in the upper 50 m of the water column. Over the standard run period, the annually averaged phyto-
Figure 4.6: Top panel: net annual CO$_2$ uptake over the Arctic Ocean (solid black line); net seasonal CO$_2$ uptake (solid color lines) over spring (cyan), summer (red), fall (orange), and winter (blue), all scaled to match the annual uptake (multiplied by 4); and net monthly CO$_2$ uptake (dashed line) scaled to match the annual uptake (multiplied by 12). Middle panel: annual (solid black line) and monthly mean (dashed black line) sea surface $p$CO$_2$ and atmospheric $p$CO$_2$ (red line). Bottom panel: annual (solid) and monthly mean (dashed) sea surface pH. All variables are analyzed over the region north of 66.5° N.
Figure 4.7: Annual (solid) and monthly-averaged (dashed line) sea surface DIC, sea surface TA , and sea surface aragonite calcite saturation states. All variables are averaged over the region north of 66.5° N.
plankton biomass increases by just over 10% (from 400 to 450 Tg C). The seasonal range in phytoplankton biomass is from near 0 in winter to a maximum of 1000 – 1200 Tg C. Ice algae biomass peaks in the spring, generally between 20 and 60 Tg C, or two orders of magnitude less than the maximum phytoplankton biomass. There is not an apparent loss of pan-Arctic sea ice algae coincident with the evident loss in sea ice area (Figure 4.2). The stability of the pan-Arctic sea ice algae bloom throughout the standard run, despite the apparent loss of habitat (sea ice area), can be attributed to the fact that the remaining sea ice is thinner, allowing for more light at the bottom of the ice and a larger ice algae bloom [Hayashida, 2018b].

The pan-Arctic annually averaged total NO\textsubscript{3} in the upper 50 m of the water column exhibits interdecadal variability superimposed on a negative trend from 4200 to 3500 Tg N over the standard run period, with the main loss occurring over the decade 1980 – 1990. The decrease in NO\textsubscript{3} content of the upper water column is likely due to river influence as opposed to spinup effects. Figure 4.9 shows the same variables as Figure 4.8, but also including the spinup period to illustrate that the decrease in NO\textsubscript{3} over the 1980 – 1990 period is not due to the effect of model spinup. In general, the rivers have higher nitrogen concentrations than does the pan-Arctic Ocean (Table A.4), and the decade 1980 – 1990 has relatively low river flow, which means that the pan-Arctic’s riverine NO\textsubscript{3} source is depleted during this time. The seasonal variability in NO\textsubscript{3} ranges from a maximum 15% above the annual mean to 20% below the annual mean. The NH\textsubscript{4} content of the upper 50 m pan-Arctic Ocean remains relatively stable at ∼200 Tg N over the entire model run, with a seasonal range from near 0 in winter to a maximum at, or just above, 400 Tg N.

### 4.3.2 A regional perspective on carbon uptake in Arctic seas

The Arctic Ocean averages presented above illustrate a general pan-Arctic picture of how the physical and carbon system variables vary, however all variables may exhibit substantial regional variability. Regions that exhibit relatively large deviations from the pan-Arctic mean, with regards to the oceanic uptake of carbon and the oceanic carbon system, are the Laptev, Norwegian, and Barents Seas in the Atlantic sector, the Canadian Polar Shelf (CPS, a region also known by its terrestrial designation as the Canadian Arctic Archipelago) and the North and South Beaufort Seas in the sector adjacent to the Pacific (Figure 4.10). Figure 4.11 displays the annual average of sea surface pCO\textsubscript{2}, mean carbon flux (normalized to the area of the respective region), pH, and sea ice cover for these regions. The corresponding pan-Arctic annual averages are indicated in black for
Figure 4.8: Top panel: Total annual (solid) and monthly (dashed) phytoplankton carbon content in the upper 50 m of the Arctic Ocean north of 66.5° N (Tg C). The lower panels display the same for NO$_3$ and NH$_4$ content in the upper 50 m.
Figure 4.9: As in Figure 4.8, but including the spinup period (1970 – 1979).
comparison. The changes in the properties displayed in Figure 4.11, as well as $\Omega_{\text{arag}}$ and $\Omega_{\text{calc}}$, are also provided in tabular format in Appendix Subection A.2.3.

**Figure 4.10:** Regions that exhibit distinctive differences in carbon system properties from the pan-Arctic mean. Colors match those of the regions in Figures 4.11 and 4.12. The regions are the Canadian Polar Shelf, the South and North Beaufort Seas, Laptev Sea, Barents Sea, and Norwegian Sea.

Regional differences are particularly pronounced in the annually-averaged mean carbon flux, with high annual uptake in the Barents and Norwegian Seas relative to the pan-Arctic mean, and low uptake in both the North and South Beaufort Seas and the Laptev Sea. Increases in carbon uptake in both the Norwegian and Barents Seas over the standard run time period (of approximately 5g C m$^{-2}$ year$^{-1}$ for each of these regions) account for a large proportion of the pan-Arctic increase in net annual oceanic carbon uptake described in Section 4.3.1 (each of the Barents and Norwegian Seas comprises roughly 10% of the entire Arctic Ocean surface area). The CPS exhibits an annual net carbon uptake of $\sim$15g C m$^{-2}$ year$^{-1}$, which is approximately one third the uptake found for the Resolute Bay
region in the 1D study in Chapter 3. Resolute Bay is in the southern part of the CPS region, and therefore is expected to have a longer open-water season and higher carbon uptake than the regional average. The 1D study in Resolute Bay also has a larger simulated phytoplankton bloom than in the CPS regional average, which would further contribute to a larger carbon uptake in the 1D study.

The trend in pH is negative in all regions displayed in Figure 4.11. The slope of the trend in pH for all regions is similar to that of the pan-Arctic average (a drop of \( \sim 0.1 \) in pH over the period of the standard run), with the exception of the CPS region which exhibits an accelerated decrease in pH (of 0.15 drop in pH over the standard run period).

Figure 4.12 shows DIC, TA, \( \Omega_{\text{arag}} \), \( \Omega_{\text{calc}} \) for the same regions. As in the pan-Arctic analysis, neither DIC nor TA show trends that are as pronounced as the trends seen for \( pCO_2 \), CO\(_2\) uptake, pH, \( \Omega_{\text{arag}} \), and \( \Omega_{\text{calc}} \). Regions with low pH (Laptev Sea and North and South Beaufort Seas, Figure 4.11) relative to the pan-Arctic mean are similarly low in both \( \Omega_{\text{arag}} \) and \( \Omega_{\text{calc}} \). The Laptev Sea and North and South Beaufort Seas all exhibit annually averaged sea-surface undersaturation in aragonite over most of the standard run period. The low aragonite in the Laptev Sea is in line with observations [Semiletov et al., 2016]. In the Beaufort Seas, however, observations indicate that aragonite undersaturation has been persistent only since around 2000, and was more sporadic before that [Bellerby et al., 2018; Qi et al., 2017].

The low uptake in the Laptev Sea can be attributed to the high sea surface \( pCO_2 \) in the region, largely at or above atmospheric \( pCO_2 \) throughout the model run. The high sea surface \( pCO_2 \) in the Laptev Sea is due to the high amount of river flow in the region, which reduces the sea surface TA (raising \( pCO_2 \)) through dilution, but has a less pronounced dilution effect on sea surface DIC because the Lena River, which outflows into the Laptev Sea, has a relatively high DIC+DOC content of 1658 mmol C m\(^{-3}\). In addition, the Laptev Sea region has the lowest pH of all the regions, consistent with observations described in [Semiletov et al., 2016].

The North Beaufort Sea has the highest annual ice coverage (\( \sim 90\% \)), and the South Beaufort Sea has ice coverage of 80% in the first half of the standard run, dropping to 60% by the decade 2005 – 2015. The low carbon uptake in the North Beaufort Sea, despite the sea surface \( pCO_2 \) in the region being below atmospheric \( pCO_2 \) (Figure 4.11), can be attributed to the generally high ice coverage, as illustrated in Figure 4.11. For the South Beaufort Sea, the low carbon uptake may be due to a combination of the relatively high sea surface \( pCO_2 \) (but lower than that of the Laptev Sea) and the relatively high ice cover (but lower than that of the North Beaufort Sea). This result is at least partly consistent
Figure 4.11: Annual averaged sea surface (and atmospheric, dashed black line) $p$CO$_2$, mean carbon flux, pH, and ice cover for the region north of 66.5° N (black), and for selected regions identified in Figure 4.1. Line colors match those of the regions in Figure 4.10. Different linestyles (solid/dashed/dotted) are to aide in differentiating similar colors.
Figure 4.12: Annual averaged sea surface DIC, TA, $\Omega_{\text{arag}}$, $\Omega_{\text{calc}}$ for the region north of 66.5° N, and for same regions as in Figure 4.11.
with Cai et al. [2010], who describe, through shipboard measurements in 1999 and 2008, a weak oceanic carbon uptake in the Beaufort Sea (both North and South) via an increase in sea surface $p$CO$_2$. The South Beaufort Sea exhibits an increase in average sea surface $p$CO$_2$ throughout the standard run, despite little or no increase in ocean carbon uptake over the period of the standard run. The result that $p$CO$_2$ is increasing in the South Beaufort Sea, despite minimal atmospheric carbon uptake in the region, indicates that the trend in sea surface $p$CO$_2$ is not due to air-sea exchange. The increase in $p$CO$_2$ in the South Beaufort Sea could be due to one or more of the following causes: vertical mixing, horizontal advection from other water masses, or the outflow of the MacKenzie River which is high in DIC+DOC and low in TA (Table A.4).

In Figure 4.13 we look at the South and North Beaufort Seas from a subsurface perspective by showing the progression of annual-averaged DIC and $\Omega_{\text{arag}}$ in the upper 300 m of the water column for both the North and South Beaufort over the period of the standard run. Horizontal layers from the surface to $\sim$150 m depth in the North Beaufort Sea show a steady decrease with time in the DIC content up to about the year 2000. In contrast, the trend is only apparent in the South Beaufort in the first 10 years (1980 – 1990). The progression in water column DIC for the South Beaufort Sea looks similar to that observed by Miller et al. [2014]. Despite the low simulated surface $\Omega_{\text{arag}}$, when compared to observations, the increase in subsurface undersaturation over time agrees with observations of both Qi et al. [2017] and Bellerby et al. [2018] (Figure 4.15). However, the undersaturation of simulated surface $\Omega_{\text{arag}}$ in the South Beaufort Sea (on the shelf) in this study is not apparent in either Qi et al. [2017] and Bellerby et al. [2018], which both show $\Omega_{\text{arag}}$ in the range of 1.5 – 2 for the Beaufort Sea shelf region (similar to the South Beaufort Sea region as defined in this study). As many of the observations described in Miller et al. [2014], Qi et al. [2017], and Bellerby et al. [2018] were taken in the summer months, Figure 4.14 displays the same variables as Figure 4.13, but over the summer period of July – September. Simulated summer-averaged $\Omega_{\text{arag}}$ are closer to observations than in the simulated annual averages, with higher values at the surface in both the North and South Beaufort, little or no aragonite undersaturation at the sea surface, and a more pronounced (lower in value) signal in the subsurface $\Omega_{\text{arag}}$ minimum for both regions. The seasonal variability in $\Omega_{\text{arag}}$ shown in this study, along with the sparsity of observations in winter due to inaccessibility of the region, highlights the use of model studies in filling in gaps in observable data sets.
Figure 4.13: Hovmoeller plot of annually averaged DIC content (left) and $\Omega_{arag}$ (right) through the upper 300 m of the water column for the North (top) and South (bottom) Beaufort Seas over the standard run period.
Figure 4.14: As in Figure 4.13, but averaged over the summer months (July, August, and September).

Figure 4.15: As in Figure 4.13, from measurements for the off-shelf region of the Beaufort Sea (similar, but not exactly the same, as the domain defined in this study as the North Beaufort Sea) presented in Bellerby et al. [2018].
4.4 Discussion

In addition to the standard run, two parallel simulations were carried out with initial conditions starting from the standard run’s output at the end of model year 1990 and each spanning a 20-year time period from 1991 – 2010. The first sensitivity run has the ice-carbon pump (rejection of brine-associated DIC and TA due to ice growth and dilution due to ice melt) suppressed (denoted the "no ice-carbon-pump run"). The second sensitivity run has the ice algae production suppressed (denoted the "no ice-algae run"). The pan-Arctic total carbon uptake, sea surface DIC, and sea surface TA for the sensitivity and standard runs are presented in Figure 4.16.

4.4.1 No ice-carbon-pump run

In the no ice-carbon-pump, DIC and TA fluxes are suppressed by setting the reference sea-water and ice concentrations in equations 4.1 and 4.2 equal (i.e., $DIC_{\text{ice}}^{\text{ref}} = DIC_{\text{SW}}^{\text{ref}}$ and $TA_{\text{ice}}^{\text{ref}} = TA_{\text{SW}}^{\text{ref}}$), such that the fluxes associated with ice-growth and -melt become identically zero. In the initial year of the no ice-carbon-pump run, pan-Arctic net annual carbon uptake has a relatively large deviation from the standard run in comparison to subsequent years, due to the adjustment to the new scenario. After the adjustment, the pan-Arctic net annual carbon uptake stabilizes and there is very little difference between the run with the ice-carbon pump suppressed and the standard run.

In the no ice-carbon-pump run, both sea surface DIC and TA have a much diminished seasonal variability relative to the standard run (Figure 4.16). The magnitude of the seasonal range in pan-Arctic sea surface DIC (TA) is reduced to $\sim$25% ($\sim$10%) of the seasonal range in the standard run. Despite the large decrease in seasonal variability in DIC and TA, the pan-Arctic annual ocean carbon uptake is relatively unchanged ($\sim$1% difference from the standard run). The small change in pan-Arctic total annual carbon uptake can be explained in two different ways. First, the decrease in summer uptake (in the no ice-carbon-pump run) is largely counteracted by the increased uptake in winter and fall (Figure 4.16). Second, the synchronous addition (or removal) of both DIC and TA inherent in the ice-carbon pump has a counteractive effect on sea-water $pCO_2$, as described in Chapter 3.

The annual mean pan-Arctic saturation state $\Omega_{\text{arag}}$ follows a similar trend in the no-ice-carbon-pump as in the standard run, but offset slightly by $\sim$0.02. The offset is due largely to the difference in summer-time maxima, which are $\sim$0.1 higher in the no ice-carbon-pump
Figure 4.16: Top panel: Total annual (black) and seasonal (colors, scaled to match the annual total; summer=red, fall=orange, winter=blue, and spring=cyan) ocean carbon uptake of the Arctic Ocean north of 66.5° N (Tg C). The dashed lines indicate the no ice-carbon-pump run and the dotted lines indicate the no ice-algae run. The lower panels are pan-Arctic averaged sea surface DIC, TA, and $\Omega_{arag}$ averaged monthly (dashed) and yearly (solid), all for the standard run (black) and the sensitivity runs with the ice-carbon-pump suppressed (red) and the ice algae suppressed (cyan).
run relative to the standard run. In fact, differences in sea-surface carbon properties between the no ice-carbon-pump and standard runs do not appear to be cumulative, as the offsets between the runs do not exhibit trends over the 20 year period.

Despite the similarity in annual, pan-Arctic averaged $\Omega_{\text{arag}}$ between the standard and no ice-carbon-pump runs, there is a substantial difference in the seasonal variability. The annual (summer-time) maxima in the no ice-carbon-pump run are $\sim 0.075$ higher than in the standard run. This indicates that, when the ice carbon pump is not represented, there is an overestimation of the simulated annual maximum $\Omega_{\text{arag}}$ at the sea surface.

In summary, the ice-carbon pump does not appear to be of substantial importance for carbon fluxes, but does substantially influence seasonality of carbon system quantities.

### 4.4.2 No ice-algae run

The suppression of ice algae only has a small effect on the pan-Arctic monthly mean sea surface DIC and TA relative to the standard run (see Figure 4.16, middle panels). However, the net carbon uptake of the pan-Arctic does exhibit a disparity between the no ice-algae and standard runs, with a net reduction of 4% in the annual pan-Arctic ocean carbon uptake by the end of the sensitivity run, relative to the standard run. The reduction in pan-Arctic carbon uptake grows steadily throughout the sensitivity run, indicating that the effect of ice algae (or neglect thereof) on the pan-Arctic ocean carbon uptake is cumulative, and may be an important consideration in long-term simulations (Figure 4.16, top). Seasonally, the difference in the carbon uptake between the two runs is most pronounced in the summers. The saturation state $\Omega_{\text{arag}}$ shows an increasing difference in the summers between the standard and no ice-algae run, slightly lower in the no ice-algae run than in the standard run, approaching a difference between the runs of $\sim 0.05$ by the year 2010 (Figure 4.16, bottom).

As discussed in Chapter 3, ice algae have a two-fold impact on the inorganic carbon system of the water column. First, the growth of ice algae is associated with a reduction of inorganic carbon through the direct uptake of nutrients. Second, and partially offsetting the first effect, the ice algae reduce the pelagic bloom through surface nutrient depletion. In this 3D study, the integrated phytoplankton content of the upper 50 m of the water column, summed over the pan-Arctic, is largely unchanged between the standard run and the no ice-algae run (Figure 4.17, top). However, the nitrogen content of the upper 50 m of the water column is affected, with a net decrease of $\sim 10\%$ in both annually-averaged pan-Arctic NO$_3$ and NH$_4$, in the no ice-algae run relative to the standard run, by the end of the
sensitivity run. The difference in both NO$_3$ and NH$_4$ between the two runs is cumulative. The result that nutrients are reduced in the no ice-algae run relative to the standard run is counterintuitive because detrital release of ice algae contributes to the fast-sinking large detritus pool, which mostly remineralizes below 50 m depth. It is difficult to ascertain the reason for the difference in upper-ocean nitrogen content between the standard and no ice-algae runs from a pan-Arctic average, but it is apparent that the difference in NO$_3$ occurs throughout the year, while for NH$_4$, the difference between the two runs is largely in the summer (Figure 4.17). The seasonality of the differences in NO$_3$ and NH$_4$ between the runs is due to the light limitation on nitrification, which largely contributes to the conversion of NH$_4$ to NO$_3$ in the (darker) winter (Chapter A.2.1) From a transect through the Canadian Arctic (not shown) there are elevated (standard run relative to no ice-algae run) NO$_3$ and NH$_4$ contents in the upper 50 m in the CPS and for NH$_4$ on the South Beaufort Sea shelf, indicating that the difference may be largely located along shelf regions.

In summary, the inclusion of ice algae in a biogeochemical model for the Arctic Ocean leads to a more representative ecosystem, and has a cumulative, but relatively small, effect on the simulated ocean carbon system over a short time period (less than a decade). However, over longer time scales, the cumulative changes to simulated nutrients in the upper 50 m and net carbon uptake of the Arctic Ocean between the standard and no ice-algae runs indicate that neglecting the sympagic ecosystem leads to cumulative deviations of important biogeochemical ocean properties. This sensitivity analysis indicates that the sea ice ecosystem is a necessary component in the analysis of the Arctic Ocean inorganic carbon system in simulations longer than a decade.

### 4.5 Conclusions

In this study, a sea ice ecosystem and ice carbon pump were implemented in a biogeochemical model representing the Arctic Ocean in order to evaluate the impact on the inorganic carbon system, including CO$_2$ uptake, acidification, and the saturation states $\Omega_{\text{arag}}$ and $\Omega_{\text{calc}}$, for the pan-Arctic domain and selected subregions. The model was forced by meteorological data for the recent period of observed sea ice loss (from 1980 – 2010, with a spinup period from 1969 – 1979). The simulated Arctic Ocean sea ice properties are in good agreement with observations of sea ice area and with a previous estimation of simulated sea ice volume, and the net pan-Arctic ocean carbon uptake is within the range of multiple previous studies. This study indicates that there is a $\sim$20% increase in the pan-Arctic ocean uptake of carbon, from 115 to 135 Tg C yr$^{-1}$, during the simulated loss
Figure 4.17: Total annual (solid) and monthly (dashed) phytoplankton carbon content in the upper 50 m and of the ice algae for the pan-Arctic (Tg C). The black lines indicate the standard run and the cyan lines indicate the no ice-algae run. The lower panels display the same for NO$_3$ and NH$_4$ content in the upper 50 m over the same area.
of sea ice over the period of the standard run. During the period 1980 – 2015, carbon uptake, area of open ocean, (imposed) atmospheric and (simulated) sea surface $pCO_2$, and temperature all increase coincident with decreases in saturation state (both $\Omega_{arag}$ and $\Omega_{calc}$) and annually-averaged pH (from 8.1 to 8) over the pan-Arctic surface ocean. The increase in pan-Arctic sea surface temperature accounts for 10% of the pan-Arctic increase in sea surface $pCO_2$.

The simulated pan-Arctic sea surface salinity shows a fresh bias, relative to an interpolated observational dataset (PHC), centering on the regions of the Canadian Polar Shelf and the northern Beaufort and northern Chukchi Seas. These regions correspond to areas of sparse observations, so the low salinity simulated in these regions is not necessarily incorrect. However, given the influence of sea surface salinity on sea surface carbon properties, e.g., through the coincident influence on DIC and TA due to ice melt/growth as well as in regions of river inflow, it is important to determine whether the model accurately represents the sea surface salinity. The deviation between the model output and interpolated observations in these areas (the Canadian Polar Shelf and the northern Beaufort and northern Chukchi Seas) indicate that they are key regions of uncertainty, and hence there is a need for observations there in order to constrain the sea surface salinity.

Minima in $\Omega_{arag}$ and $\Omega_{calc}$ occur in winter, and regional and seasonal undersaturation of aragonite occurs in increasing frequency from the beginning to the end of the standard run. The timing and location of undersaturation events have a potential negative impact on (e.g.) pteropods in biologically important regions and seasons [Bednaršek et al., 2014; Comeau et al., 2012].

Regional analyses, with a focus on deviations from the pan-Arctic mean, indicate that the uptake of carbon is stronger in the seas adjacent to the Atlantic (Barents and Norwegian Seas) and accounts for a large proportion of the increase in net annual Arctic Ocean carbon uptake over the period of sea ice loss. The Laptev Sea has particularly low pH and high (sometimes supersaturated) $pCO_2$, relative to the pan-Arctic mean, in line with observations. The South (on-shelf) and North (off-shelf) Beaufort Seas exhibit distinct trends in both annual-averaged $pCO_2$, but similarly low total annual carbon uptake. For the North Beaufort, the low carbon uptake is attributed to the relatively high ice cover, but for the South Beaufort, the low carbon uptake is attributed to a combination of, 1) sea surface $pCO_2$ close to (but still undersaturated relative to) atmospheric $pCO_2$ and, 2) a relatively high (but not as high as the North Beaufort) sea ice cover. Lastly, the Canadian Polar Shelf does not exhibit a strong trend in ice cover or net annual carbon uptake, but does show an accelerated increase in $pCO_2$ and decrease in pH, relative to the pan-Arctic
Two sensitivity studies were performed to address the long term (two decades) effect of two parameterizations implemented in this study. The first study tests the sea-ice carbon pump of DIC and TA. In the standard run, the ice-carbon-pump during ice growth was altered to release both DIC and TA at the bottom of the mixed layer rather than the surface in order to represent brine-associated rejection of DIC and TA. A comparison run, with both DIC and TA fluxes associated with ice growth/melt suppressed, shows little effect on the total uptake of carbon by the Arctic Ocean (North of 66.5° N), but a substantial decrease in the seasonal variability in DIC and TA, as well as an increase in the summertime saturation state in the pan-Arctic sea surface. Neglecting the ice-carbon-pump results in an overestimation of the maximum simulated $\Omega_{arag}$, and therefore underestimating the stress that aragonite-forming organisms will experience (or the period of low stress) in the future Arctic Ocean with the current trend in ocean acidification. Differences between the standard and no ice-carbon pump runs do not appear to increase with time.

A second sensitivity analysis tested the effect of simulated ice algae on the sea surface $pCO_2$ and ocean uptake of carbon with a comparison between the standard and no ice-algae runs. The no ice-algae run exhibited a cumulative decrease in the pan-Arctic uptake of carbon of 4%, relative to the standard run, by the end of this sensitivity run. This analysis indicates that the simulated ice algae have a small effect on the simulated Arctic Ocean over sub-decadal periods, but that the cumulative effect, namely on upper water column nutrients and the carbon uptake of the Arctic Ocean, suggests the sympagic ecosystem should be included in longer-term model runs.

In the Arctic Ocean, many measurement campaigns are focused on the summer months when the region is more accessible. Furthermore, proximity to research stations and/or accessible ports understandably influences decisions on where to make measurements. The strong seasonal and regional variability in the simulated inorganic carbon system properties presented in this study indicates that the interpretation of observational studies should take into account the seasonal and regional sampling bias when assessing the state of the inorganic carbon system, uptake capacity and $CaCO_3$ saturation states. Furthermore, the sparsity of winter-time observations due to the difficult conditions in Arctic winters emphasizes the importance of this type of model study, which can be compared to available observations and fill in the gaps where and when observations are not available. Another important fact emphasized by the results of this study is that changes to DIC alone are not sufficient to define changes to other carbon system properties. As an illustrative example, a coincident decrease in both the sea surface DIC and TA (as occurs with ice-melt) can
largely counter one another in terms of the sea surface $p\text{CO}_2$. 
5 Conclusion

Over the last few decades and into the near future, the Arctic Ocean has experienced and will continue experiencing dramatic changes. The Arctic Ocean is undergoing a regime shift from a largely ice-covered ocean for most of the year to a largely ice-free ocean (especially) in the summers. Surface exchange of heat, momentum, and carbon between the Arctic atmosphere and ocean are likely to be strongly affected by the distribution and extent of sea ice. In this study, I developed a representation of the inorganic carbon system in a 1D and then 3D model incorporating an ice-associated ecosystem and inorganic biogeochemistry. The objectives were, first, to accurately represent the carbon system and analyze the relative importance of biological (both sympagic and pelagic) and inorganic (air-sea exchange, high-DIC brine transport associated with ice growth, and DIC dilution associated with ice melt) processes, and second, to estimate changes to the ocean uptake of carbon with an evolving ice-cover representing the changes over the recent past.

In order to establish a set of parameterizations which could be transferred into a 3D regional Arctic model, I used a 1D model as a tool to investigate the physical and biological controls on sympagic and pelagic primary production using observations from Resolute Passage. I implemented the sympagic ecosystem into the 1D model and ensured that physical variables agreed with measurements from observational studies during the spring bloom of 2010. Results of the standard simulation, including a snow distribution function allowing for a slow evolution towards bare ice and melt ponds, are generally in good agreement with the observations of snow/melt pond depths, ice thickness, under-ice PAR, and bottom-ice and seawater Chl $a$ observed during the melt season in 2010. The simulated ice algal and under-ice phytoplankton blooms in the standard run agree well with the observations in terms of timing (for ice algae: onset, maximum, and senescence; for phytoplankton: onset only), and magnitude. I then implemented an inorganic carbon system into the 1D biogeochemical model incorporating a coupled sea-ice and pelagic ecosystem. The simulated inorganic carbon system depends on processes including primary production, remineralization, and nitrification; ice-water and ice-air fluxes of carbon due to ice growth and melt (including transport by brine plumes); ikaite precipitation and dissolution; and direct air-sea exchange. The simulated net ocean carbon uptake during the
open-water season is within the range of summer-time observations of air-sea carbon flux in the region found in other studies, with a mean value of 10.2 mmol C m\(^{-2}\) day\(^{-1}\) over the open-water season.

The carbon cycle I implemented in the 1D biogeochemical model provides insight into the ocean carbon uptake and exchanges during ice growth, ice melt, and in the open-water season. When both DIC and TA have similar changes in both sign and magnitude, as occurs during ice growth and melt (via concentration and dilution, respectively), the changes in sea surface \(pCO_2\) largely cancel each other out. Sensitivity analyses indicate that sympagic and total (sympagic and pelagic) biological activity respectively account for 1% and more than 50% of the net ocean carbon uptake. Ice algae have a larger absolute impact when pelagic primary production is suppressed, because of reduced competition for nutrients. Inclusion of ikaite precipitation within sea ice, and subsequent dissolution in the water column during ice melt, results in only a small change (~1% for ikaite concentrations of 50 mmol C m\(^{-3}\)) to the net ocean carbon uptake. However, an order of magnitude larger ice-ocean transfer of ikaite could have a larger impact on the subsequent open-water season (>10%) because of the inherent differential contribution of DIC and TA to the water column.

Based on the results of the 1D model studies, I implemented the sympagic ecosystem and a modified ice carbon pump in an existing 3D regional biogeochemical model representing the entire Arctic Ocean. The model was forced by meteorological data over the recent period of observed sea ice loss (the satellite era from 1980 – 2015, with a spinup period from 1969 – 1979), in order to estimate changes to the Arctic Ocean’s uptake of carbon and ocean acidification. The simulated Arctic Ocean sea ice properties are in good agreement with observations of sea ice area and with independently simulated sea ice volume, and the simulated net Arctic Ocean carbon uptake is in good agreement with multiple previous studies.

In the 3D standard run, there is a ~20% increase in the pan-Arctic ocean uptake of carbon, from 110 to 140 Tg C yr\(^{-1}\) (or an areal mean increase from 9.25 – 11.0402 mg C m\(^{-2}\) year\(^{-1}\)), during the loss of simulated sea ice in the Arctic Ocean over the period 1980 – 2015. Coincident with the increases in carbon uptake, seasonal open-water area, sea surface temperature, and sea surface and (imposed) atmospheric \(pCO_2\) are a decrease in the pan-Arctic annually-averaged saturation states \((\Omega_{arag}: \text{from 1.22 to 1.06 and } \Omega_{calc}: \text{from 1.95 to 1.7})\), and a decrease in annually-averaged pH, from 8.1 to 8, over the pan-Arctic surface ocean. The saturation states \(\Omega_{arag}\) and \(\Omega_{calc}\) are lowest in winter and occurrences of seasonal aragonite undersaturation occur regionally and become more frequent with
time over the standard run. In particular, the general decrease in $\Omega_{arag}$ has the potential to negatively impact sensitive biota in the marine Arctic. The increase in pan-Arctic, annually-averaged sea surface temperature accounts for $\sim 10\%$ of the increase in the pan-Arctic sea surface $pCO_2$ over the period 1980 – 2015.

Regional analyses indicate large spatial variability, and regions with pronounced sea surface characteristics, relative to the pan-Arctic mean, are as follows. The uptake of carbon is highest in the Barents and Norwegian Seas, which also account for a large proportion of the increase in Arctic Ocean carbon uptake over the period 1980 – 2015. The Laptev Sea has particularly low pH, $\Omega_{arag}$, and $\Omega_{calc}$ and high $pCO_2$ at the sea surface, consistent with observations. The South and North Beaufort Seas exhibit increasing trends in annual-averaged $pCO_2$, despite relatively low total annual carbon uptake. For the North Beaufort, the low carbon uptake is due to the relatively high ice cover, but for the South Beaufort, the low carbon uptake is potentially due to a combination of low sea surface $pCO_2$, high (but not as high as the North Beaufort) sea ice cover, and high-DIC/low-TA river input. Lastly, the Canadian Polar Shelf is undergoing an accelerated increase in $pCO_2$ and decrease in pH, relative to the pan-Arctic mean.

I also tested the model sensitivity to two modifications implemented in this study. The first modification, which tested the effect of the (subsurface) sea-ice carbon pump, showed only a small change to the total uptake of carbon by the Arctic Ocean with the ice-carbon pump suppressed, consistent with the previous 1D study, but a marked decrease in the seasonal variability of both DIC and TA, as well as an offset in the summertime saturation state in the surface Arctic Ocean. The higher summertime maxima for simulated $\Omega_{arag}$ in the no ice-carbon-pump run indicate that neglecting the ice-carbon-pump leads to an underestimation of the stress to organisms that produce aragonite.

The second modification focused on the effect of the simulated ice algae on the sea surface $pCO_2$ and ocean uptake of carbon by comparing the standard and no ice-algae runs. In the no ice-algae run, pan-Arctic uptake of carbon was less than that in the standard run, and the difference between the runs increased to 4% at the end of 20 years. Comparison between the standard and no ice-algae runs indicates that the inclusion of simulated ice algae may not be necessary over shorter (sub-decadal) runs of a regional Arctic Ocean model, consistent with the 1D model study, but that the cumulative effects on upper water column nutrients and the carbon uptake imply that inclusion of the sympagic ecosystem has a growing importance for longer-term model runs.

In the Arctic Ocean, difficult winter conditions mean that many measurement campaigns are focused on the summer months when the region is more accessible. The strong sea-
sonal variability in the simulated inorganic carbon system properties presented in this study indicate that the interpretation of observational studies should take into account the seasonal sampling bias. Furthermore, the sparsity of winter-time observations due to the difficult conditions in Arctic winters emphasizes the importance of this type of model study, which can be compared to available observations and fill in the gaps when and where the observations are not available.

Sea ice algae are a functional group that occupy a unique niche in polar marine environments. They comprise a piece of a larger marine ecosystem and are linked to the underlying water column through exchange of nutrients and organic material (the latter can influence seeding of both sympagic and pelagic blooms). The extent and productivity of sea ice algae are limited to field observations, as they are undetectable via satellite measurements. An accurate model representation of sea ice algae can provide a valuable tool for expanding our understanding from point-wise measurements to a broader regional perspective. The 1D and 3D model developments in this study provide insight into how the sympagic and pelagic ecosystems interact and illustrate the relative importance of the two, with a focus on biomass and sea surface carbon system properties.

Another important general concept, evident in both the 1D and 3D studies, is the fact that changes to DIC alone are not sufficient to define changes to other carbon system properties. It is true that, at the air-sea interface, TA is not exchanged, such that air-sea exchange of carbon alone affects the sea surface $pCO_2$. As an illustrative counterexample, though, at the ice-ocean interface, the coincident decrease in both the sea surface DIC and TA (as occurs during ice melt) can largely counter one another in terms of the effect on the sea surface $pCO_2$.

This study is the first to couple simulated sympagic and pelagic ecosystems in order to analyze the effects of both sympagic and pelagic ecosystems on ocean carbon uptake in a 1D ocean model, and of ice algae in a regional 3D ocean model. Another novel aspect of the model in this study is the inclusion of a subsurface, non-local transport of DIC and TA during ice growth associated with brine deposition. This is also the first study to compare the relative effect of sea ice algae and the sea-ice carbon pump, with respect to inorganic carbon properties at the sea surface.

The sensitivity experiments for the no-ice-algae and no ice-carbon-pump runs are initialized with the output from the standard run for year 1990, when the system has already been spun-up with the inclusion of ice algae. Ignoring time/computational constraints, a better setup for these experiments would be to run them in parallel with the standard run with the same initial year for all runs (1969) and let the system evolve under the three different
runs. In particular for the no-ice-algae run, running the experiment from the same starting point as the standard run has the potential to shed some light on the decrease in pan-Arctic surface nitrogen concentration relative to the standard run, as the drift in surface nitrate may be due to the system readjustment to the loss of the sea ice from the period 1969 – 1990.

Other possible sensitivity experiments of the model could look at how the inorganic carbon system is affected by changes to river runoff, precipitation, or the representation of the pelagic ecosystem. Another future research direction could be further analysis of the simulated ice-carbon-pump through differentially varying the flux of DIC relative to TA (difference in ice and seawater reference concentrations) associated with ice growth and melt. Lastly, the two sensitivity analyses of the 3D model in this study could also include a third scenario, in which the ice carbon pump is confined to the surface layer during ice growth (the LIM-NEMO standard formulation) as an additional test.

Concerning the regional analysis, the present study employs a priori regions for comparison. One alternative suggestion is not to define the regions a priori, but to define them based on distinctive properties, e.g. sea-surface pCO\textsubscript{2} or pH, through a cluster analysis approach. Distinct subregions or overlap of regions defined in the present study might obscure areas that stand out in a cluster analysis. This alternative clustering approach to regional analysis has the potential advantage of identifying distinctive regions which might remain undiscovered by the "static region" approach in the present study.

Lastly, the Arctic Ocean biogeochemical sea-ice and ocean 3D model developed in this study lends itself to many potential future research questions. One of the clearest ways to move forward utilizing this model would be to apply it in a study of near-future projections in order to estimate the effect of continued sea ice loss on the pan-Arctic carbon uptake and to predict how the Arctic Ocean will evolve in terms of acidification and as a sink to anthropogenic carbon production. For the present study, the DIC boundary conditions imposed on the region are held constant, however in both the recent past and the near future the near-surface DIC at the boundaries should exhibit an increase reflecting the increase in atmospheric pCO\textsubscript{2}. In addition, imposing atmospheric pCO\textsubscript{2} forcing conditions based on Arctic observations would be more appropriate for the Arctic Ocean (rather than tropical pCO\textsubscript{2} observations from in Mauna Loa).
Appendices
A Additional Information

A.1 Additional information for Chapter 2

A.1.1 Parameterizations for subgrid-scale snow depth distribution and light penetration through snow, sea ice, and melt ponds

To improve light and heat flux estimates through sea ice in regional and global models, Abraham et al. [2015] applied two kinds of one-parameter probability density functions for describing subgrid-scale snow depth variability: Rayleigh and gamma distributions. In this study, the Rayleigh distribution is used in model simulations since Abraham et al. [2015] indicated a better fit with observed snow depth evolution. The probability density function for the Rayleigh distributed snow ($pdf(h)$) is defined as

$$pdf(h) = \frac{\pi h}{2h_s^2} \exp\left(-\frac{\pi h^2}{4h_s^2}\right),$$  \hspace{1cm} (A.1)

where $h$ is the snow depth (m) and $h_s$ represents the gridbox-mean snow depth (m), which is simulated by the sea ice model. The light transmission through snow and sea ice is described by the Beer-Lambert law, which is defined in a generalized form as:

$$I(z) = I_0 \exp(-\kappa z),$$  \hspace{1cm} (A.2)

where $I(z)$ is the radiation at depth $z$ (m) below the surface (W m$^{-2}$) and $\kappa$ is the extinction coefficient of the medium (m$^{-1}$). $I_0$ represents the amount of incident light that penetrates into the snow/ice/melt ponds surface (W m$^{-2}$), which is defined in a generalized form as

$$I_0 = SWR(1 - \alpha)\iota_0,$$  \hspace{1cm} (A.3)

where $SWR$ is the incident shortwave radiation (W m$^{-2}$), $\alpha$ is the surface albedo (dimensionless), and $\iota_0$ is the transmissivity coefficient (dimensionless). For a fully snow-covered surface of non-uniform snow depth, the gridbox-mean light intensity at the snow base is
obtained by averaging the Beer-Lambert law over all snow depths weighted by the relative probabilities:

\[ \bar{I}_s = SWR (1 - \alpha_s) i_{0,s} \int_0^\infty pdf(h) \exp(-\kappa_s h) dh, \]  

(A.4)

where \( \alpha_s, i_{0,s}, \) and \( \kappa_s \) respectively represent the albedo, the transmissivity coefficient, and the extinction coefficient for snow.

During melt periods, the ice surface may have different covers, such as snow, bare ice, and melt ponds. To account for different surface conditions in the parameterization of the gridbox-mean light intensity at the ice surface, Abraham et al. [2015] accounted for these different surface conditions within a grid box by introducing surface area fractions of snow (\( A_s \)), bare ice (\( A_i \)), and melt ponds (\( A_m \)), such that

\[ A_s + A_i + A_m = 1. \]  

(A.5)

The parameterizations for \( A_s, A_i, \) and \( A_m \) are described in Abraham et al. [2015]. The gridbox-mean light intensity at the ice surface (\( \bar{I}_{\text{top}} \)) is then defined as a sum of the incident light that has: 1) penetrated through snow; 2) reached the bare ice; and 3) penetrated through melt ponds. Hence, \( \bar{I}_{\text{top}} \) is given by

\[ \bar{I}_{\text{top}} = A_s \bar{I}_s + A_i I_{0,i} + A_m I_{0,m} \exp(-\kappa_m h_m) \]  

(A.6)

where \( \bar{I}_s \) is Equation A.4. \( \kappa_m \) and \( h_m \) are the extinction coefficient and the depth of melt ponds, respectively. \( I_{0,i} \) and \( I_{0,m} \) respectively represent the amounts of incident light that penetrates through the ice and melt ponds surface:

\[ I_{0,i} = SWR(1 - \alpha_i) i_{0,i} \]  

(A.7)

\[ I_{0,m} = SWR(1 - \alpha_m) i_{0,m} \]  

(A.8)

where \( \alpha_i \) and \( \alpha_m \) are the albedos and \( i_{0,i} \) and \( i_{0,m} \) are the transmissivity coefficients for sea ice and melt ponds, respectively. The optical parameters used in this study are listed in Table A.1. Note that different values for the extinction coefficients and albedos are set between the freezing and melting phases of snow and sea ice. To allow a smooth transition between the values under the freezing and melting phases, the extinction coefficients and
albedos of snow and sea are defined based on Abraham et al. [2015] as
\[ \kappa_s = \frac{\kappa_{s,f} + \kappa_{s,m}}{2} + \frac{\kappa_{s,m} - \kappa_{s,f}}{2} \tanh(T - 273.15^\circ C) \] (A.9)
\[ \kappa_i = \frac{\kappa_{i,f} + \kappa_{i,m}}{2} + \frac{\kappa_{i,m} - \kappa_{i,f}}{2} \tanh(T - 273.15^\circ C) \] (A.10)
\[ \alpha_s = \frac{\alpha_{s,f} + \alpha_{s,m}}{2} + \frac{\alpha_{s,m} - \alpha_{s,f}}{2} \tanh(T - 273.15^\circ C) \] (A.11)
\[ \alpha_i = \frac{\alpha_{i,f} + \alpha_{i,m}}{2} + \frac{\alpha_{i,m} - \alpha_{i,f}}{2} \tanh(T - 273.15^\circ C) \] (A.12)

Following Zeebe et al. [1996], it is assumed that only PAR penetrates into the ice interior, while the radiation outside of PAR bands is absorbed by the uppermost layer of snow, bare ice, or melt ponds. Therefore, the gridbox-mean PAR at the ice base (\( \overline{PAR}_{bot} \)) is defined as
\[ \overline{PAR}_{bot} = \overline{I}_{top} \exp(-\kappa_i h_i) \] (A.13)
where \( h_i \) is the ice thickness. Finally, the gridbox-mean PAR in the water column under the ice (\( \overline{PAR}_{ui}(z) \)) is first attenuated by ice algae before it reaches the uppermost layer of the water column, and is further reduced as it penetrates through each model layer due to absorption and scattering by seawater itself, as well as by phytoplankton and detritus:
\[ \overline{PAR}_{ui}(z) = \overline{PAR}_{bot} \exp(-\kappa_{ia} [IA] h_{ia} - \kappa_{ui} z_{sw}) \] (A.14)
where \( \kappa_{ia} \) is the extinction coefficient of ice algae, \( [IA] \) is the ice algal biomass, and \( h_{ia} \) is the thickness of the ice skeletal layer, which are all defined in the next section. \( z_{sw} \) is the depth of seawater under the ice. \( \kappa_{ui} \) is the total extinction coefficient in the water column defined as
\[ \kappa_{ui} = \kappa_{sw} + \kappa_{pd} \int_0^{z_{sw}} (P1 + P2 + D1 + D2) \, dz \] (A.15)
where \( \kappa_{sw} \) and \( \kappa_{pd} \) are the extinction coefficients for seawater and for both phytoplankton and detritus. \( \kappa_{sw} \) is computed by the GOTM model assuming the Jerlov type I [Burchard et al., 2006]. The concentrations of phytoplankton (\( P1, P2 \)) and detritus (\( D1, D2 \)) at the given model layer are defined in the next section.
A.1.2 Ecosystem model equations

The coupled sea ice-ocean biogeochemical model consists of 14 state variables (Figure 1 and Table A.1). Nitrogen is used as the currency for the model state variables other than $[Si]_ia$, $[Si]$, and $[BSi]$, which are expressed in silicon units. For comparison with observations, conversion from nitrogen (N) to Chl $a$ and carbon (C) are required. For small phytoplankton (P1), the Redfield C:N ratio of 106:16 (mol:mol) following Redfield et al. [1963b] and a fixed C:Chl $a$ ratio of 50:1 (wt:wt) following Lavoie et al. [2009] are used. For ice algae and large phytoplankton (IA and P2), a fixed C:N ratio of 106:12 (mol:mol) following Palmer et al. [2014a] and a fixed C:Chl $a$ ratio of 28:1 (wt:wt) following Lavoie et al. [2009] were used. In Lavoie et al. [2009], the C:Chl $a$ ratio of 28:1 (wt:wt) was used for ice algae, while 50:1 (wt:wt) was used for phytoplankton (corresponding to P2 in this study) assuming that ice algae was more acclimated to low light conditions. However, in this study, prescribing different C: Chl $a$ ratios between IA and P2 would result in the violation of mass conservation of chlorophyll $a$ in P2 because IA and P2 are coupled through the flushing of ice algae to enter the P2 pool, and also because chlorophyll $a$ is not modeled explicitly. We represent the photoacclimation of IA relative to P2 by prescribing different values of photosynthetic parameters. The parameters for the ecosystem model are listed in Table A.3.

Sea ice component

The sea ice biogeochemical model consists of four state variables: ice algae, nitrate, ammonium, and silicate. The equation for ice algae is

$$\frac{\partial}{\partial t} [IA] = \mu_{ia}[IA] - M[IA] - \left( \frac{[R_{ice}] + f_{pond}\rho_{pond}}{z_{ia}} \right) [IA], \quad (A.16)$$

where $[IA]$ is the ice algal biomass in the bottom 3 cm of the skeletal layer (mmol N m$^{-3}$). The first term in Equation A.16 represents the growth of ice algae due to primary production. The rate of ice algal growth ($\mu_{ia}$) depends on the ambient temperature of the bottom ice ($[T]_ia$ in °C) following Eppley [1972], as well as on the minimum value among the four limitation functions ($L_{nit}$, $L_{sit}$, $L_{lig}$, and $L_{ice}$):

$$\mu_{ia} = \mu_{ia}^{max} \ln (2) \exp (b_{ia}[T]_ia) \min (L_{nit}, L_{sit}, L_{lig}, L_{ice}), \quad (A.17)$$

where $\mu_{ia}^{max}$ represents the specific growth rate and $b_{ia}$ is the temperature sensitivity coefficient for the ice algal growth. Following Lavoie et al. [2005a], $\mu_{ia}^{max}$ and $b_{ia}$ are set to
0.85 d\(^{-1}\) and 0.0633 °C\(^{-1}\). The nitrogen (\(L_{nit}\)) and silicon (\(L_{sil}\)) limitation functions are based on the Monod formulation [Monod, 1949]:

\[
L_{nit} = \frac{[NO_3]_{ia} + [NH_4]_{ia}}{k_n + [NO_3]_{ia} + [NH_4]_{ia}}
\]

\[
L_{sil} = \frac{[Si]_{ia}}{k_s + [Si]_{ia}}
\]

where \([NO_3]_{ia}\), \([NH_4]_{ia}\), and \([Si]_{ia}\) respectively represent the concentrations of nitrate (mmol N m\(^{-3}\)), ammonium (mmol N m\(^{-3}\)), and silicate (mmol Si m\(^{-3}\)) in the bottom 3 cm of the ice skeletal layer. \(k_n\) and \(k_s\) are the half-saturation constants for nitrogen and silicon uptake, which are set to 1 mmol N m\(^{-3}\) and 4 mmol Si m\(^{-3}\) following Lavoie et al. [2005a], respectively. The light limitation function (\(L_{lig}\)) is formulated following Lavoie et al. [2005a]:

\[
L_{lig} = \tanh \left( \frac{\alpha_{ia}}{P_{ia}} [PAR]_{ia} \right)
\]

where \(\alpha_{ia}\) is the photosynthetic efficiency (mg C (mg Chl a\(^{-1}\)) h\(^{-1}\) (\(\mu\)mol photons m\(^{-2}\) s\(^{-1}\))\(^{-1}\)), \(P_{ia}\) is the maximum photosynthetic rate (mg C mg Chl a\(^{-1}\) h\(^{-1}\)), and \([PAR]_{ia}\) is the PAR (in \(\mu\)mol photons m\(^{-2}\) s\(^{-1}\)) penetrating the ice algae skeletal layer, which is computed by the sea ice thermodynamic model. Lavoie et al. [2005a] used various values (0.1-0.45) for the ratio of \(\alpha_{ia}\) and \(P_{ia}\) depending on snow cover. We set the ratio of these two photosynthetic parameters (\(\alpha_{ia}/P_{ia}\)) to 0.44, based on the results of our sensitivity studies.

The ice growth/melt limitation function (\(L_{ice}\)) is formulated similarly to Lavoie et al. [2005a]:

\[
L_{ice} = \max \left( 1 - \frac{[R_{ice}]}{C_m}, 0 \right)
\]

where \([R_{ice}]\) is the ice growth/melt rate at the ice base (m s\(^{-1}\)) computed by the physical model (see Flato and Brown [1996] for details) and \(C_m\) is the critical ice growth/melt rate, which is set to 0.015 m d\(^{-1}\) following Lavoie et al. [2005a].

The second term in Equation A.16 represents the loss due to mortality. The mortality rate of ice algae (\(M\)) includes both linear and quadratic dependence on the ice algal biomass:

\[
M = m_{lia} \exp(b_{ia}[T]_{ia}) + m_{qia}[IA]
\]
where \( m_{lia} \) is the rate constant for the temperature-dependent linear mortality and \( m_{qia} \) is the rate constant for the quadratic mortality. We set \( m_{lia} \) and \( m_{qia} \) to 0.03 d\(^{-1}\) and 0.00015 d\(^{-1}\), based on the results of our sensitivity studies.

The last term in Equation A.16 represents the loss due to flushing. There are four sources of meltwater that contributes to flushing: ice meltwater originating from the 1) top, 2) interior, and 3) bottom of the sea ice; and 4) snow meltwater that drains out of melt ponds. The sum of the ice melt rates (\( R_{\text{ice}} \)) and the areal fraction of melt ponds (\( f_{\text{pond}} \)) are computed by the physical model (see Flato and Brown [1996] and Abraham et al. [2015] for details). \( r_{\text{pond}} \) represents the drainage rate of meltwater in the melt ponds, which is set to 0.0175 m d\(^{-1}\) following Taylor and Feltham [2004]. Finally, \( z_{ia} \) is the thickness of the ice skeletal layer, which is set to 0.03 m in this study.

The equations for nitrate ([\( NO_3 \)]\(_{ia}\)) and ammonium ([\( NH_4 \)]\(_{ia}\)) in the ice skeletal layer (mmol N m\(^{-3}\)) are defined as:

\[
\frac{\partial}{\partial t} \text{[NO}_3\text{]}_{ia} = -\mu_{ia}[IA] p_{\text{no3}}^{ia} \frac{\text{[NO}_3\text{]}_{ia}}{\text{[NO}_3\text{]}_{ia} + \text{[NH}_4\text{]}_{ia} + r_{\text{nit}}[\text{NH}_4\text{]}_{ia}} \\
- f_{\text{pond}} [\text{NO}_3\text{]}_{ia} + \frac{D}{h_{v}} \left( \frac{\text{[NO}_3\text{]}_{ia} - \text{[NO}_3\text{]}_{ia}}{z_{ia}} \right)
\]

(A.23)

\[
\frac{\partial}{\partial t} \text{[NH}_4\text{]}_{ia} = -\mu_{ia}[IA] \left(1 - p_{\text{no3}}^{ia}\right) \frac{\text{[NO}_3\text{]}_{ia}}{\text{[NO}_3\text{]}_{ia} + \text{[NH}_4\text{]}_{ia} + r_{\text{nit}}[\text{NH}_4\text{]}_{ia}} \\
- f_{\text{pond}} [\text{NH}_4\text{]}_{ia} + \frac{D}{h_{v}} \left( \frac{\text{[NH}_4\text{]}_{ia} - \text{[NH}_4\text{]}_{ia}}{z_{ia}} \right) \\
+ f_{lia} m_{lia} \exp(b_{ia} [T]_{ia}) [IA]
\]

(A.24)

The first term in Equation A.23 and Equation A.24 represents the loss due to uptake by ice algae. To discriminate the uptake of nitrate from that of ammonium, the relative preference index (\( p_{\text{no3}}^{ia}\)) based on Denman [2003] is defined as:

\[
p_{\text{no3}}^{ia} = \frac{\nu_{n}}{\nu_{n} + [\text{NH}_4\text{]}_{ia}}
\]

(A.25)

where \( \nu_{n} \) represents the half-saturation constant for preferential uptake of nitrate, which is set to 0.2 mmol N m\(^{-3}\) following Denman [2003]. The second term in Equation A.23 and Equation A.24 represents the nitrification, which is a source for nitrate and a sink for ammonium. In this study, a first order reaction is assumed for this process in the sea ice with a rate constant of 0.01 d\(^{-1}\). The third term in Equation A.23 and Equation A.24 represents the loss due to flushing, which is formulated in a similar manner as the flushing of ice algae. The fourth term in Equation A.23 and Equation A.24 represents the diffusive
exchange at the ice-ocean interface, where \([NO_3] \) and \([NH_4] \) are the concentrations (mmol N m\(^{-3}\)) of nitrate and ammonium in the uppermost layer of the water column. \(D\) is the molecular diffusion coefficient for dissolved nutrients at the ice-water interface, which is set to 4.7\(\times\)10\(^{-8}\) m\(^2\) s\(^{-1}\) \cite{Rebreanu2008}. The exchange rate at the ice-water interface depends on the molecular sublayer thickness \((h_\nu)\) defined as:

\[ h_\nu = \frac{\nu}{u_\tau}, \quad (A.26) \]

where \(\nu\) is the kinematic viscosity of seawater, which is set to 1.85\(\times\)10\(^{-6}\) m\(^2\) s\(^{-1}\) \cite{Lavoie2005a}. \(u_\tau\) represents the friction velocity, which is defined as

\[ u_\tau = \left( \frac{|\tau|}{\rho_0} \right)^{1/2}, \quad (A.27) \]

where \(\tau\) is the ice-ocean stress and \(\rho_0\) is the seawater density. Following \textit{Goosse and Fichefet} \cite{Goosse1999}, \(\tau\) is defined as

\[ \tau = \rho_0 C_{io} |u_i - u_o| (u_i - u_o), \quad (A.28) \]

where \(C_{io}\) is the drag coefficient at the ice-ocean interface, which is set to 0.0054 \cite{Shirasawa1997}. \(u_i\) and \(u_o\) are the magnitudes of horizontal velocity fields of ice and surface water, respectively. Substituting Equations A.27 and A.28 into Equation A.26 gives:

\[ h_\nu = \frac{\nu}{|u_i - u_o| C_{io}^{1/2}}, \quad (A.29) \]

where \(u_o\) is computed by the physical ocean model, and we assume \(u_i = 0\) for landfast ice considered in this study.

The fifth term in Equation A.24 represents the remineralization of dead ice algal cells. A direct transfer from ice algae to ammonium is implemented here due to lack of representation of detritus pool in the sea ice. It is assumed that only a fraction \((f_{lia})\) of linear mortality enters the ammonium pool, while the remaining fraction is released into the water column and enters the large detritus pool. In this study, \(f_{lia}\) is set to 0.3.

The equation for silicate \([Si]_ia\) in the ice skeletal layer (mmol Si m\(^{-3}\)) is given by:

\[ \frac{\partial}{\partial t} [Si]_ia = -q_{si2n} \mu_ia [IA] - \frac{f_{pond} r_{pond}}{z_{ia}} [Si]_ia + D \frac{[Si] - [Si]_ia}{z_{ia}} \quad (A.30) \]
where the first term represents the uptake by ice algae, the second term represents the flushing, and the third term represents the diffusive mixing at the ice-ocean interface. The uptake rate is converted from nitrogen to silicon units by assuming a fixed nitrogen-to-silicon intracellular ratio ($q_{\text{si2n}}$) of 1.7 mol Si:mol N based on Mundy et al. [2014a]. 

$[\text{Si}]$ represents the concentration of silicate in the uppermost layer of the water column (mmol Si m$^{-3}$).

**Oceanic component**

The ocean biogeochemical model consists of ten state variables: small and large classes of phytoplankton, zooplankton, and detritus, biogenic silica, nitrate, ammonium, and silicate. The equations for small and large phytoplankton are:

\[
\frac{\partial}{\partial t} [P_1] = \mu_{p1} [P_1] - \Gamma_{z1} \left( \frac{P_1}{F_{z1}} [Z1] - M_{lp1} [P_1] + \frac{\partial}{\partial z} \left( K_z \frac{\partial [P_1]}{\partial z} \right) \right) \tag{A.31}
\]

\[
\frac{\partial}{\partial t} [P_2] = \mu_{p2} [P_2] - \Gamma_{z2} \left( \frac{P_2}{F_{z2}} [Z2] - M_{lp2} [P_2] + \frac{\partial}{\partial z} \left( K_z \frac{\partial [P_2]}{\partial z} \right) \right) - m_{qp2} [P_2]^2 + f_{\text{seed}} \left( [R_{\text{ice}}] + r_{\text{pond}} \right) [IA] \frac{z_{\text{ia}}}{z_{\text{oc}}} \delta_{z,z1} \tag{A.32}
\]

where $[P_1]$ and $[P_2]$ respectively represent the biomass of small and large phytoplankton (mmol N m$^{-3}$). The first term in Equations A.31 and A.32 represent the growth due to primary production. The growth rates of phytoplankton ($\mu_{p1}$ and $\mu_{p2}$) depend on the ambient temperature, nutrient and light conditions:

\[
\mu_{p1} = \mu_{p1}^{\text{max}} Q_{10p}^{([T]-10)/10} \min \left( L_{\text{phy}}^{p1}, L_{\text{lig}}^{p1} \right) \tag{A.33}
\]

\[
\mu_{p2} = \mu_{p2}^{\text{max}} Q_{10p}^{([T]-10)/10} \min \left( L_{\text{phy}}^{p2}, L_{\text{lig}}^{p2} \right) \tag{A.34}
\]

where $\mu_{p1}^{\text{max}}$ and $\mu_{p2}^{\text{max}}$ represent the maximum specific growth rates, which are set to 0.5 and 2.0 d$^{-1}$, respectively [Steiner et al., 2006a]. The temperature dependence is based on the Q10 formulation with a Q10 factor ($Q_{10p}$) of 1.55 [Suzuki and Takahashi, 1995]. $[T]$ is the ambient seawater temperature ($^\circ$C), which is simulated by the physical model. The nutrient limitation functions are based on the Monod function [Monod, 1949]:

\[
L_{\text{nit}}^{\text{phy}} = \frac{[\text{NO}_3] + [\text{NH}_4]}{k_n + ([\text{NO}_3] + [\text{NH}_4])} \tag{A.35}
\]

\[
L_{\text{sil}}^{p2} = \frac{[\text{Si}]}{k_{si} + [\text{Si}]} \tag{A.36}
\]
where the same half-saturation constants are used between the sea ice and ocean biogeochemical modules. The light limitation functions are defined as

\[ L_{p_1}^{\text{lig}} = 1 - \exp \left( -\frac{\alpha_{p_1}}{P_{p_1}^{m}} [PAR] \right) \]  
(A.37)

\[ L_{p_2}^{\text{lig}} = 1 - \exp \left( -\frac{\alpha_{p_2}}{P_{p_2}^{m}} [PAR] \right) \]  
(A.38)

where \( \alpha_{p_1} \) and \( \alpha_{p_2} \) represent the photosynthetic efficiency and \( P_{p_1}^{m} \) and \( P_{p_2}^{m} \) represent the maximum photosynthetic rate. In this study, the ratios of photosynthetic parameters (i.e., \( \alpha_{p_1}/P_{p_1}^{m} \) and \( \alpha_{p_2}/P_{p_2}^{m} \)) are set to 0.07 for both phytoplankton groups. \([PAR]\) represents the photosynthetically active radiation in the water column (\( \mu \text{mol photons m}^{-2} \text{s}^{-1} \)) which is defined in the previous section. The second term in Equations A.31 and A.32 represent the loss due to grazing by zooplankton. The The rates of small and large zooplankton (\( \Gamma_{z_1} \) and \( \Gamma_{z_2} \)) are defined as

\[ \Gamma_{z_1} = \gamma_{z_1} Q_{10z}^{([T] - 10)/10} \frac{F_{z_1}^2}{k_{z_1}^2 + F_{z_1}^2} \]  
(A.39)

\[ \Gamma_{z_2} = \gamma_{z_2} Q_{10z}^{([T] - 10)/10} \frac{F_{z_2}^2}{k_{z_2}^2 + F_{z_2}^2} \]  
(A.40)

where \( \gamma_{z_1} \) and \( \gamma_{z_2} \) represent the maximum specific grazing rates, which are set to 1 \( \text{d}^{-1} \) for both zooplankton groups in this study. The Q10 factor for zooplankton (\( Q_{10z} \)) is set to 2.14 [Buitenhuis et al., 2006]. \( k_{z_1} \) and \( k_{z_2} \) represent the half-saturation constants for grazing, which are set to 1 mmol N m\(^{-3}\) for both zooplankton groups in this study. \( F_{z_1} \) and \( F_{z_2} \) respectively represent the available food sources for small and large zooplankton, which are defined as

\[ F_{z_1} = [P1] + f_{d_1}[D1] \]  
(A.41)

\[ F_{z_2} = [P2] + f_{d_2}[D2] + f_{z_1}[Z1] \]  
(A.42)

where \( f_{d_1} \) represents the grazing preference of small zooplankton on small detritus. \( f_{d_2} \) and \( f_{z_1} \) represent the grazing preferences of large zooplankton on small and large detritus, respectively. \( f_{d_1}, f_{d_2}, \) and \( f_{z_1} \) are all set to 0.5 following Steiner et al. [2006a].

The third terms in Equations A.31 and A.32 represent the linear mortality of small and large phytoplankton. Assuming a temperature dependence following the same Q10 formu-
lation, the rates of linear mortality are given by:

\[ M_{lp1} = m_{lp1}Q_{10p}^{[T]-10}/10 \]  
\[ M_{lp2} = m_{lp2}Q_{10p}^{[T]-10}/10 \]  

(A.43)  
(A.44)

where \( m_{lp1} \) and \( m_{lp2} \) represent the rate constants for linear mortality of small and large phytoplankton, respectively. In this study, both of these rates are set to 0.03 \( \text{d}^{-1} \).

The fourth terms in Equations A.31 and A.32 represent the vertical mixing of small and large phytoplankton at a given model layer with those in the adjacent (upper and/or lower) layers. \( K_z \) represents the vertical eddy diffusivity coefficient, which is calculated by the physical ocean model.

The fifth term in Equation A.32 represents the quadratic mortality of large phytoplankton, which depends on a rate constant, \( m_{qp2} \). In this study, \( m_{qp2} \) is set to 0.05 \( \text{d}^{-1} \) (mmol N m\(^{-3}\)). The sixth term in Equation A.32 represents the source for large phytoplankton due to seeding of ice algae. Following Lavoie et al. [2009], it is assumed that a certain fraction \( (1 - f_{seed}) \) enters the large detritus pool. In this study, \( f_{seed} \) is set to 0.1, assuming that 10% of ice algae flushing results in large phytoplankton seeding.

\[ \frac{\partial}{\partial t} [Z1] = a_1\Gamma_z[Z1] - M_{lz1}[Z1] - \Gamma_z f_{z1}[Z1][Z2] + \frac{\partial}{\partial z} \left( K_z \frac{\partial[Z1]}{\partial z} \right) \]  
\[ \frac{\partial}{\partial t} [Z2] = a_2\Gamma_z[Z2] - M_{lz2}[Z2] - m_{qz2}[Z2]^2 + \frac{\partial}{\partial z} \left( K_z \frac{\partial[Z2]}{\partial z} \right) \]  

(A.46)  
(A.47)

where \([Z1]\) and \([Z2]\) respectively represent the biomass of small and zooplankton (mmol N m\(^{-3}\)).

The first terms in Equations A.46 and A.47 represent the sources due to ingestion, which are proportional to the zooplankton grazing. \( a_1 \) and \( a_2 \) respectively represent the assimilated
fractions of grazing by small and large zooplankton, both of which are set to 0.7 following Lavoie et al. [2009].

The second terms in Equations A.46 and A.47 represent the sinks due to linear mortality. The rates of zooplankton linear mortality ($M_{lz1}$ and $M_{lz2}$) are parameterized in the same way as those of phytoplankton:

$$M_{lz1} = m_{lz1}Q_{10z}^{(T-10)/10}$$
$$M_{lz2} = m_{lz2}Q_{10z}^{(T-10)/10}$$

(A.48)

(A.49)

where the rate constants for linear mortality of small and large zooplankton ($m_{lz1}$ and $m_{lz2}$) are both set to 0.03 d$^{-1}$ [Lavoie et al., 2009].

The third term in Equation A.46 represents the loss of small zooplankton due to (carnivorous) grazing by large zooplankton. The third term in Equation A.47 represents the loss of large zooplankton due to quadratic mortality which is parameterized in the same way as the quadratic mortality of large phytoplankton with a rate constant ($m_{qz2}$) of 0.1 d$^{-1}$ (mmol N m$^{-3}$)$^{-1}$ in this study.

The fourth terms in Equations A.46 and A.47 respectively represent the vertical mixing of small and large zooplankton. The equations for small and large detritus, as well as
biogenic silica are given by

\[
\frac{\partial}{\partial t} [D1] = (1 - a_1) \Gamma_{z1}[Z1] + M_{P1}[P1] - \Gamma_{z1} \frac{f_{d1}[D1]}{F_{z1}}[Z1] - R_{d1}[D1] - w_{d1} \frac{\partial [D1]}{\partial z} + \frac{\partial}{\partial z} \left( K_z \frac{\partial [D1]}{\partial z} \right) \tag{A.50}
\]

\[
\frac{\partial}{\partial t} [D2] = (1 - a_2) \Gamma_{z2}[Z2] + M_{P2}[P2] - \Gamma_{z2} \frac{f_{d2}[D2]}{F_{z2}}[Z2] - R_{d2}[D2] - w_{d2} \frac{\partial [D2]}{\partial z} + \frac{\partial}{\partial z} \left( K_z \frac{\partial [D2]}{\partial z} \right) + m_{q2}[P2] \tag{A.51}
\]

\[
\frac{\partial}{\partial t} [BSi] = q_{si2n} \left( (1 - a_2) \Gamma_{z2}[Z2] + M_{P2}[P2] - \Gamma_{z2} \frac{f_{d2}[D2]}{F_{z2}}[Z2] \right) - R_{bsi}[BSi] - w_{d2} \frac{\partial [BSi]}{\partial z} + \frac{\partial}{\partial z} \left( K_z \frac{\partial [BSi]}{\partial z} \right) + q_{si2n} m_{q2}[P2] \tag{A.52}
\]

In each of Equations A.50, A.51, and A.52, the first term represents the unassimilated fraction of grazing that enter the detrital pool, the second term represents the source for detritus due to phytoplankton linear mortality, the third term represents the loss of detritus due to grazing, and the fourth term represents the remineralization of detrital materials. The rates of remineralization of small and large detritus and biogenic silica \((R_{d1}, R_{d2}, R_{bsi})\) depend on seawater temperature following the Q10 formulation:

\[
R_{d1} = r_{d1} Q_{10}^{[T] - 10}/10 \tag{A.53}
\]

\[
R_{d2} = r_{d2} Q_{10}^{[T] - 10}/10 \tag{A.54}
\]

\[
R_{bsi} = r_{bsi} Q_{10}^{[T] - 10}/10 \tag{A.55}
\]

where \(r_{d1}, r_{d2},\) and \(b_{si}\) represent the rate constants for remineralization, which are respectively set to 0.03 d\(^{-1}\) (this study), 0.3 d\(^{-1}\) [Lavoie et al., 2009], and 0.01 d\(^{-1}\) [Steiner et al., 2009].
The fifth terms in Equations A.50, A.51, and A.52 represent the loss due to sinking. It is assumed that detritus sink at a fixed rate; a rate of 1 m d\(^{-1}\) is given to small detritus, while a faster sinking rate of 50 m d\(^{-1}\) is prescribed for large detritus and biogenic silica. Both of these rates are taken from Lavoie et al. [2009]. Detritus reaching the seafloor is accumulated in the deepest layer of the water column. The sixth terms in Equations A.50, A.51, and A.52 represent the vertical mixing of respective detrital materials.

The seventh terms in Equations A.50 and A.51 represent the sources for small and large detritus due to quadratic mortality of large phytoplankton. The last three terms in these equations represent the influxes of detrital materials from the ice skeletal layer due to flushing (the ninth terms), linear mortality (the tenth terms), and quadratic mortality (the eleventh terms) of ice algae. Note that the equation for biogenic silica is identical to the equation for large detritus except that the two state variables have different remineralization rates and that those terms expressed in nitrogen units are converted to silicon units by assuming a fixed intracellular nitrogen-to-silicon ratio of 1.7 mol N:mol Si [Mundy et al., 2014a].

The equations for dissolved nutrients in the water column are defined as

\[
\frac{\partial}{\partial t}[NO_3] = - (\mu_{p1}[P1] + \mu_{p2}[P2]) p_{no3} \frac{[NO_3]}{[NO_3] + [NH_4]} + \eta[NH_4] - \frac{D}{h_\nu} ([NO_3] - [NO_3]_{ia}) \delta_{z,z_1} + \frac{\partial}{\partial z} \left( K_z \frac{\partial[NO_3]}{\partial z} \right)
\]  

\[
(A.56)
\]

\[
\frac{\partial}{\partial t}[NH_4] = - (\mu_{p1}[P1] + \mu_{p2}[P2]) \left( 1 - p_{no3} \frac{[NO_3]}{[NO_3] + [NH_4]} \right) - \eta[NH_4] + M_{iz1}[Z1] + M_{iz2}[Z2] + R_{d1}[D1] + R_{d2}[D2] - \frac{D}{h_\nu} ([NH_4] - [NH_4]_{ia}) \delta_{z,z_1} + \frac{\partial}{\partial z} \left( K_z \frac{\partial[NH_4]}{\partial z} \right)
\]  

\[
(A.57)
\]

\[
\frac{\partial}{\partial t}[Si] = -q_{si2n}\mu_{p2}[P2] + R_{bsi}[BSi] - \frac{D}{h_\nu} ([Si] - [Si]_{ia}) \delta_{z,z_1} + \frac{\partial}{\partial z} \left( K_z \frac{\partial[Si]}{\partial z} \right)
\]  

\[
(A.58)
\]

where \([NO_3]\), \([NH_4]\), and \([Si]\) represent the concentrations of nitrate, ammonium, and silicate, respectively.

The first terms in Equations A.56 and A.57 represent the uptake by both small and large phytoplankton. The first term in Equation A.58 represents the uptake by large phyto-
plankton only, assuming an insignificant silicon uptake by small phytoplankton. Similarly
to the nitrogen uptake by ice algae, the relative preference index for nitrate uptake is
formulated as a function of ammonium concentration following Denman [2003]:

\[ p_{no3} = \frac{v_n}{v_n + [NH_4]} \]  (A.59)

The second terms in Equations A.56 and A.57 represent the nitrification, which is a source
for nitrate and a sink for ammonium. The rate of nitrification depends on tempera-
ture [Kawamiya et al., 1995] and is assumed to be photo-inhibited [Aumont et al., 2015]:

\[ \eta = \frac{r_{nit} \exp(b_{nit}[T])}{1 + [PAR]} \]  (A.60)

where the rate constant \( r_{nit} \) and the temperature sensitivity coefficient \( b_{nit} \) for nitrifi-
cation are set to 0.03 d\(^{-1}\) and 0.0693 (°C\(^{-1}\)) following Kawamiya et al. [1995].

The third and the fourth terms in Equation A.57 respectively represent the sources for
ammonium due to linear mortality of small and large zooplankton. The fifth and the six
terms in the same equation represent the sources due to remineralization of small and large
detritus, respectively.

The second term in Equation A.58 represents the source for silicate due to remineralization
of biogenic silica. The second last terms in Equations A.56, A.57, and A.58 represent the
diffusive exchange of nutrients between the uppermost layer of the water column and the ice
skeletal layer. The last terms in these equations represent the vertical mixing of dissolved
nutrients between the model layers in the water column.

Lastly, for each of the living organisms \( IA, P1, P2, Z1, \) and \( Z2 \), all the sink terms in
the equation are neglected (i.e., set to zero) when its biomass is below its initial concentration
in order to maintain its overwintering level.
Figure A.1: P1, P2, and their light and nutrient limitations. Time series of simulated biomass of (a) P1 and (b) P2, light limitation index of (c) P1 and (d) P2, (e) nitrogen limitation index of P1 and P2, and (f) silicate limitation index of P2.
### Table A.1: List of state variables in the coupled sea ice-ocean biogeochemical model.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>[IA]</td>
<td>Ice algae in the bottom-ice skeletal layer</td>
<td>mmol N m(^{-3})</td>
</tr>
<tr>
<td>[NO(<em>3)](</em>{ia})</td>
<td>Nitrate in the bottom-ice skeletal layer</td>
<td>mmol N m(^{-3})</td>
</tr>
<tr>
<td>[NH(<em>4)](</em>{ia})</td>
<td>Ammonium in the bottom-ice skeletal layer</td>
<td>mmol N m(^{-3})</td>
</tr>
<tr>
<td>[Si](_{ia})</td>
<td>Silicate in the bottom-ice skeletal layer</td>
<td>mmol Si m(^{-3})</td>
</tr>
<tr>
<td>[P]</td>
<td>Small phytoplankton in the water column</td>
<td>mmol N m(^{-3})</td>
</tr>
<tr>
<td>[Z]</td>
<td>Small zooplankton in the water column</td>
<td>mmol N m(^{-3})</td>
</tr>
<tr>
<td>[D]</td>
<td>Small detritus in the water column</td>
<td>mmol N m(^{-3})</td>
</tr>
<tr>
<td>[BSi]</td>
<td>Biogenic silica in the water column</td>
<td>mmol Si m(^{-3})</td>
</tr>
<tr>
<td>[NO(_3)]</td>
<td>Nitrate in the water column</td>
<td>mmol N m(^{-3})</td>
</tr>
<tr>
<td>[NH(_4)]</td>
<td>Ammonium in the water column</td>
<td>mmol N m(^{-3})</td>
</tr>
<tr>
<td>[Si]</td>
<td>Silicate in the water column</td>
<td>mmol Si m(^{-3})</td>
</tr>
</tbody>
</table>

### Table A.2: Parameters for the sea ice biogeochemical model.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
<th>Default value</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\alpha_{ia}/P_{ia})</td>
<td>Ratio of photosynthetic parameters (photosynthetic efficiency and maximum photosynthetic rate) for IA</td>
<td>((\mu)mol photons m(^{-2}) s(^{-1}))(^{-1})</td>
<td>0.44</td>
<td>Within the range of Lavoie et al. [2005a]</td>
</tr>
<tr>
<td>(b_{ia})</td>
<td>Temperature sensitivity coefficient for ice algal growth</td>
<td>(^{\circ})C(^{-1})</td>
<td>0.0633</td>
<td>Lavoie et al. [2005a]</td>
</tr>
<tr>
<td>(C_{ice})</td>
<td>Critical ice growth/melt rate</td>
<td>m d(^{-1})</td>
<td>0.015</td>
<td>Lavoie et al. [2005a]</td>
</tr>
<tr>
<td>(C_{io})</td>
<td>Drag coefficient at the ice-ocean interface</td>
<td>-</td>
<td>0.0054</td>
<td>Shirasawa and Ingram [1997]</td>
</tr>
<tr>
<td>(D)</td>
<td>Molecular diffusivity for nutrients at the ice-water interface</td>
<td>m(^2) s(^{-1})</td>
<td>0.47 \times 10(^{-9})</td>
<td>Rebrenau et al. [2008]</td>
</tr>
<tr>
<td>(f_{ia})</td>
<td>Fraction of ice algae linear mortality that goes to NH(_4)</td>
<td>-</td>
<td>0.3</td>
<td>This study</td>
</tr>
<tr>
<td>(f_{seed})</td>
<td>Fraction of ice algae sloughing that contributes to P2 seeding</td>
<td>-</td>
<td>0.1</td>
<td>Lavoie et al. [2009]</td>
</tr>
<tr>
<td>(k_n)</td>
<td>Half-saturation constant for nitrogen uptake</td>
<td>mmol N m(^{-3})</td>
<td>1</td>
<td>Lavoie et al. [2005a]</td>
</tr>
<tr>
<td>(k_s)</td>
<td>Half-saturation constant for silicon uptake</td>
<td>mmol Si m(^{-3})</td>
<td>4</td>
<td>Lavoie et al. [2005a]</td>
</tr>
<tr>
<td>(m_{lia})</td>
<td>Rate constant for ice algae linear mortality</td>
<td>d(^{-1})</td>
<td>0.03</td>
<td>This study</td>
</tr>
<tr>
<td>(m_{qia})</td>
<td>Rate constant of ice algae quadratic mortality</td>
<td>d(^{-1}) (mmol N m(^{-3}) d(^{-1}))(^{-1})</td>
<td>0.00015</td>
<td>This study</td>
</tr>
<tr>
<td>(p_{max})</td>
<td>Maximum specific ice algae growth rate</td>
<td>d(^{-1})</td>
<td>0.85</td>
<td>Lavoie et al. [2005a]</td>
</tr>
<tr>
<td>(q_{sil})</td>
<td>Intracellular silicon-to-nitrogen ratio</td>
<td>mol Si:mol N</td>
<td>1.7</td>
<td>Mundy et al. [2014a]</td>
</tr>
<tr>
<td>(r_{pond})</td>
<td>Melt pond drainage rate</td>
<td>m d(^{-1})</td>
<td>0.0175</td>
<td>Taylor and Pelham [2004]</td>
</tr>
<tr>
<td>(r_{nitr})</td>
<td>Nitrification rate constant in sea ice</td>
<td>d(^{-1})</td>
<td>0.01</td>
<td>This study</td>
</tr>
<tr>
<td>(v_n)</td>
<td>Scale factor for nitrogen preference function</td>
<td>mmol N m(^{-3})</td>
<td>0.2</td>
<td>Denman [2003]</td>
</tr>
<tr>
<td>(\nu)</td>
<td>Kinematic viscosity of seawater</td>
<td>m(^{-1}) s(^{-1})</td>
<td>1.85 \times 10(^{-6})</td>
<td>Lavoie et al. [2005a]</td>
</tr>
<tr>
<td>(z_{ia})</td>
<td>Thickness of the ice skeletal layer</td>
<td>m</td>
<td>0.03</td>
<td>This study</td>
</tr>
<tr>
<td>(z_{oc})</td>
<td>Thickness of the ocean vertical grid</td>
<td>m</td>
<td>1</td>
<td>This study</td>
</tr>
</tbody>
</table>
Table A.3: Parameters for the ocean biogeochemical model.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
<th>Default value</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1$</td>
<td>Assimilated fraction of grazing by Z1</td>
<td></td>
<td>0.7</td>
<td>Lavoie et al. [2009]</td>
</tr>
<tr>
<td>$a_2$</td>
<td>Assimilated fraction of grazing by Z2</td>
<td></td>
<td>0.7</td>
<td>Lavoie et al. [2009]</td>
</tr>
<tr>
<td>$\alpha^{P_1}/P^{l_{1}}_m$</td>
<td>Ratio of photosynthetic parameters (photosynthetic efficiency and maximum photosynthetic rate) for P1</td>
<td>(µmol photons m$^{-2}$ s$^{-1}$)$^{-1}$</td>
<td>0.07</td>
<td>This study</td>
</tr>
<tr>
<td>$\alpha^{P_2}/P^{l_{2}}_m$</td>
<td>Ratio of photosynthetic parameters (photosynthetic efficiency and maximum photosynthetic rate) for P2</td>
<td>(µmol photons m$^{-2}$ s$^{-1}$)$^{-1}$</td>
<td>0.07</td>
<td>This study</td>
</tr>
<tr>
<td>$b_{nitt}$</td>
<td>Temperature sensitivity coefficient for nitrification</td>
<td>($^\circ$C)$^{-1}$</td>
<td>0.0693</td>
<td>Kawamiya et al. [1995]</td>
</tr>
<tr>
<td>$f_{d1}$</td>
<td>Grazing preference on D1</td>
<td></td>
<td>0.5</td>
<td>Monahan and Denman [2004]</td>
</tr>
<tr>
<td>$f_{d2}$</td>
<td>Grazing preference on D2</td>
<td></td>
<td>0.5</td>
<td>Lavoie et al. [2009]</td>
</tr>
<tr>
<td>$f_{z1}$</td>
<td>Grazing preference on Z1</td>
<td></td>
<td>0.5</td>
<td>Monahan and Denman [2004]</td>
</tr>
<tr>
<td>$\gamma_{z1}$</td>
<td>Specific grazing rate of Z1</td>
<td>d$^{-1}$</td>
<td>1</td>
<td>This study</td>
</tr>
<tr>
<td>$\gamma_{z2}$</td>
<td>Specific grazing rate of Z2</td>
<td>d$^{-1}$</td>
<td>1</td>
<td>This study</td>
</tr>
<tr>
<td>$k_{z1}$</td>
<td>Half-saturation constant for Z1 grazing</td>
<td>mmol N m$^{-3}$</td>
<td>1</td>
<td>This study</td>
</tr>
<tr>
<td>$k_{z2}$</td>
<td>Half-saturation constant for Z2 grazing</td>
<td>mmol N m$^{-3}$</td>
<td>1</td>
<td>This study</td>
</tr>
<tr>
<td>$m_{l_{p1}}$</td>
<td>Rate constant for P1 linear mortality</td>
<td>d$^{-1}$</td>
<td>0.03</td>
<td>This study</td>
</tr>
<tr>
<td>$m_{l_{p2}}$</td>
<td>Rate constant for P2 linear mortality</td>
<td>d$^{-1}$</td>
<td>0.03</td>
<td>This study</td>
</tr>
<tr>
<td>$m_{l_{z1}}$</td>
<td>Rate constant for Z1 linear mortality</td>
<td>d$^{-1}$</td>
<td>0.03</td>
<td>This study</td>
</tr>
<tr>
<td>$m_{l_{z2}}$</td>
<td>Rate constant for Z2 linear mortality</td>
<td>d$^{-1}$</td>
<td>0.03</td>
<td>This study</td>
</tr>
<tr>
<td>$m_{q_{p2}}$</td>
<td>Rate constant for P2 quadratic mortality</td>
<td>d$^{-1}$ (mmol N m$^{-3}$ d$^{-1}$)$^{-1}$</td>
<td>0.05</td>
<td>This study</td>
</tr>
<tr>
<td>$m_{q_{z2}}$</td>
<td>Rate constant for Z2 quadratic mortality</td>
<td>d$^{-1}$ (mmol N m$^{-3}$ d$^{-1}$)$^{-1}$</td>
<td>0.1</td>
<td>This study</td>
</tr>
<tr>
<td>$\mu^{m_{1}}_{max}$</td>
<td>Maximum specific growth rate of P1</td>
<td>d$^{-1}$</td>
<td>0.5</td>
<td>Steiner et al. [2006a]</td>
</tr>
<tr>
<td>$\mu^{m_{2}}_{max}$</td>
<td>Maximum specific growth rate of P2</td>
<td>d$^{-1}$</td>
<td>2.0</td>
<td>Steiner et al. [2006a]</td>
</tr>
<tr>
<td>$Q_{10p}$</td>
<td>Q10 factor for phytoplankton</td>
<td></td>
<td>1.55</td>
<td>Suzuki and Taka-hashi [1995]</td>
</tr>
<tr>
<td>$Q_{10z}$</td>
<td>Q10 factor for zooplankton</td>
<td></td>
<td>2.14</td>
<td>Buitenhuis et al. [2006]</td>
</tr>
<tr>
<td>$Q_{10b}$</td>
<td>Q10 factor for bacteria</td>
<td></td>
<td>1.9</td>
<td>Aumont et al. [2015]</td>
</tr>
<tr>
<td>$r_{d1}$</td>
<td>Rate constant for D1 remineralization</td>
<td>d$^{-1}$</td>
<td>0.03</td>
<td>Steiner et al. [2006a]</td>
</tr>
<tr>
<td>$r_{d2}$</td>
<td>Rate for D2 remineralization</td>
<td>d$^{-1}$</td>
<td>0.3</td>
<td>Lavoie et al. [2009]</td>
</tr>
<tr>
<td>$r_{b_{si}}$</td>
<td>Rate constant for BSi remineralization</td>
<td>d$^{-1}$</td>
<td>0.01</td>
<td>This study</td>
</tr>
<tr>
<td>$r_{n0}$</td>
<td>Nitrification rate at 0 $^\circ$C in seawater</td>
<td>d$^{-1}$</td>
<td>0.03</td>
<td>Kawamiya et al. [1995]</td>
</tr>
<tr>
<td>$w_{d1}$</td>
<td>D1 sinking rate</td>
<td>m d$^{-1}$</td>
<td>1</td>
<td>This study</td>
</tr>
<tr>
<td>$w_{d2}$</td>
<td>D2 sinking rate</td>
<td>m d$^{-1}$</td>
<td>50</td>
<td>Lavoie et al. [2009]</td>
</tr>
</tbody>
</table>
A.2 Additional information for Chapter 4

A.2.1 CanOE documentation

The following section is a draft of the CanOE documentation:


The documentation is repeated here with permission of the lead author.
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Introduction

The Canadian Ocean Ecosystem Model (CanOE) is a new ocean biogeochemistry module developed for the Canadian Earth System Model (CanESM, cf. Arora et al., 2011). It differs from the earlier Canadian Model of Ocean Carbon (CMOC; Zahariev et al., 2008) in having multiple functional groups of phytoplankton and zooplankton, flexible elemental ratios, prognostic iron and oxygen cycles, and prognostic calcification and denitrification. The overall computational cost is greater by about a factor of three (19 tracers vs. 6). CanOE has been implemented within the NEMO ocean modelling system, and CMOC has also been adapted to run within NEMO, so that we have several different biogeochemistry models to compare under identical circulation.

Among the more unsatisfactory aspects of CMOC in CanESM1 and CanESM2 was the excessive accumulation of nitrate beneath the Eastern Boundary Currents. This is a common failing of coarse-resolution ocean models (Moore and Doney, 2007). In CMOC it is exacerbated by the denitrification parameterization, which spreads nitrate loss over the ocean basins so that total N is conserved within each vertical column (total N2 fixation and total denitrification are equal at each grid point where N2 fixation occurs). CanOE has prognostic denitrification, but like CMOC it uses a parameterization of inputs of ‘new’ fixed N as function of temperature, irradiance and nutrients rather than an explicit N2-fixer functional group.
Another aspect of CMOC that is particularly unsatisfying is the parameterization of iron limitation as a static 'iron mask' based on the distribution of surface nitrate in the current climate. In order to implement a prognostic iron cycle with a minimum of additional tracers, CanOE has fixed C/N/Fe ratios in zooplankton and detritus and variable ratios only in phytoplankton. Detrital particulate iron, iron speciation, and the concentrations of the ligands that keep iron in solution are not explicitly represented. There are only three iron-based tracers: dissolved iron and small and large phytoplankton iron.

CanESM1 and CanESM2 also did not simulate dissolved oxygen. While it is straightforward to include oxygen (the biological sources and sinks are essentially those of DIC multiplied by \(-1\) and solubility is well constrained), it was excluded due to limitations of processing capacity. The new NEMO version of CMOC reproduces exactly the original CanESM1/2 version in most respects, but also includes oxygen, which can be characterized as a 'downstream' tracer with no feedbacks to biology (e.g., effects on denitrification are neglected). Including oxygen further permits us to incorporate prognostic representations of processes like denitrification in CanOE, that were neglected in CMOC.

**Model description**

The NEMO modelling system is a publicly available archive of codes based on the OPA (Océan PArallélisé) ocean model (Madec and Imbard, 1996; Guilyardi and Madec, 1997). It comes with
two options for biogeochemistry: PISCES (Pelagic Interactions Scheme for Carbon and Ecosystem Studies) and LOBSTER (LODyC Ocean Biogeochemical System for Ecosystem and Resources). CanOE and the NEMO implementation of CMOC are built around the basic code structure of PISCES, using NEMO v3.4.1.

The biology, carbon chemistry, gas exchange and light attenuation have all been modified to various degrees; in a few cases PISCES parameterizations or a slightly modified version of these were adopted. CanOE uses PISCES three-band attenuation while NEMO-CMOC uses broadband (PAR) attenuation for consistency with the published version of CMOC. Carbon chemistry was modified to be consistent with the Best Practices Guide (Dickson et al., 2007). All calculations are done on the total scale and the recommended formulae for the equilibrium constants employed. The PISCES conventions for convergence of carbon chemistry calculations were retained, i.e., a greater number of iterations in the surface layer offers greater accuracy in calculating pCO₂ and gas exchange, while in subsurface layers the number of iterations is fixed at five (in subsurface layers the only function of the carbon chemistry is to calculate burial of calcite in the sediments). NEMO-CMOC uses the same carbon chemistry as CanOE but does not solve the carbon chemistry equations in the subsurface layers.

The biology model is a substantially new model based on the cellular regulation model of Geider et al. (1998). Each phytoplankton functional group has four state variables: carbon, nitrogen, iron and chlorophyll. Photosynthesis is decoupled from cell production and photosynthetic rate is a function of the cell's internal N and Fe quotas. Each functional group has a specified minimum
and maximum N quota and Fe quota, and nutrient uptake ceases when the maximal cell quota is reached. Chlorophyll synthesis is a function of nitrogen uptake and increases at low irradiance. Model parameters and their values are listed in Table 1.

2.1 Photosynthesis and phytoplankton growth

For simplicity and clarity, the equations are shown here for single phytoplankton species, and do not differ structurally for small and large phytoplankton. Some parameter values differ for the two phytoplankton groups; all parameter values are listed in Table 1.

Temperature dependence of photosynthetic activity is expressed by the Arrhenius equation

$$T_f = \exp\left(-\frac{E_a}{R} \left(1 - \frac{1}{T/T_{ref}}\right)\right)$$

(1)

where $E_a$ is an enzyme activation energy that corresponds approximately to that of RuBisCo (cf. Raven and Geider 1988), $R$ is the gas constant (8.314 J mol$^{-1}$ K$^{-1}$), and temperature $T$ and reference temperature $T_{ref}$ are in Kelvin. Maximal rates of nutrient uptake are given by

$$V_{max}^X = V_{ref}^X T_f \left(\frac{Q_{max}^X - Q^X}{Q_{max}^X - Q_{min}^X}\right)^{0.05}$$

(2)
where \( V_{\text{max}}^X \) is the maximal uptake rate in mg of nutrient X per mg of cell C, X can represent N or Fe, \( Q \) is the nutrient cell quota and \( Q_{\text{min}} \) and \( Q_{\text{max}} \) its minimum and maximum values, and \( V_{\text{ref}}^X \) is a (specified) basal rate at \( T=T_{\text{ref}} \) and \( Q=Q_{\text{min}} \). These maximum rates are then reduced according to the ambient nutrient concentration, i.e.

\[
V^X = V_{\text{max}}^X (L_{\text{NH}4} + (1 - L_{\text{NH}4})L_{\text{NO3}})
\]

where \( L_{\text{NH}4} = \frac{N_a}{K_{\text{NH}4} + N_a} \) and \( L_{\text{NO3}} = \frac{N_i}{K_{\text{NO3}} + N_i} \), with \( N_a \) and \( N_i \) indicating nitrate and ammonium respectively, and

\[
V^{Fe} = V_{\text{max}}^{Fe} \left( \frac{Fe}{K_{Fe} + Fe} \right)
\]

The maximal carbon based growth rate is given by

\[
P_{\text{max}}^C = P_{\text{ref}}^C T_{\text{ref}} \min \left\{ \frac{Q^N - Q_{\text{min}}^N}{Q_{\text{max}}^N - Q_{\text{min}}^N}, \frac{Q^{Fe} - Q_{\text{min}}^{Fe}}{Q_{\text{max}}^{Fe} - Q_{\text{min}}^{Fe}} \right\}
\]

where \( P_{\text{ref}}^C \) is the rate at the reference temperature \( T_{\text{ref}} \) under nutrient-replete conditions \((Q=Q_{\text{max}})\). The light-limited growth rate is then given by

\[
P^{C}_{\text{phat}} = P_{\text{max}}^C \left( 1 - e^{-\alpha_{\text{light}}/P_{\text{max}}} \right)
\]

where \( \theta \) is the chlorophyll-to-carbon ratio. The rate of chlorophyll synthesis is

\[
\rho_{\text{chl}} = \theta^N P^{C}_{\text{phat}} E a_{\text{chl}} \theta
\]
These rates are then used to define a set of state equations for phytoplankton carbon (Cp), nitrogen (Np), iron (FeP), and chlorophyll (M).

\[
\frac{dC_p}{dt} = \left( \rho_{\text{phot}} - \zeta V_N \right) C_p - (G + C_{SS}) - m_l C_p - m_2 C_p^2 - k_{\text{INTR}} C_{\text{INTR}}
\]

(7)

where \( \zeta \) is the respiratory cost of biosynthesis, \( G \) is the grazing rate (see Eq. 12), \( C_{SS} \) is the excess (above the ratio in grazer biomass) carbon in grazing losses, \( C_{\text{INTR}} \) is the concentration of intracellular carbohydrate carbon in excess of biosynthetic requirements, and \( k_{\text{INTR}} \) is a rate coefficient for its exudation to the environment.

\[
\frac{dN_p}{dt} = \frac{\nu^N}{Q_N} - (G + m_1 C_p + m_2 C_p^2) R_{NC} - N_{SS}
\]

(8)

\[
\frac{dFe_p}{dt} = \frac{\nu^{Fe}}{Q_{Fe}} - (G + m_1 C_p + m_2 C_p^2) R_{FeC} - Fe_{SS}
\]

(9)

\[
\frac{dM}{dt} = \frac{\rho_{\text{in}} \nu^N}{\theta_c} M - \left( G + m_1 C_p + m_2 C_p^2 \right) \theta_c - k_{\text{dgr}} M
\]

(10)

where \( k_{\text{dgr}} \) is a rate coefficient for nonspecific losses of chlorophyll e.g., by photooxidation, in addition to losses to grazing and other processes that also affect \( C_p, N_p \), and \( Fe_p \). \( N_{SS} \) and \( Fe_{SS} \) are remineralization of "excess" (relative to grazer or detritus ratios) N or Fe and are defined below (Eq. 16).

2.2 Grazing and food web interactions
Grazing rate depends on the phytoplankton carbon concentration, which most closely represents the food concentration available to the grazer (Elser and Urabe 1999; Loladze et al. 2000).

Zooplankton biomass is also in carbon units. State equations for small and large zooplankton are

$$\frac{dZ_s}{dt} = \lambda G_s - \left( R + G_s + m_1 Z_s + m_2 Z_s^2 \right)$$ \quad (11a)$$

$$\frac{dZ_l}{dt} = \lambda G_l - \left( R + m_1 Z_l + m_2 Z_l^2 \right)$$ \quad (11b)$$

where

$$G_s = G_{s0} \left( 1 - e^{-a_s C_s} \right) Z_s \quad (12a)$$

$$G_l = G_{l0} \left( 1 - e^{-a_l (C_l + Z_l)} \right) Z_l \quad (12b)$$

for small and large zooplankton respectively, $G_Z$ is grazing of small zooplankton by large zooplankton, $R$ is respiration, and $m_1$ and $m_2$ are nongrazing mortality rates. Large zooplankton grazing is divided into grazing on large phytoplankton and small zooplankton in proportion to the relative abundances of each

$$G_p = G_l \frac{P_l}{P_l + Z_l} \quad (13a)$$

$$G_z = G_l \frac{Z_l}{P_l + Z_l} \quad (13b)$$

Zooplankton biomass loss to respiration is given by

$$R = \max \left\{ \frac{1}{\tau} J Z - C_{z0}, 0 \right\}$$ \quad (14)
Respiration ($R$) is assumed to consume only carbon and not result in catabolism of existing biomass when “excess” carbon is available in the prey. In addition, conservation of mass must be maintained by recycling to the dissolved pool grazer consumption in excess of biosynthetic requirements when prey elemental ratios differ from the predator’s. This is very straightforward in the case where the nutrient quota (relative to carbon) exceeds the grazer fixed ratio: the excess nutrient is remineralized to the dissolved inorganic pool. However, in the case where the nutrient quota is less than the grazer ratio, the grazer intake is reduced to what can be supported by the least abundant nutrient (relative to the grazer biomass ratio) and excess carbon is remineralized.

For the case of two nutrients (in this case N and Fe) it is necessary to define

$$G' = G \min \left( \frac{N_p}{C_p}, \frac{Fe_p}{Fe_p} \right)$$

(15)

where $G$ is equal to $G_S$ (equation 12a) for small zooplankton and $G_P$ (equation 13a) for large zooplankton, and $R_{XY}$ indicates the fixed ratio of element X to element Y in grazer biomass. The 'excess' carbon available for respiration is

$$C_{SS} = G' \max \left( \frac{C_p}{N_p} R_{NC} - 1, \frac{C_p}{Fe_p} R_{pC} - 1, 0 \right)$$

(16a)

and the excess nutrients remineralized to their inorganic pools are

$$N_{SS} = G' \max \left( \frac{N_p}{C_p} - R_{NC}, 0 \right) + G' \max \left( R_{NC} \left( \frac{N_p}{Fe_p} R_{pC} - 1 \right), 0 \right)$$

(16b)

$$Fe_{SS} = G' \max \left( \frac{Fe_p}{C_p} - R_{pC}, 0 \right) + G' \max \left( R_{pC} \left( \frac{Fe_p}{N_p} R_{NC} - 1 \right), 0 \right)$$

(16c)
For three elements there are six (3!) possible cases: for nitrogen greater or less than CPRNC, iron may be either in excess relative to both C and N, deficient relative to both, or in excess relative to one but not the other. The second terms in equations 16b and 16c allow e.g. remineralization of Fe when it is in excess relative to N but deficient relative to C, with the total intake determined by the element least abundant relative to the grazer biomass ratios. In all of these cases the second term in at least one of equations 16b and 16c is nonzero; one or both of the first terms are nonzero except when both N and Fe are deficient relative to carbon (Table 2).

2.3 Organic and inorganic pools

There are two pools of detritus with different sinking rates but the same fixed elemental ratios. Detrital C/N/Fe ratios are the same as zooplankton, so zooplankton mortality or grazing of small zooplankton by large zooplankton produce no 'excess'. Phytoplankton mortality and defecation by zooplankton grazing on phytoplankton produces excess nutrient or excess carbon that needs to be recycled into the inorganic pool in a similar fashion as outlined above for the assimilated fraction of grazing on phytoplankton.

The conservation equations for detrital C are

\[
\frac{dD_c}{dt} = m_1(C_{p1} + Z_{c}) + m_2(C_{p2} + Z_{c}^2) - r_c T_c - w_c \frac{dD_c}{dz} \quad (17a)
\]

\[
\frac{dD_l}{dt} = m_3(C_{p1} + Z_{l}) + m_4(C_{p2} + Z_{l}^2) - r_l T_c - w_l \frac{dD_l}{dz} \quad (17b)
\]
where $T_g$ is an Arrhenius function for temperature dependence of remineralization and $w$ is the sinking speed. The conservation equations for inorganic C, N, and Fe are

\[ \frac{dC}{dt} = (\zeta V^N - P^C_{\text{phy}}) C_p + R + C_{\text{XS}} + (r_i D_i + r_s D_s) T_g \]

\[ \frac{dN_s}{dt} = -\frac{V^N}{Q^N} N_s \left( \frac{L_{\text{NO}}}{L_{\text{NO}} + L_{\text{NH}_4}} \right) + N_{\text{ox}} - N_{\text{deno}} \]

\[ \frac{dN_d}{dt} = -\frac{V^N}{Q^N} N_d \left( \frac{L_{\text{NH}_4}}{L_{\text{NO}} + L_{\text{NH}_4}} \right) + \frac{R}{R_{\text{CN}}} + N_{\text{NS}} + (r_i D_i + r_s D_s) R_{\text{NC}} T_g - N_{\text{aw}} + N_{\text{atif}} \]

\[ \frac{dFe}{dt} = \frac{V^Fe}{Q^Fe} Fe_p + \frac{R}{R_{\text{Fe}}} + Fe_{\text{XS}} + (r_i D_i + r_s D_s) R_{\text{Fe}} T_g \]

where $N_{\text{ox}}$ is microbial oxidation of ammonium to nitrate (nitrification) and $N_{\text{atif}}$ and $N_{\text{deno}}$ are sources and sinks associated with dinitrogen fixation and denitrification. The oxygen equation is essentially the inverse of equation 18a, with additional terms for oxidation and reduction of N, i.e.,

\[ \frac{dO_2}{dt} = -\frac{dC}{dt} + 2 \frac{V^N}{Q^N} N_s \left( \frac{L_{\text{NO}}}{L_{\text{NO}} + L_{\text{NH}_4}} \right) - 2N_{\text{aw}} \]

Nitrification is given by

\[ N_{\text{aw}} = k_{\text{NH}_4} N_s \frac{1}{1 + E(z)} \]
where $E(z)$ is the layer mean irradiance at depth $z$. Dinitrogen fixation is parameterized as an external input of ammonium dependent on light, temperature and Fe availability, and inhibited by high ambient concentrations of inorganic N.

$$N_{df} = k_{df}T_{df}\left(1 - e^{-at}\right)\left(\frac{Fe}{K_{Fe} + Fe}\right)\left(\frac{K_{SO3}}{K_{SO3} + N_f + N_a}\right) \quad (21)$$

Denitrification is parameterized as a fraction of total remineralization that increases as a linear function of oxygen concentration for concentrations less than a threshold concentration $O_{md}$

$$N_{frxn} = 1 - \frac{\min(O_{z}, O_{md})}{O_{md}} \quad (22)$$

Remineralization is then divided among oxygen (1-$N_{frxn}$), nitrate (0.85$N_{frxn}$), and ammonium (0.15$N_{frxn}$) assuming an average annamox contribution of 30% (Babbin et al., 2014).

2.4 Calcification, calcite dissolution, and alkalinity

Calcification is represented in a fashion similar to PISCES, with a detrital CaCO$_3$ state variable but no explicit calcifier groups. Detrital CaCO$_3$ sinks in the same fashion as POC, with its own sinking rate that is independent of those for both large and small organic detritus. Calcite production is represented as a fixed fraction of POC production from small phytoplankton and small zooplankton mortality. Calcite dissolution occurs throughout the water column as a first order process (i.e., no dependence on temperature or saturation state). Approximately 80% of calcite produced is exported from the euphotic zone. Burial in the sediments is represented as a simple ‘on/off’ switch dependent on the calcite saturation state (zero when $\Omega_c < 1$ and 1 when $\Omega_c \geq 1$).
For each mole of calcite production two moles of alkalinity equivalent are lost from the dissolved phase; the reverse occurs during calcite dissolution. There are additional sources and sinks for alkalinity associated with phytoplankton nutrient uptake, organic matter remineralization, nitrification, denitrification and dinitrogen fixation (Table 3; see also Wolf-Gladrow et al., 2007). The annamox reaction does not in itself contribute to alkalinity (Jetten et al., 2001); there is a sink associated with ammonium oxidation to nitrite that offsets the gain from dinitrogen fixation (the model does not distinguish between nitrite and nitrate). The sources and sinks offset each other such that there is no net gain or loss as long as the global fixed N pool is conserved. If dinitrogen fixation and denitrification are allowed to vary freely there will generally be a net gain or loss of fixed N and therefore of alkalinity.
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<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tref</td>
<td>Reference temperature</td>
<td>K 298.15</td>
</tr>
<tr>
<td>Ea</td>
<td>Activation energy for phytoplankton Arrhenius function</td>
<td>kJ mol⁻¹ 37.4</td>
</tr>
<tr>
<td>QN&lt;sub&gt;min&lt;/sub&gt;</td>
<td>Small phytoplankton minimum N quota</td>
<td>g N g C⁻¹ 0.04</td>
</tr>
<tr>
<td>QN&lt;sub&gt;max&lt;/sub&gt;</td>
<td>Small phytoplankton maximum N quota</td>
<td>g N g C⁻¹ 0.172</td>
</tr>
<tr>
<td>QN&lt;sub&gt;minl&lt;/sub&gt;</td>
<td>Large phytoplankton minimum N quota</td>
<td>g N g C⁻¹ 0.04</td>
</tr>
<tr>
<td>QN&lt;sub&gt;maxl&lt;/sub&gt;</td>
<td>Large phytoplankton maximum N quota</td>
<td>g N g C⁻¹ 0.172</td>
</tr>
<tr>
<td>QFe&lt;sub&gt;min&lt;/sub&gt;</td>
<td>Small phytoplankton minimum Fe quota</td>
<td>μg Fe g C⁻¹ 4.65</td>
</tr>
<tr>
<td>QFe&lt;sub&gt;max&lt;/sub&gt;</td>
<td>Small phytoplankton maximum Fe quota</td>
<td>μg Fe g C⁻¹ 93.08</td>
</tr>
<tr>
<td>QFe&lt;sub&gt;minl&lt;/sub&gt;</td>
<td>Large phytoplankton minimum Fe quota</td>
<td>μg Fe g C⁻¹ 4.65</td>
</tr>
<tr>
<td>QFe&lt;sub&gt;maxl&lt;/sub&gt;</td>
<td>Large phytoplankton maximum Fe quota</td>
<td>μg Fe g C⁻¹ 69.81</td>
</tr>
<tr>
<td>VN&lt;sub&gt;ref&lt;/sub&gt;</td>
<td>Reference rate of N uptake</td>
<td>g N g C⁻¹ d⁻¹ 0.6</td>
</tr>
<tr>
<td>VFe&lt;sub&gt;ref&lt;/sub&gt;</td>
<td>Reference rate of Fe uptake</td>
<td>μg Fe g C⁻¹ d⁻¹ 79.28</td>
</tr>
<tr>
<td>P&lt;sub&gt;ref&lt;/sub&gt;</td>
<td>Reference rate of photosynthesis</td>
<td>g C g C⁻¹ d⁻¹ 3</td>
</tr>
<tr>
<td>kXU</td>
<td>Rate coefficient for exudation</td>
<td>d⁻¹ 0.8</td>
</tr>
<tr>
<td>k&lt;sub&gt;deg&lt;/sub&gt;</td>
<td>Rate coefficient for chlorophyll degradation</td>
<td>d⁻¹ 0.02</td>
</tr>
<tr>
<td>ζ</td>
<td>Respiratory cost of biosynthesis</td>
<td>g C g N⁻¹ 2</td>
</tr>
<tr>
<td>α</td>
<td>Initial slope of P-E curve</td>
<td>(g C g UHL⁻¹ h⁻¹) 0.045</td>
</tr>
<tr>
<td>KNiS</td>
<td>Half-saturation for small phytoplankton nitrate uptake</td>
<td>mmol⁻¹ m⁻³ 0.1</td>
</tr>
<tr>
<td>KNaS</td>
<td>Half-saturation for small phytoplankton ammonium uptake</td>
<td>mmol⁻¹ m⁻³ 0.05</td>
</tr>
<tr>
<td>KFeS</td>
<td>Half-saturation for small phytoplankton iron uptake</td>
<td>mmol⁻¹ m⁻³ 100</td>
</tr>
<tr>
<td>KNiL</td>
<td>Half-saturation for large phytoplankton nitrate uptake</td>
<td>mmol⁻¹ m⁻³ 0.5</td>
</tr>
<tr>
<td>KNaL</td>
<td>Half-saturation for large phytoplankton ammonium uptake</td>
<td>mmol⁻¹ m⁻³ 0.05</td>
</tr>
<tr>
<td>Parameter</td>
<td>Description</td>
<td>Unit</td>
</tr>
<tr>
<td>--------------------</td>
<td>------------------------------------------------------------------------------</td>
<td>--------------------</td>
</tr>
<tr>
<td>$K_{FeL}$</td>
<td>Half-saturation for large phytoplankton iron uptake</td>
<td>nmol$^{-1}$ m$^3$</td>
</tr>
<tr>
<td>$m_{1S}$</td>
<td>Small phytoplankton mortality rate (linear)</td>
<td>d$^{-1}$</td>
</tr>
<tr>
<td>$m_{2S}$</td>
<td>Small phytoplankton mortality coefficient (quadratic)</td>
<td>mmol$^{-1}$ C m$^3$ d$^{-1}$</td>
</tr>
<tr>
<td>$m_{1L}$</td>
<td>Large phytoplankton mortality rate (linear)</td>
<td>d$^{-1}$</td>
</tr>
<tr>
<td>$m_{2L}$</td>
<td>Large phytoplankton mortality coefficient (quadratic)</td>
<td>mmol$^{-1}$ C m$^3$ d$^{-1}$</td>
</tr>
<tr>
<td>$a_L$</td>
<td>Large zooplankton grazing parameter</td>
<td>(mmol C m$^{-3}$)$^{-1}$</td>
</tr>
<tr>
<td>$GL_{0L}$</td>
<td>Large zooplankton maximum grazing rate</td>
<td>d$^{-1}$</td>
</tr>
<tr>
<td>$a_S$</td>
<td>Small zooplankton grazing parameter</td>
<td>(mmol C m$^{-3}$)$^{-1}$</td>
</tr>
<tr>
<td>$GS_{0S}$</td>
<td>Small zooplankton maximum grazing rate</td>
<td>d$^{-1}$</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Assimilation efficiency</td>
<td>n.d.</td>
</tr>
<tr>
<td>$r_z$</td>
<td>Zooplankton specific respiration rate at $T_{ref}$</td>
<td>d$^{-1}$</td>
</tr>
<tr>
<td>$r_{D_{0S}}$</td>
<td>Small detritus remineralization rate at $T_{ref}$</td>
<td>d$^{-1}$</td>
</tr>
<tr>
<td>$r_{D_{0L}}$</td>
<td>Large detritus remineralization rate at $T_{ref}$</td>
<td>d$^{-1}$</td>
</tr>
</tbody>
</table>
Table 2 - Cases where the 'excess' terms are nonzero. These terms are always greater than or equal to zero, and always zero when the phytoplankton elemental ratio is equal to the grazer biomass ratio. A + indicates cases where a specific term is positive. N₁ and N₂ and Fe₁ and Fe₂ indicate the first and second terms in equations 15b and 15c. RNC is the grazer N/C (Redfield) ratio.

<table>
<thead>
<tr>
<th></th>
<th>Fe in excess relative to both C and N</th>
<th>Fe in excess relative to C or N but not both</th>
<th>Fe deficient relative to both C and N</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>C</td>
<td>N₁</td>
<td>N₂</td>
</tr>
<tr>
<td>N/C &gt; RNC</td>
<td>+</td>
<td></td>
<td>+</td>
</tr>
<tr>
<td>N/C &lt; RNC</td>
<td></td>
<td>+</td>
<td>+</td>
</tr>
</tbody>
</table>
Table 3 - Alkalinity sources and sinks associated with nitrogen cycle processes in moles of alkalinity equivalent per mole of N. Positive value indicates alkalinity source.

<table>
<thead>
<tr>
<th>Process</th>
<th>Alkalinity source/sink</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phytoplankton NH₄ uptake</td>
<td>-1</td>
</tr>
<tr>
<td>Phytoplankton NO₃ uptake</td>
<td>+1</td>
</tr>
<tr>
<td>Organic N remineralization</td>
<td>+1</td>
</tr>
<tr>
<td>N₂ fixation</td>
<td>+1</td>
</tr>
<tr>
<td>Nitrification (NH₄ oxidation to NO₃)</td>
<td>-2</td>
</tr>
<tr>
<td>Denitrification</td>
<td>+1</td>
</tr>
<tr>
<td>Anammox</td>
<td>0</td>
</tr>
</tbody>
</table>
Table A.4: Prescribed annual-mean river-flow concentrations of biogeochemical variables at the 6 major Arctic rivers in the model simulation.

<table>
<thead>
<tr>
<th>Variable (mmol C m$^{-3}$)</th>
<th>Mackenzie</th>
<th>Yukon</th>
<th>Kolyma</th>
<th>Lena</th>
<th>Yenisey</th>
<th>Ob’</th>
</tr>
</thead>
<tbody>
<tr>
<td>DIC</td>
<td>1717</td>
<td>1792</td>
<td>642</td>
<td>817</td>
<td>908</td>
<td>1175</td>
</tr>
<tr>
<td>DOC</td>
<td>368</td>
<td>544</td>
<td>592</td>
<td>841</td>
<td>611</td>
<td>785</td>
</tr>
<tr>
<td>DIC+DOC (mmol C m$^{-3}$)</td>
<td>2085</td>
<td>2336</td>
<td>1234</td>
<td>1658</td>
<td>1519</td>
<td>1955</td>
</tr>
<tr>
<td>TA (mmol C m$^{-3}$)</td>
<td>1540</td>
<td>1707</td>
<td>449</td>
<td>788</td>
<td>845</td>
<td>1181</td>
</tr>
<tr>
<td>DON (mmol N m$^{-3}$)</td>
<td>7.1</td>
<td>14.2</td>
<td>7.2</td>
<td>14.4</td>
<td>14.2</td>
<td>7.1</td>
</tr>
<tr>
<td>NO$\textsubscript{3}$ (mmol N m$^{-3}$)</td>
<td>7.1</td>
<td>7.1</td>
<td>3.6</td>
<td>3.6</td>
<td>7.1</td>
<td>7.1</td>
</tr>
</tbody>
</table>

A.2.2 Meteorological forcing and ocean boundary conditions

All model simulations were forced at the surface using a prescribed meteorology based on the Drakkar Forcing Set 5.2 [DFS; Dussin et al., 2016]. The meteorological variables were precipitation (snow and total), temperature and humidity at 2m above sea surface, short and longwave radiation, and zonal and meridional velocities at 10m. The DFS data are on a 0.7° grid with a time resolution of 3 hours for all meteorological variables accept for precipitation and radiation, which had a daily time resolution. For the spinup period (1969 – 1979), precipitation data were not available, so for this period 1979 data was repeated every year over that time period.

Physical oceanographic variables (temperature, salinity, and horizontal currents) were initialized in 1969 based on Ocean Reanalysis System 4 [ORAS4; Balmaseda and Weaver, 2013]. The physical oceanographic variables were prescribed for the open ocean boundaries using interannual monthly-mean fields, also based on ORAS4. Relaxation time-scale for all variables was set to 1 day for inflow and 15 days for outflow following Dupont et al. [2015]. The fields for biogeochemical variables (NO$\textsubscript{3}$, DIC, and TA) at the boundaries, as well as initialization, are based on climatological GLobal Ocean Data Analysis Project version 2 (GLODAP) data [Lauvset et al., 2016]. Ecosystem functional groups were initialized at arbitrarily low values, as the time of initialization (January 1969) was at a biologically inert time of year.

Lastly, the river flow was prescribed based on the monthly mean annually-varying product of Dai et al. [2009] up to 2007. From 2007 – 2015, river flow from the year 2007 is repeated annually. Biogeochemical concentrations for river flow (DIC, TA, and NO$\textsubscript{3}$) are based on Cooper et al. [2008]; Tank et al. [2012]; Holmes et al. [2012]; McClelland et al. [2012], for each of the six respective major Arctic rivers (the MacKenzie and Yukon Rivers in North America, and, from east to west, the Kolima, Lena, Yenisey, and Ob’ Rivers out of Eurasia). Organic and inorganic nutrients were combined at the time of outflow. For carbon, the organic and inorganic concentrations for each river were prescribed by the
above sources for biogeochemical concentrations. For nitrogen, the organic concentration was assumed based on the DIN:DON ratio prescribed in CanOE. River-flow concentrations for all rivers are given in Table A.4.

### A.2.3 Regional trends in carbonate system surface properties/fluxes

This section includes tables highlighting trends in the pan-Arctic mean and six regions with substantial deviations from the pan-Arctic mean for the following variables relevant to sea surface carbon system properties and to air-sea flux of carbon: pH, sea surface pCO$_2$, mean carbon flux, $\Omega_{\text{arag}}$ and $\Omega_{\text{calc}}$, and ice coverage.

**Table A.5:** Changes to pH over the standard run. The initial value is the mean of the first half-decade (1981 – 1985), the final value is the mean of the last half-decade (2010 – 2015), the difference, percent difference, and difference/decade are between initial and final decadal means.

<table>
<thead>
<tr>
<th>Region</th>
<th>Initial</th>
<th>Final</th>
<th>Difference</th>
<th>% Diff.</th>
<th>Diff./decade</th>
</tr>
</thead>
<tbody>
<tr>
<td>pan-Arctic</td>
<td>8.09</td>
<td>8.02</td>
<td>-0.07</td>
<td>-0.89</td>
<td>-0.02</td>
</tr>
<tr>
<td>Can. Polar Shelf</td>
<td>8.17</td>
<td>8.07</td>
<td>-0.1</td>
<td>-1.26</td>
<td>-0.03</td>
</tr>
<tr>
<td>S. Beaufort</td>
<td>8.04</td>
<td>7.95</td>
<td>-0.09</td>
<td>-1.13</td>
<td>-0.03</td>
</tr>
<tr>
<td>N. Beaufort</td>
<td>8.07</td>
<td>7.99</td>
<td>-0.08</td>
<td>-0.94</td>
<td>-0.02</td>
</tr>
<tr>
<td>Laptev</td>
<td>7.97</td>
<td>7.92</td>
<td>-0.06</td>
<td>-0.7</td>
<td>-0.02</td>
</tr>
<tr>
<td>Barents</td>
<td>8.15</td>
<td>8.08</td>
<td>-0.07</td>
<td>-0.85</td>
<td>-0.02</td>
</tr>
<tr>
<td>Norwegian</td>
<td>8.13</td>
<td>8.06</td>
<td>-0.06</td>
<td>-0.8</td>
<td>-0.02</td>
</tr>
</tbody>
</table>

**Table A.6:** Changes to sea surface pCO$_2$ (µatm) over the standard run. Headings are the same as in Table A.5.

<table>
<thead>
<tr>
<th>Region</th>
<th>Initial</th>
<th>Final</th>
<th>Difference</th>
<th>% Diff.</th>
<th>Diff./decade</th>
</tr>
</thead>
<tbody>
<tr>
<td>pan-Arctic</td>
<td>299</td>
<td>354</td>
<td>55</td>
<td>17</td>
<td>18</td>
</tr>
<tr>
<td>Can. Polar Shelf</td>
<td>263</td>
<td>329</td>
<td>66</td>
<td>22</td>
<td>21</td>
</tr>
<tr>
<td>S. Beaufort</td>
<td>318</td>
<td>384</td>
<td>66</td>
<td>19</td>
<td>21</td>
</tr>
<tr>
<td>N. Beaufort</td>
<td>296</td>
<td>345</td>
<td>49</td>
<td>15</td>
<td>16</td>
</tr>
<tr>
<td>Laptev</td>
<td>368</td>
<td>409</td>
<td>41</td>
<td>11</td>
<td>13</td>
</tr>
<tr>
<td>Barents</td>
<td>283</td>
<td>336</td>
<td>54</td>
<td>17</td>
<td>17</td>
</tr>
<tr>
<td>Norwegian</td>
<td>299</td>
<td>351</td>
<td>52</td>
<td>16</td>
<td>17</td>
</tr>
</tbody>
</table>

**Table A.7:** Changes to air-sea flux of CO$_2$ (mg C m$^{-2}$ year$^{-1}$, positive is into the ocean) over the standard run. Headings are the same as in Table A.5.

<table>
<thead>
<tr>
<th>Region</th>
<th>Initial</th>
<th>Final</th>
<th>Difference</th>
<th>% Diff.</th>
<th>Diff./decade</th>
</tr>
</thead>
<tbody>
<tr>
<td>pan-Arctic</td>
<td>9.25</td>
<td>11.04</td>
<td>1.79</td>
<td>17.7</td>
<td>0.58</td>
</tr>
<tr>
<td>Can. Polar Shelf</td>
<td>14.09</td>
<td>13.33</td>
<td>-0.76</td>
<td>-5.56</td>
<td>-0.25</td>
</tr>
<tr>
<td>S. Beaufort</td>
<td>3.77</td>
<td>3.49</td>
<td>-0.28</td>
<td>-7.72</td>
<td>-0.09</td>
</tr>
<tr>
<td>N. Beaufort</td>
<td>3.11</td>
<td>4.21</td>
<td>1.1</td>
<td>30.03</td>
<td>0.35</td>
</tr>
<tr>
<td>Laptev</td>
<td>2.49</td>
<td>2.65</td>
<td>0.17</td>
<td>6.43</td>
<td>0.05</td>
</tr>
<tr>
<td>Barents</td>
<td>25.7</td>
<td>29.39</td>
<td>3.69</td>
<td>13.39</td>
<td>1.19</td>
</tr>
<tr>
<td>Norwegian</td>
<td>20.53</td>
<td>25.23</td>
<td>4.7</td>
<td>20.55</td>
<td>1.52</td>
</tr>
</tbody>
</table>
Table A.8: Changes to sea surface $\Omega_{arag}$ over the standard run. Headings are the same as in Table A.5

<table>
<thead>
<tr>
<th>Region</th>
<th>Initial</th>
<th>Final</th>
<th>Difference</th>
<th>% Diff.</th>
<th>Diff./decade</th>
</tr>
</thead>
<tbody>
<tr>
<td>pan-Arctic</td>
<td>1.22</td>
<td>1.06</td>
<td>-0.16</td>
<td>-13.81</td>
<td>-0.05</td>
</tr>
<tr>
<td>Can. Polar Shelf</td>
<td>1.5</td>
<td>1.18</td>
<td>-0.32</td>
<td>-23.66</td>
<td>0.1</td>
</tr>
<tr>
<td>S. Beaufort</td>
<td>0.91</td>
<td>0.75</td>
<td>-0.16</td>
<td>-19.79</td>
<td>-0.05</td>
</tr>
<tr>
<td>N. Beaufort</td>
<td>0.97</td>
<td>0.8</td>
<td>-0.17</td>
<td>-19.01</td>
<td>-0.05</td>
</tr>
<tr>
<td>Laptev</td>
<td>0.75</td>
<td>0.68</td>
<td>-0.07</td>
<td>-9.46</td>
<td>-0.02</td>
</tr>
<tr>
<td>Barents</td>
<td>1.68</td>
<td>1.51</td>
<td>-0.18</td>
<td>-11.12</td>
<td>-0.06</td>
</tr>
<tr>
<td>Norwegian</td>
<td>1.65</td>
<td>1.48</td>
<td>-0.17</td>
<td>-10.64</td>
<td>-0.05</td>
</tr>
</tbody>
</table>

Table A.9: Changes to sea surface $\Omega_{calc}$ over the standard run. Headings are the same as in Table A.5

<table>
<thead>
<tr>
<th>Region</th>
<th>Initial</th>
<th>Final</th>
<th>Difference</th>
<th>% Diff.</th>
<th>Diff./decade</th>
</tr>
</thead>
<tbody>
<tr>
<td>pan-Arctic</td>
<td>1.95</td>
<td>1.7</td>
<td>-0.25</td>
<td>-13.93</td>
<td>-0.08</td>
</tr>
<tr>
<td>Can. Polar Shelf</td>
<td>2.41</td>
<td>1.9</td>
<td>-0.51</td>
<td>-23.66</td>
<td>-0.16</td>
</tr>
<tr>
<td>S. Beaufort</td>
<td>1.48</td>
<td>1.21</td>
<td>-0.27</td>
<td>-19.91</td>
<td>-0.09</td>
</tr>
<tr>
<td>N. Beaufort</td>
<td>1.56</td>
<td>1.29</td>
<td>-0.27</td>
<td>-19.01</td>
<td>-0.09</td>
</tr>
<tr>
<td>Laptev</td>
<td>1.22</td>
<td>1.11</td>
<td>-0.11</td>
<td>-9.88</td>
<td>-0.04</td>
</tr>
<tr>
<td>Barents</td>
<td>2.68</td>
<td>2.39</td>
<td>-0.28</td>
<td>-11.22</td>
<td>-0.09</td>
</tr>
<tr>
<td>Norwegian</td>
<td>2.62</td>
<td>2.36</td>
<td>-0.27</td>
<td>-10.76</td>
<td>-0.09</td>
</tr>
</tbody>
</table>

Table A.10: Changes to ice coverage (% of total area) over the standard run. Headings are the same as in Table A.5

<table>
<thead>
<tr>
<th>Region</th>
<th>Initial</th>
<th>Final</th>
<th>Difference</th>
<th>% Diff.</th>
<th>Diff./decade</th>
</tr>
</thead>
<tbody>
<tr>
<td>pan-Arctic</td>
<td>0.7</td>
<td>0.63</td>
<td>-0.07</td>
<td>-11.08</td>
<td>-0.02</td>
</tr>
<tr>
<td>Can. Polar Shelf</td>
<td>0.59</td>
<td>0.55</td>
<td>-0.03</td>
<td>-5.64</td>
<td>-0.01</td>
</tr>
<tr>
<td>S. Beaufort</td>
<td>0.78</td>
<td>0.64</td>
<td>-0.14</td>
<td>-19.3</td>
<td>-0.04</td>
</tr>
<tr>
<td>N. Beaufort</td>
<td>0.92</td>
<td>0.87</td>
<td>-0.04</td>
<td>-4.77</td>
<td>-0.01</td>
</tr>
<tr>
<td>Laptev</td>
<td>0.82</td>
<td>0.7</td>
<td>-0.12</td>
<td>-16.37</td>
<td>-0.04</td>
</tr>
<tr>
<td>Barents</td>
<td>0.32</td>
<td>0.21</td>
<td>-0.1</td>
<td>-38.99</td>
<td>-0.03</td>
</tr>
<tr>
<td>Norwegian</td>
<td>0.23</td>
<td>0.17</td>
<td>-0.07</td>
<td>-33.37</td>
<td>-0.02</td>
</tr>
</tbody>
</table>
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