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ABSTRACT

The problem of information-theoretic optimal resource allocation for the synchronous single-cell CDMA Gaussian multiple access channel is investigated. Several different cases are analyzed including: optimal sequence allocation without power control, optimal sequence allocation with optimal power control and optimal sequence allocation without power control with equal single user capacities. In order to simplify the mathematical description of the multiple access capacity region, a Cholesky decomposition characterization is introduced and utilized to find the optimal sequence allocation for equal single user capacities.

The case of randomly chosen spreading sequences in a large system model, i.e. when number of users and processing gain increase without bounds while maintaining their ratio fixed, is also analyzed. Using this model, the performance of a conventional decision feedback receiver in flat fading channels is analyzed.

A sequence allocation scheme that uses two sets of orthogonal users that can be decoded with a very simple decision feedback receiver is analyzed. It is shown that the spectral efficiency of this scheme is very close to the maximal possible.

Finally, the issue of imperfect channel state information available at the receiver is discussed and the spectral efficiency loss compared to the perfect channel state information case is evaluated for the optimal multiuser receiver.
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<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CDMA</td>
<td>Code Division Multiple Access</td>
</tr>
<tr>
<td>TDMA</td>
<td>Time Division Multiple Access</td>
</tr>
<tr>
<td>DS/CDMA</td>
<td>Direct Sequence Code Division Multiple Access</td>
</tr>
<tr>
<td>GMAC</td>
<td>Gaussian Multiple Access Channel</td>
</tr>
<tr>
<td>SNR</td>
<td>Signal to Noise Ratio</td>
</tr>
<tr>
<td>SIR</td>
<td>Signal to Interference Ratio</td>
</tr>
<tr>
<td>MMSE</td>
<td>Minimum Mean Square Error</td>
</tr>
<tr>
<td>MIMO</td>
<td>Multiple Input Multiple Output</td>
</tr>
<tr>
<td>CSI</td>
<td>Channel State Information</td>
</tr>
<tr>
<td>ICSI</td>
<td>Imperfect Channel State Information</td>
</tr>
<tr>
<td>WBE</td>
<td>generalized Welch Bound Equality sequences</td>
</tr>
<tr>
<td>QoS</td>
<td>Quality of Service</td>
</tr>
<tr>
<td>CDFR</td>
<td>Conventional Decision Feedback Receiver</td>
</tr>
<tr>
<td>TSOS</td>
<td>Two Sets Orthogonal Sequences</td>
</tr>
<tr>
<td>SAGE</td>
<td>Space Altering Generalized Algorithm</td>
</tr>
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</table>
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Chapter 1

Introduction

The material in this thesis traces its roots to the probably most referenced article in the history of communication systems, C.E. Shannon’s famous work [1] which created the field of information theory. By using the probabilistic approach, this insightful article derived limit (also called channel capacity) on the attainable data rate with negligible probability of error for communication over a noisy channel. This paper proved only the existence of a communication scheme that can attain this limiting rate and left plenty of space for researchers to find practical schemes that can come close to the promised limits. Up to this date, numerous practical schemes were derived that can approach channel capacity. Probably the most prominent of these schemes are turbo codes, originally proposed in [2], that can approach the channel capacity within a fraction of dB while having practically feasible complexity. The unavoidable drawback of turbo coding schemes is its long decoding delay.

The concept of channel capacity can be extended to find limiting data rates supportable by a multiuser cellular wireless communication system. However, analysis of such a system is considerably more involved than the analysis of a single transmitter-receiver pair in a noisy channel discussed in the original article. There are several factors that make this analysis more involved. First, there are multiple users that share the common channel resource and supportable data rates are defined by a capacity region rather than a single scalar number that gives the capacity of a single user channel. Further on, in a wireless system certain multiple-access technique is usually used to simplify the complexity of the system and facilitate easier resolvement of the information of different users that share the common resource. The technology of choice of modern 3G cellular wireless systems is Code Division Multiple Accessing (CDMA) and this thesis will concentrate on it as a most probable technology for
future improvements. Finally, the impediment that causes the most difficulty in the analysis and design of a wireless system is fading. Fading reflects the random nature of a wireless multipath propagation channel and effects considerably the optimal design and limiting performance of a wireless communication system. Fading is caused by obstructions that block the direct propagation of radio waves as well as multipath propagation that is caused by the reflections and scattering from the objects in the vicinity of the line of sight between the transmitter and the receiver. Fading can be also caused by moving of the transmitter or the receiver. If neglected, the fading process can significantly reduce the capacity region of a multiuser cellular wireless communication system compared to the case with additive Gaussian noise only.

However, it turns out that we can make use of the knowledge of the fading characteristic and optimize the wireless system for performance in strong fading environments. In delay-tolerant packet data applications, fading can be even beneficial, and the knowledge of fading coefficients at the transmitter can even increase the spectral efficiency of a multiple-access system beyond that of a non-fading channel. Some ideas borrowed from the information-theoretic analysis are already incorporated in IS-856 standard which presents an extension of the wireless 3G standard for delay-tolerant applications.

The scope of this thesis is the analysis and optimal design of multiuser CDMA based communication systems in fading environments. Special emphasis is placed on the analysis and design of low complexity receivers. Some aspects of both delay tolerant and delay sensitive applications are discussed. A prominent part of the thesis is the problem of optimal resource allocation, namely power allocation and signature sequence allocation. In order to give a more practical appeal to some of the results, the case of imperfectly known channel state information at the receiver is also discussed.

### 1.1 Communication Model

The following single cell CDMA channel model will be considered throughout this thesis. Let $b_k(i)$ be the $i$-th information bit of the $k$-th user. It is assumed that there are $K$ users in the system. Their information bits are encoded using a length $L$ block error correction code to produce code symbols $d_k(i)$ corresponding to the
i-th code symbol of the k-th user. In general, multiuser error correction codes can be used, meaning that all the users' bits influence the choice of the code symbols. This general setting is usually simplified to the case in which single user error corrections codes are used. Several applications of the single user error-correction codes will be discussed later in the thesis. Let $\Psi_k$ be the error-correction code of the user $k$ which maps $l_k$ information bits $[b_1, \ldots, b_{l_k}]$ into $L$ code symbols $[d_1, \ldots, d_L]$. We denote with $R_k = l_k/L$ the code rate corresponding to the user $k$. The code symbols in a CDMA system are spread using finite energy and equal duration spreading sequences $s_k(t)$. Hence, the received multiple-access signal during one code symbol duration is given by

$$r(t) = \sum_{i=1}^{L} \sum_{k=1}^{K} d_k(i) g_k^{1/2}(i) s_k(t - iT - \tau_i) + n(t)$$

where $T$ is the symbol interval and $g_k(i)$ is the flat fading channel gain corresponding to the i-th code symbol of the k-th user. We consider coherent detection and channel with additive Gaussian noise process $n(t)$. In general, received information symbols are not perfectly aligned and different time delays $\tau_i$ characterize different users. We concentrate, however, on the case when user symbols are perfectly aligned in time i.e. $\tau_1 = \cdots = \tau_K$. This model is often called the synchronous Gaussian CDMA multiple-access channel. It is assumed that each waveform is linearly modulated by a sequence of real valued code symbols that satisfy average power constraint

$$\frac{1}{L} \sum_{i=1}^{L} \mathbb{E}[d_k^2(i)] \leq \bar{P}_k, k = 1, \ldots, K$$

for each code word of $L$ transmitted code symbols. The average single user power constraints are arranged in a diagonal matrix $\bar{P} = \text{diag}[\bar{P}_1, \ldots, \bar{P}_K]$, while instantaneous single user powers are arranged in a diagonal matrix $P = \text{diag}[P_1, \ldots, P_K]$. The synchronous CDMA Gaussian channel with single user coding and joint multiuser detector and decoder is shown in Figure 1.1.

Now, a discrete time model for the synchronous Gaussian CDMA multiple-access channel can be derived. By observing that each user signal is already a discrete-time process, it suffices to find a sequence of observable measurements that forms a sufficient statistics for the input code symbol sequence $d(i) = [d_1(i), \ldots, d_L(i)]^T, i = 1, \ldots, L$. We assume that the spreading waveform signals $s_k(t)$ span an $N$-dimensional
subspace of $L_2[0,T]$ [3], and that $\phi_1(t), \ldots, \phi_N(t)$ is an orthogonal basis of this subspace. Since we assume that the additive noise process in (1.1) is white and Gaussian, the sequence of observables

$$y_k(i) = \int_{iT}^{iT+T} r(t)\phi_k(t - iT)dt$$  \hspace{1cm} (1.3)$$

present a sufficient statistic for detection of code symbols $d$. These observables present chip matched filter output and can be for convenience arranged in an $N$-dimensional vector $y(i) = [y_1(i), \ldots, y_K(i)]^T$. Therefore, an equivalent discrete-time matrix model is

$$y = S^T G^{1/2} d + n$$  \hspace{1cm} (1.4)$$

where the $K \times N$ sequence matrix is $S = [s_{kj}], k = 1, \ldots, K, j = 1, \ldots, N$ and

$$s_k(t) = \sum_{i=1}^N s_{ki} \phi_i(t).$$  \hspace{1cm} (1.5)$$

In practice, this output can be obtained by matched filtering. The dependence on the symbol interval is dropped since the analyzed model is synchronous. Additive noise $n$ is normally distributed with covariance matrix $\sigma^2 I$ and zero mean.

For convenience, the discrete-time version of the spreading sequence of user $k$ can be arranged in the vector $s_k = [s_{k1}, \ldots, s_{kN}]^T$. $d = [d_1, d_2, \ldots, d_k]^T$ represents coded...
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<table>
<thead>
<tr>
<th>Type of Fading</th>
<th>Parameter</th>
<th>PDF, $f(g)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rayleigh</td>
<td></td>
<td>$\frac{1}{g} \exp \left( -\frac{g}{\theta} \right)$</td>
</tr>
<tr>
<td>Nakagami-$m$ (Rayleigh)</td>
<td>$\frac{1}{2} \leq m$</td>
<td>$\frac{m^n g^{m-1}}{g^m \Gamma(m)} \exp \left( -\frac{mg}{\theta} \right)$</td>
</tr>
<tr>
<td>Nakagami-n (Rice)</td>
<td>$0 \leq n$</td>
<td>$\frac{(1+n^2) e^{-n^2}}{\theta^2} \exp \left( -\frac{(1+n^2)g}{\theta} \right) \times I_0 \left( \frac{(1+n^2)g}{\theta} \right)$</td>
</tr>
<tr>
<td>Nakagami-q (Hoyt)</td>
<td>$0 \leq q \leq 1$</td>
<td>$\frac{(1+q^2)}{2q^2} \exp \left( -\frac{(1+q^2)g}{2q^2} \right) \times I_0 \left( \frac{(1-q^2)g}{2q^2} \right)$</td>
</tr>
<tr>
<td>Log-normal shadowing</td>
<td>$\sigma$</td>
<td>$\frac{4.34}{\sqrt{2\pi \sigma}} \exp \left( -\frac{(\log_{10} \frac{g}{\sigma} - 10)^2}{2\sigma^2} \right)$</td>
</tr>
</tbody>
</table>

Table 1.1. Some common fading distributions.

data symbols. As an information-theoretic model we assume that those symbols have a Gaussian distribution, since this distribution of coded symbols maximizes the capacity of a channel with additive Gaussian noise [3]. It is known from [4] that single-user coding and optimum decision feedback decoding are sufficient to achieve the total capacity of the channel at the vertices of the capacity region. Therefore when an optimal decision feedback receiver is used we assume (in order to facilitate the simplification of the receiver structures) that single user codes are used.

We denote by $R = \{R_{ij}\} = SS^T$ the $K \times K$ correlation matrix and by $\alpha = K/N$ the system load. Matrix $G$ is a diagonal matrix of fading gains at the analyzed symbol interval $G = \text{diag}[g_1, \ldots, g_K]$. Let $\mathcal{G}$ be the set of all possible fading states. Now $W_k = P_k g_k$ denotes the received power of user $k$. For the ease of the notation we introduce the diagonal matrix $W = PG$ of instantaneous received user powers.

The knowledge of the fading gains of the channel will be called the channel state information CSI. Unless stated otherwise, it is assumed that perfect CSI is available at the receiver.

Let $f(g)$ denote the probability density function (pdf) of fading channel gains, with $E(g) = 1$ assumed for simplicity and $F(g)$ the respective cumulative density function (cdf) of that distribution. For example, in the case of Rayleigh fading, $f_{\text{Ray}}(g) = e^{-g}$ and $F_{\text{Ray}}(g) = 1 - e^{-g}$. Some other common fading distributions are given in Table 1.1 along with some parameters that characterize these distributions. More details on these distribution can be found in [5].
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1.2 Related Results

Since the introduction of the channel capacity for single user point to point communications by C.E. Shannon in [1], its scope has been extended to numerous different cases. An important extension of the single user channel is the multiple-access channel which models the channel with several transmitters that share the same transmission medium and a single receiver. The capacity region and coding theorems for such a channel were established independently by R. Ahlswede and H. Liao in [6], [7] and [8]. They showed that the capacity region of a multiple-access channel is a convex hull of a union of pentagons. Shortly after that, A. Wyner [9] and T. Cover [10] gave a simplified version of these results for memoryless channels. Another important information-theoretic parameter, the error exponents of the multiple-access channel was analyzed in [11].

In general, the multiple-access capacity region is achievable by using multiple-access error-control codes. However, in the case of a Gaussian Multiple Access Channel (GMAC), it was shown by T. Cover [12] that the vertices of the capacity region can be achieved by using successive single user decoding and interference cancellation along with single user error-correction codes. The results on the capacity region of a multiple-access region have been extended later by S. Verdú in [13] for channels with memory, and for channels with intersymbol interference [14]. The case of symbol asynchronous multiple-access channels has been tackled in [15].

Wireless communication systems usually operate in cellular environments and there is a need to extend the usual single cell model to multiple cells. This has been accomplished in [16] where a simple model that describes the cellular environment has been introduced and respective information-theoretic parameters analyzed.

Extending the results of [6], [7], [8] to the case of CDMA the capacity region of synchronous CDMA multiple-access AWGN channel has been derived in [3] and later reformulated in [17] as

\[ C(P, G) = \bigcup_{J \subset \mathcal{K}} \left\{ (R_1, R_2, \ldots, R_K) : \sum_{i \in J} R_i \leq \frac{1}{2N} \log |I_{J}| + H_J, \forall J \subseteq \{1, \ldots, K\} \right\} \]

(1.6)

where matrix \( H = \frac{1}{\sigma^2} \left( W^{1/2} \right) S S^T \left( W^{1/2} \right) \) and \( I_{J} \) is \( |J| \times |J| \) dimensional unity matrix. \( \mathcal{U} \) is the set of the users’ indices. The code rates are expressed in [bits/chip].
This result has been derived by considering the outputs of a chip matched filter in a CDMA channel as outputs of a correlated vector multiple-access channel. This capacity region has $K$ factorial (not necessarily distinct) vertices which correspond to the detection order of an optimum decision feedback receiver given by a permutation $\pi$. This capacity region is always contained in the GMAC capacity region.

Using the capacity region, the sum capacity (also expressed in [bits/chip]) presents an ultimate limit on total achievable rates and is defined as

$$\Gamma = C_{\text{sum}} = \max_{\mathbf{R} \in \mathcal{C}(\mathbf{P}, \mathbf{G})} \sum_{i=1}^{K} R_i.$$  \hfill (1.7)

Note that so defined sum capacity is equal to the spectral efficiency $\Gamma$ of the system expressed in [bits/chip] and we will use both terms interchangeably. According to [3], the sum capacity in units [bits/chip] of a synchronous CDMA system is

$$C_{\text{sum}} = \frac{1}{2N} \log_2 \left[ \det \left( \mathbf{I} + \frac{N}{\sigma^2} \mathbf{W} \mathbf{S} \mathbf{W}^T \right) \right].$$  \hfill (1.8)

This formula presents a starting point for the analyses of spreading sequence allocation performed in several papers. Namely, in [18] the optimal sequence allocation which maximizes the previous sum capacity has been found in the case of equal received user powers. This analysis has been later extended in [19] for the case of asymmetric received user powers.

The extension of the channel capacity with deep practical aspirations is the channel capacity of fading channels. This case has been discussed thoroughly in an excellent review paper by E.Biglieri et al. [20]. In the case of fast changing ergodic flat fading channels with perfect channel state information (CSI) at the receiver, it has been shown in [21], [22] and [20] that the capacity region of a multiple-access channel can be derived from the non-fading capacity region by averaging over all fading gains, i.e.

$$C_e(\mathbf{P}) = \mathbb{E} [C(\mathbf{P}, \mathbf{G})]$$  \hfill (1.9)

where averaging is over the p.d.f. of random fading gains. This type of capacity is usually called ergodic capacity. We will drop the subscript $e$ that denotes the

---

1The difference between this equation and the equation in the original paper [3] is due to the fact that we assume here that signatures have unit norm while in original paper signatures have norm $N$. 
ergodic capacity since most derivations deal with this case. The capacity of the channel with fading can be increased if the channel state information is available at the transmitter allowing for the use of power control at the transmitter. This case has been analyzed by A.J. Goldsmith et al. in [22] for single user channels and by R. Knopp et al. in [23] for multiple-access channels. Some practical aspects of the system design that approach the predicted bound for single user fading channels have been published in [24] and [25]. The extensions of the multiple-access channels to the case of cellular environments with fading, frequently occurring in practical applications, have been analyzed in [16], [21]. All the previous results assume that perfect channel state information is known at the receiver. Some results, however, exist even when the channel state information is estimated with error: see for example [26], [27], [28] and references therein.

The notion of ergodic capacity applies to flat fading channels where the transmission time is much longer than the coherence time of the channel, i.e., the fading process can reflect its ergodic nature during the transmission. In the case where no significant variations of the fading occur during the transmission, the classical Shannon capacity might not be usable and the appropriate information-theoretic measures are capacity versus outage and delay-limited capacities [20]. The notion of the delay-limited capacities is used in this thesis and we give here its definition for the multiple-access flat fading channel with spreading (cf. [29])

\[ C_d(\bar{P}) = \bigcup_{P \in \mathcal{P}} \bigcap_{G \in \mathcal{G}} C(P, G) \]  

where \( \mathcal{P} \) is the set of allowed power control allocation policies under the constraint on average single user powers given by diagonal matrix \( \bar{P} \). This definition states that the delay-limited capacity region of the channel is maximal possible capacity region that is attainable with certain power allocation policy for all possible channels. Extending this result for single user case, G. Caire et al. in [30] has shown that delay-limited capacity is equivalent to the capacity of single-block fading channel attainable with zero outage probability.

Some other relevant results on DS-CDMA systems from the information-theoretic viewpoint can be found in [31], [32], [33] and [34].

Very similar results and mathematical models are used in the analysis of the popular Multiple Input Multiple Output (MIMO) channels which describe systems
with multiple transmitting and receiving antennas. Some of the most prominent information-theoretic analyses of these channels have been reported in [35], [36] and [37].

The equation for the sum capacity of the CDMA channel (1.8) is useful only for the analysis of the particular allocation of fading gains and spreading sequences. In order to gain more general insight into the performance of the multiple-access system, random fading gains and random spreading sequence models should be used. Pursuing this basic motivation two important results [38], [39], published in March 1999 in the Transactions on Information Theory, analyzed random sequence and fading gain allocation. These results stirred considerable interest in the analysis of the performances of various receivers for large multiple-access DS-CDMA systems. Both results deal with random sequences where the number of users and processing gain increase to infinity while maintaining their ratio fixed. The large random sequence allocation model has also been analyzed in [40]. These assumptions, although theoretical in nature, provide insight into the operation of receivers for practical CDMA systems where the number of users is finite and signature sequences are pseudo-randomly chosen. Using novel results on the eigenvalue distribution of random matrices ([41], [42] and [43]), the asymptotic approach for the performance analysis of large system multiuser receivers is capable of producing analytically tractable and easily comparable results. A short review of some of these results on eigenvalue distribution of random matrices is given in Appendix A.

In [38], asymptotic spectral efficiencies of linear and optimum receivers for synchronous CDMA systems with equal user powers have been derived. The spectral efficiencies of linear multiuser receivers have been previously analyzed through simulations for finite systems in [44]. Extending the results of [38], [45] analyzes the fundamental limits on decision feedback linear receivers for large system synchronous CDMA with equal received powers and equal rates of all users. In [46], the spectral efficiency of randomly spread DS-CDMA multi-cell systems has been analyzed.

In [39], linear multiuser receivers for synchronous CDMA systems in flat fading channels have been analyzed and very useful notions of effective bandwidth and effective interference have been introduced. These results have been expanded for asynchronous CDMA [47] and for multi-path channels with imperfect channel state
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Following another course of research, spectral efficiency results of [38] have been extended for flat fading channels in [49] which also covers the issues of power control and multi-antenna systems. For the case of optimal (MMSE) decision feedback receiver and synchronous CDMA it has been shown in [50] that its capacity region (and therefore the spectral efficiency) coincides with that of the optimal maximum likelihood receiver. The random sequence model has been also used in [51] where results of [39] have been extended for so called "random environments". The random sequence model has been used for the analysis of uncoded performance of linear-multiuser receivers in [52]. The asymptotic random sequence model has also been helpful in the analysis of multiple-access receivers in [53] and [54].

In the conclusion of this topic, we mention very recent results by T. Tanaka [55], [56] who has noticed that some problems in the analysis of the uncoded performance of optimal multiuser receiver for CDMA channel with random sequences arise also in the analysis of ferromagnetic materials in statistical mechanics. This result has been employed recently in [57] (and references therein) for the analysis of the capacity of the receiver for the multiple-access channel where detection and decoding are separated.

1.3 Contributions

This thesis presents several results that extend the knowledge of information-theoretic aspects of CDMA multiple-access channels. The focus is on performance analysis and optimal resource allocation of multiuser receivers in flat fading channels.

Based on the previous work by Viswanath and Anantharam [19], we characterize the optimal sequence allocation in flat fading channels for the large system model. The spectral efficiency of the optimally allocated sequences is compared with the large random sequence model of [49]. Also, an optimal sequence allocation scheme that reduces the complexity of optimal joint decoding and detection is proposed.

The non-asymptotical analysis of the optimal sequence and power allocation that maximizes the spectral efficiency is accomplished using a previous result [58]. These results are later extended for the asymptotic case and efficiency gains compared to the no power control case are evaluated.

Using the multiple-access capacity region derived by Verdú in [3], we give char-
acterization of the vertices of the multiple-access capacity region using Cholesky decomposition. This characterization is later used to extend some results on optimal sequence allocation that maximizes the symmetric capacity. Additionally, we relate some of the results of [19] with results from a previous paper by Alsugair and Cheng [17].

Using results on the asymptotic SIR performance of linear detectors [39] and some results from the extreme value theory [59], we analyze spectral efficiency of the conventional decision feedback receiver in fading channels. The analysis is performed for a conventional decision feedback receiver with and without power ordering and with and without power control. Also, an algorithm for finding optimal power allocation is proposed.

The spectral efficiency of a simple practical receiver for two sets of orthogonal sequences is also carried out. This low complexity multiple access scheme has a very high spectral efficiency, very close to that of an optimal sequence allocation. Uncoded performance and convergence properties of such a scheme were analyzed and it was shown that analyzed receiver is a version of space altering generalized algorithm (SAGE).

We also discuss the case of imperfect channel state information at the receiver and derive the expression which gives the spectral efficiency loss of such a channel.

1.4 Thesis Outline

In Chapter 2, optimal spreading sequence allocation for the synchronous CDMA Gaussian multiple-access channel is presented. The analysis is performed for the cases when power control is allowed and when it is not allowed at the transmitter. Both cases are also analyzed in the asymptotic and non-asymptotic regime. This chapter also contains an optimal sequence allocation scheme that decreases the complexity of the joint decoder/detector when no power control is allowed.

Chapter 3 discusses the Cholesky characterization of the multiple-access capacity region and some applications of the characterization of the symmetric capacity for both optimal and random sequence allocation.

Chapter 4 presents the spectral efficiency of the conventional decision feedback
receiver in flat fading channels. The analysis is carried out for the large random sequence model and with perfect CSI at the transmitter.

Chapter 5 analyzes the CDMA multiple-access scheme for two sets of orthogonal sequences and a low complexity receiver.

The case of imperfect channel state information at the receiver is discussed in Chapter 6. The spectral efficiency loss of the optimal multiuser detector due to the imperfect channel state information is given in this chapter.

Chapter 7 contains concluding remarks and suggestions for future investigations based on the results presented in this dissertation.

Appendix A complements the exposition of Chapters 2,3,4 and 6 which make use of the large random sequence model.
Chapter 2

On the Optimal Sequence Allocation in Flat Fading Channels

2.1 Introduction

Recently there has been a considerable interest in exploring the fundamental limits of coded DS/CDMA systems and their dependence on the choice of spreading sequences, coding/spreading trade-offs, the statistical effects of fading channels, power control schemes and the type of employed multi-user receiver. These analyses are conveyed in order to gain insight into the operation and design of CDMA multiple-access systems, having in mind inevitable complexity-performance trade-offs. Central to all these analyses is the notion of spectral efficiency that will be used throughout the thesis. We next give the definition of the spectral efficiency that will be used in the thesis.

Definition 1 Spectral efficiency is a universal parameter for characterizing the performance of a certain communication scheme. It is defined as the total number of bits that can be transmitted with arbitrary reliability per second per Hertz of bandwidth under the constraints on the receiver structure and/or QoS requirements of the users.

For a CDMA system, the total spectral efficiency of the system can be calculated using the sum of single user capacities $C_i$. For convenience, in simplifying our notation we express these single user rates in [bits/chip] units, as opposed to some previous papers where single user capacities were given in [bits/symbol] (see for example [38]).

The optimal unit energy sequence allocation that maximizes the previous equation was first analyzed in [18] for equal received user powers and later generalized in [19] for general asymmetric user powers. This case is equivalent to the case of no power
control at the receiver. It was shown in [19] that if no users are oversized (the definition of an oversized user will be revisited in (2.2)), the sum capacity of a CDMA system with appropriate choice of signature sequences is equal to the capacity of Gaussian multiple access channel (GMAC) i.e. $C_{\text{sum}} = C_{\text{GMAC}} = \frac{1}{2} \log_2(1 + \text{SNR})$ where we have introduced for brevity of notation, $\text{SNR} = \frac{P_{\text{tot}}}{\sigma^2}$ and $P_{\text{tot}}$ is sum of powers of users in the system. Furthermore, it was shown that the sum capacity of the system attains the sum capacity of GMAC channel if $K$ unit norm signature sequences $S$ of length $N, (K \geq N)$ have the property

$$S^T (W) S = \frac{P_{\text{tot}}}{N} I. \quad (2.1)$$

Sequences $S$ that have the property (2.1) are called Generalized Welch Bound Equality Sequences (WBE). In the special case of equal power users and no fading these sequences achieve the Welch lower bound on the sum of squared coefficients of the correlation matrix or equivalently $S^T S = \frac{K}{N} I$ [18]. An iterative centralized construction procedure for WBE sequences was given in [19]. A simple decentralized construction procedure for WBE sequences was presented in [60] and later analyzed for more general framework in [61].

In the case that some users have oversized powers, they are assigned orthogonal sequences and there is an explicit loss in sum capacity compared to the case of the Gaussian multiple access channel - GMAC (Theorem 3.1 in [19]). However, as will be demonstrated in Section 2.2.1 and 2.2.2, this loss in sum capacity can be attributed to the limiting constraint that all users have equal power.

Another approach to analyzing spectral efficiency that has received considerable attention [38, 49, 45, 46, 47, 48] is through analysis of random spreading sequences for large systems i.e. when the number of users $K$ and processing gain $N$ go to infinity, but the ratio $\alpha = K/N$ of users per chip remains constant. These results rely on powerful theory of limiting eigenvalue distribution of large matrices and produce relatively simple, mathematically tractable results. For optimal joint multi-user detectors it was shown in [38] for equal received powers and [49] for flat fading channels that there is asymptotically (as $\alpha \to \infty$) no spectral efficiency loss compared to the GMAC.

Using a result from extreme value theory [59], we will characterize the spectral efficiency of optimally allocated sequences in flat fading channels in a large system. Thus we will be able to explicitly evaluate possible gains of using optimal sequences
2. On the Optimal Sequence Allocation in Flat Fading Channels

compared to random sequences. Furthermore, we will discuss sequence allocation based on [19] which divides users in orthogonal groups in an effort to simplify the receiver structure while achieving full sum capacity. The lower bound on spectral efficiency in case of unbalanced orthogonal groups will be derived and discussed in asymptotical case.

The optimal allocation of sequences in [19] requires perfect knowledge of channel state information at the transmitter and this information might also be utilized to optimally allocate the user powers to increase the system capacity even further. Therefore, we address here the problem of joint power control law - signature sequence optimization, and show that it can be solved as a determinant optimization problem of [58]. The spectral efficiency of a system with optimal allocation of signature sequences and user powers will be derived for the general case and later extended for the asymptotic large system model.

The following definition of vector ordering will be used throughout the thesis [62].

Definition 2 For any vector \( \mathbf{x} = \{x_1, x_2, \ldots, x_n\} \), let \( \mathbf{x}_i = \{x_{i1}, x_{i2}, \ldots, x_{in}\} \) denote the non-increasing rearrangement of the vector \( \mathbf{x} \), i.e. where \( x_{i1} \geq \ldots \geq x_{in} \) is satisfied. Also, let the \( \pi^x \) be permutation vector which orders the elements of vector \( \mathbf{x} \), i.e. \( x_i = x_{i[\pi^x]} \).

The outline of the Chapter is as follows. Section 2.2 presents the asymptotic analysis of optimal sequence allocation in flat fading channels with and without power control. The group orthogonal sequence allocation is discussed in Section 2.3.

2.2 Optimal Sequences in Flat Fading Channels

In this section we address the issue of optimal sequence allocation in flat fading channels with and without power control at the transmitter. It is assumed that the transmitter is provided with perfect channel state information by the feedback from the receiver.

2.2.1 No Power Control at the Transmitter

In the proceeding analysis we assume that transmitted powers are equal, that is \( P_i = P \) for \( i = 1, \ldots, K \), and that all users are allocated unit energy sequences.
We first consider the system with more users than the processing gain (sometimes called oversaturated system) with \( \alpha \geq 1 \) and later comment on the case \( \alpha < 1 \). The problem of allocating optimal unit energy sequences with asymmetric power constraints was addressed in [19] and it was shown that a certain subset of so-called oversized users played a special role in the choice of sequences. Following our notation and the Definition 1, user \( i \) with channel gain \( g_i \) which is ordered as \( j \)-th \((j = \pi_i^g \) and \( g_i = g_{[j]} \)) in the vector of ordered channel gains \( \mathbf{g}_k \) is defined to be oversized if

\[
g_i > \frac{\sum_{l=j+1}^{K} g_{[l]}}{N - j}
\]

and \( j \leq N - 1 \). There can be at most \( N - 1 \) oversized users and we will denote their number as \( k \). The sum capacity for optimally chosen equal energy sequences is according to Theorem 3.1 in [19]

\[
C_{\text{sum}}(\mathbf{G}) = \frac{N - k}{2N} \log_2 \left( 1 + \frac{N}{(N - k)\sigma^2} \sum_{l=k+1}^{K} P_{g_{[l]}} \right) + \frac{1}{2N} \sum_{l=1}^{k} \log_2 \left( 1 + \frac{NP_{g_{[l]}}}{\sigma^2} \right)
\]

where the first term corresponds to \( K - k \) weakest users that are allocated WBE sequences and the second term corresponds to \( k \) oversized users that are allocated orthogonal sequences. Now, the ergodic sum capacity for optimally allocated sequences in flat fading channels can be derived averaging the sum capacity of (2.3) over random channel gains i.e. \( C_{\text{sum}} = E[C_{\text{sum}}(\mathbf{G})] \). The distribution function of the ordered element \( g_{[l]} \) can be calculated from [63]

\[
f_{[l]}(x) = \frac{K!}{(l - 1)!(K - l)!} F^{K-l}(x) (1 - F(x))^{l-1} f(x),
\]

where \( f(x) \) and \( F(x) \) are pdf and cdf of the random channel gains respectively. In general this appears to be a complex problem since the number of oversized users is also a random variable. However, in the asymptotic case for the large number of users \( (K \to \infty) \) with constant ratio of number of users per processing gain \( \alpha = \frac{K}{N} \), due to the weak law of large numbers this problem can be readily solved. The similar asymptotic approach was used previously for the analysis of the conventional decision feedback with receiver power ordering in [64]. By employing the asymptotic analysis
we will be able to evaluate the spectral efficiency loss incurred by using unit energy sequences in the flat fading channel.

We start with the observation that with the increase in the number of samples (in this case users) the fading distribution \( f_0(x) \) becomes a degenerate distribution which means that it can take only values 0 and 1 [63, 59]. Mathematically this means that for \( 0 < \beta < 1 \), as \( K \to \infty \), the cumulative distribution \( F_{[\lfloor K(1-\beta)\rfloor]}(g) \) \(^1\) converges weakly to the step function at the quantile \( \xi_\beta \) of the distribution \( f \) i.e.

\[
\lim_{K \to \infty} F_{[\lfloor K(1-\beta)\rfloor]}(g) = h(x - \xi_\beta),
\]

where function \( h(x) \) is a unit step function. Alternatively formulated [65] samples of the distribution \( f_{[\lfloor K(1-\beta)\rfloor]}(g) \) converge in probability to \( \xi_\beta \). That is for each \( \epsilon > 0 \)

\[
\text{Prob}\left(\left| g_{[\lfloor K(1-\beta)\rfloor]} - \xi_\beta \right| > \epsilon \right) \to 0,
\]

where the quantile of the distribution \( f \) is defined as \( \xi_u = F^{-1}(u) \) assuming that cdf \( F \) is invertible. Note that according to this definition, \( \xi_{1/2} \) is the median of the distribution. Regarding the convergence rate of (2.6), Theorem 9.2 in [63] predicts that for distributions with unbounded support and \( 0 < \beta < 1 \) the variance of \( f_{[\lfloor K(1-\beta)\rfloor]}(g) \) decreases proportionally to \( K^{-1} \) as \( K \to \infty \). An illustration of the convergence of the order statistic distribution with the increase of the number of samples is given in Figure 2.1.

The following lemma will be used throughout the Chapter to evaluate asymptotic properties of sum capacity.

**Lemma 1** Let \( 0 \leq \lambda_1 < \lambda_2 \leq 1 \) and \( x_1, \ldots, x_K \) be samples drawn from the distribution with pdf \( f \) and cdf \( F \) and \( \phi(x) \) be real valued function of a real variable, then

\[
\frac{1}{[\lambda_2 K] - [\lambda_1 K]} \sum_{i=[\lambda_1 K]}^{[\lambda_2 K]} \phi(x_i) \quad (2.7)
\]

converges in probability as \( K \to \infty \) to

\[
\frac{1}{\lambda_2 - \lambda_1} \int_{F^{-1}(1-\lambda_1)}^{F^{-1}(1-\lambda_2)} \phi(x) f(x) dx = \frac{1}{\lambda_2 - \lambda_1} \int_{1-\lambda_2}^{1-\lambda_1} \phi(F^{-1}(u)) du. \quad (2.8)
\]

\(^1\lfloor x \rfloor \) denotes the integer part of \( x \).
Figure 2.1. Illustration of the convergence of the order statistic distribution to the quantile.
Proof:

Using the asymptotic weak convergence of ordered statistics (2.5), the distribution of ordered samples $x[i]$ for $i = [\lambda_1 K], \ldots, [\lambda_2 K]$ drawn from the pdf $f(x)$ converges weakly to

$$f_{\lambda_1, \lambda_2}(x) = \frac{1}{\lambda_2 - \lambda_1}(h(x - F^{-1}(1 - \lambda_2)) - h(x - F^{-1}(1 - \lambda_1)))f(x)$$

(2.9)

since $x[i] \rightarrow F^{-1}(1 - \lambda_i)$ for $i = 1, 2$ and $K \rightarrow \infty$. The coefficient $\frac{1}{\lambda_2 - \lambda_1}$ is introduced to normalize the integral of pdf $f_{\lambda_1, \lambda_2}(x)$ to unity. Expression (2.7) then asymptotically presents the expectation $E[\phi(x)]$ with respect to the pdf distribution $f_{\lambda_1, \lambda_2}(x)$. Therefore the left side of (2.8) follows immediately and the right side after substituting $u = F(x)$ in the integral on the left side (2.8). □

We denote with $\lambda = \frac{k}{K}$ the fraction of oversized users, where $\kappa$ is the number of oversized users and note that $\lambda < \alpha^{-1}$ since $\kappa < N$. The right hand side of (2.2) satisfies asymptotically

$$\lim_{K \rightarrow \infty} \frac{1}{N - \kappa} \sum_{i=\kappa+1}^{K} g[i] = \lim_{K \rightarrow \infty} \frac{K - \kappa}{N - \kappa} \sum_{i=\kappa+1}^{K} \frac{g[i]}{K - \kappa}$$

$$= \frac{1}{\alpha^{-1} - \lambda} \int_{0}^{1-\lambda} F^{-1}(u)du.$$  (2.10)

where we applied Lemma 1. Therefore the fraction $\lambda$ has to satisfy

$$\max_{0 \leq \lambda < \alpha^{-1}} \left[ F^{-1}(1 - \lambda) \geq \frac{1}{\alpha^{-1} - \lambda} \int_{0}^{1-\lambda} F^{-1}(u)du \right].$$  (2.11)

We will assume that the cdf $F(x)$ and its inverse $F^{-1}(x)$ are continuous functions and show (under certain conditions on $f$) that the largest fraction of oversized users which still satisfy the previous inequality is simply the largest solution $0 \leq \lambda < \alpha^{-1}$ of the following equation

$$F^{-1}(1 - \lambda) = \frac{1}{\alpha^{-1} - \lambda} \int_{0}^{1-\lambda} F^{-1}(u)du.$$  (2.12)

For continuous distributions $f(x)$ with unbounded support the previous equation always has a solution $0 \leq \lambda < \alpha^{-1}$ since the left side of (2.11) is a monotonically decreasing function and $\lim_{\lambda \rightarrow 0} F^{-1}(1 - \lambda) = \infty$ while the right side of (2.11) is continuous and equal to $\alpha$ for $\lambda = 0$ and it generally rises to $\infty$ for $\lambda = \alpha^{-1}$. It can
now be seen that the fraction of oversized users \(0 \leq \lambda < \alpha^{-1}\) depends only on the fading distribution \(F(x)\) and load \(\alpha\).

Continuing in the same manner and applying Lemma 1, the sum capacity of (2.3) converges in probability in the asymptotic case to

\[
\lim_{K \to \infty} C_{\text{sum}} = \frac{1 - \alpha \lambda}{2} \log_2 \left( 1 + \frac{\text{SNR}}{(1 - \alpha \lambda)} \int_0^{1-\lambda} F^{-1}(u) du \right) + \frac{\alpha}{2} \int_{1-\lambda}^1 \log_2 \left( 1 + \frac{\text{SNR}}{\alpha} F^{-1}(u) \right) du
\]

where \(\lambda\) is the largest solution of equation (2.12). The previous equation can also be viewed as ergodic capacity since the distribution of ordered channel gains is degenerate in asymptotic case.

According to (2.11) and (2.12), in the particular case of Rayleigh fading that will be used in our example, \(0 \leq \lambda < \alpha^{-1}\) becomes the only solution of equation

\[
\alpha^{-1} \ln(\lambda) + 1 - \lambda = 0
\]

and the sum capacity is equal to

\[
C_{\text{sum}} = \frac{\alpha}{2 \ln 2} \left[ \lambda \ln(1 - \text{SNR} \alpha^{-1} \ln(\lambda)) + e^{\text{SNR}} \text{Ei} \left( 1, - \ln(\lambda) + \frac{\alpha}{\text{SNR}} \right) \right]
\]

where the exponential integral function is defined as \(\text{Ei}(n, x) = \int_1^\infty \frac{e^{-nt}}{t^n} dt\).

This derivation can also be applied for cases when all users do not have the same fading distribution. For the discussion on this topic see Remark 3 in Chapter 4.

Equation (2.13) can be applied to the case when the number of users is less than the processing gain, i.e. \(\alpha < 1\), for which \(\lambda = 1\) and the first term in (2.13) vanishes. In this case all users are optimally assigned orthogonal sequences (as if that all users are oversized) and the second term which denotes the contribution of the orthogonal users is equal to the sum capacity. With the increasing values of \(\alpha > 1\), the fraction of oversized users \(\lambda\) decreases and the influence of the first term becomes significant. Ultimately, for distributions with unbounded support, as \(\alpha \to \infty\) we have that \(\lambda \to 0\) and the fraction of oversized users tends to zero. In this case almost all users are assigned WBE sequences and the second term of (2.13) vanishes. This behavior is illustrated in Figure 2.2 with the variation of the contribution of orthogonal users in terms of system load \(\alpha\) for an optimal sequence allocation in Rayleigh fading channels.
Figure 2.3 compares spectral efficiencies (sum capacities) of optimally and randomly chosen sequences in Rayleigh fading and no-fading channels. The spectral efficiency of the optimal joint detector with random sequences was derived in [38] for no-fading case and in [49] for the flat fading case. From this figure it can be concluded that the spectral efficiency penalty that we have to pay for using random sequences compared to the optimal sequences in flat fading channels can be as much as $0.6 - 0.7 \text{[bit/s/Hz]}$ for $E_b/N_0 = 10dB$ and smaller values of $\alpha$ while this spectral efficiency loss vanishes as $\alpha \to \infty$.

### 2.2.2 Power Control at the Transmitter

In this section we further relax the problem of finding optimal sequences by dropping the condition that all sequences have unit energy that was used to derive equations (2.2) and (2.3) in [19]. This relaxation is equivalent to the case where we allow certain power control strategy to change the radiated power of the users.

The only constraint on spreading sequences that we will use is the constraint on the total sequence energy

$$tr(SS^T) = K$$

which implies that the average sequence energy per user is equal to unity. Therefore the transmitted power of user $i$ can be expressed as $P_i = P_s s_i^T s_i$, where the total radiated power that is constrained with equation (2.15) is equal to $P_{tot} = KP$. Note that matrix $W$ is now the diagonal matrix with elements $P_{g1}, \ldots, P_{gK}$ and that power control law is solely contained in matrix $S$. The following result, first proven by Witsenhausen in [58] and used later in [66] for the joint transmitter-receiver optimization for multiple input multiple output systems, will be applied to find optimal sequence and power allocation that maximizes sum capacity of (1.8). This result will be presented here without the proof, slightly simplified and adjusted to our notation.

**Theorem 1** Let $Z$ be a Hermitian positive-definite matrix of dimension $K \times K$. The maximum of

$$J = \det(I_N + SZZ^T)$$

over all $N \times K$ matrices $S$ satisfying

$$tr(SS^T) \leq G$$
is achieved by

\[ S = UDV^T, \]  

(2.18)

where (i) \( V \) is an \( K \times K \) unitary matrix diagonalizing \( Z \), i.e.,

\[ V^T Z V = \Lambda, \]  

(2.19)

where \( \Lambda \) is a diagonal matrix with ordered elements \( \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_s \geq \lambda_{s+1} = \cdots = \lambda_K = 0 \), and \( s = \text{rank}(Z) \) is the number of nonzero eigenvalues of \( Z \),

(ii) \( U \) is an \( N \times N \) unitary matrix, and

(iii) \( D \) is a rectangular \( N \times K \) matrix whose "off-diagonal" elements \( D_{ij} \) are zero, and the "diagonal" elements \( d_i \equiv D_{ii} \) are calculated as

\[ |d_i|^2 = \begin{cases} \frac{1}{r} \left( G + \sum_{j=1}^r \lambda_j^{-1} \right) - \lambda_i^{-1}, & i \leq r, \\ 0, & \text{otherwise}, \end{cases} \]  

(2.20)

where \( r \leq \min(s, N) \) is the largest integer satisfying

\[ \lambda_r^{-1} \leq \frac{1}{r} \left( G + \sum_{j=1}^r \lambda_j^{-1} \right). \]  

(2.21)

The maximum of (2.16) is given with

\[ J_{\max} = r^{-r} \left( G + \sum_{j=1}^r \lambda_j^{-1} \right)^r \prod_{j=1}^r \lambda_j. \]  

(2.22)

To apply the previous theorem to the problem of maximizing of the sum capacity (1.8) we first note that matrix \( Z \) corresponds to \( W_{\sigma_0}^{N/2} \) with rank \( s = K \) and that constraint \( G \) corresponds to the number of users \( K \). Also, ordered elements \( \lambda_i = N g_{ii} P_i \). Since matrix \( Z \) is a diagonal matrix, the matrix \( V \) is a permutation matrix which orders the elements of \( Z \).

To give more insight in the sequence allocation that maximizes the sum capacity predicted by the previous result we introduce the following notation. Denote the set of \( r \) strongest user indices as \( J \). According to (2.18), (2.20) and (2.21) only users from the set \( J \) will be allocated orthogonal sequences from the unitary matrix \( U \) while all other users will be allocated zero energy sequences i.e. these users will not transmit for that distribution of received powers. Since

\[ SS^T = VD^T UdV^T = VD^T D V^T \]  

(2.23)
is a $K \times K$ diagonal matrix with non-zero elements with indices from the set $J$, matrix $S$ consists only of orthogonal sequences. Note that sequence matrix $S$ is an $N \times K$ matrix whose columns are either equal to the zero vector or are scaled columns of a unitary matrix $U$. The power allocation among the users, apart from the determination of parameter $r$, is now structurally similar to the so-called "water-filling" argument discussed in [12] for maximizing the capacity of transmission through parallel channels. According to (2.20) and (2.18) the power control policy that maximizes the sum capacity is

$$P_i = \frac{P_{\alpha} \max (\nu - \frac{1}{g_{r}^{-1}}, 0)}{\text{SNR}}$$

where $\nu = \frac{1}{r} \left( N \text{SNR} + \sum_{j=1}^{r} g_{[j]}^{-1} \right)$ and $r < \min(K, N)$ is the largest integer satisfying

$$g_{r}^{-1} \leq \frac{1}{r} \left( \frac{\text{SNR} \cdot N + \sum_{j=1}^{r} g_{[j]}^{-1}}{N} \right).$$

Therefore only the $r \leq N$ strongest users will have non-zero transmitting power and only these users will be allocated orthogonal sequences. We will briefly point out an interesting parallel between optimal sequence allocation in the no-power controlled case and the power controlled case. In both cases, a fraction of $r \leq N$ of the strongest users plays a specific role. In the no power controlled case these users are assigned orthogonal sequences to decrease the interference to other users, while in the power controlled case these users are the only ones which contribute to the sum capacity of an optimized system.

The maximal value of sum capacity if both power and sequence optimization is allowed using (2.22) is given with

$$C_{\text{sum}}^{PC}(G) = \sum_{j=1}^{r} \frac{1}{2N} \log_{2} \left( \frac{N \text{SNR} \cdot g_{[j]} \left( \frac{1}{r} \sum_{i=1}^{r} \frac{1}{g_{[i]}} \right)}{r} + \sum_{i=1}^{r} \frac{1}{g_{[i]}} \right).$$

Next we derive a simple lower bound on the maximum sum capacity attainable by the sequence allocation procedure previously described. Starting from (2.26) we have

$$C_{\text{sum}}^{PC}(G) \geq \frac{1}{2N} \log_{2} \left[ \prod_{j=1}^{r} g_{[j]} \left( \frac{N \text{SNR}}{r} + \frac{1}{r} \sum_{i=1}^{r} \frac{1}{g_{[i]}} \right) \right]$$

$$\geq \frac{r}{2N} \log_{2} \left( \frac{\text{SNR} \cdot N}{r} \cdot \frac{1}{\sum_{i=1}^{r} \frac{1}{g_{[i]}}} + 1 \right).$$


\[ \frac{r}{2N} \log_2 \left( \text{SNR} \cdot \frac{N}{r} + 1 \right) \quad (2.29) \]

where (2.28) follows from the fact that the geometric mean is always greater or equal to the harmonic mean. (2.29) follows from the fact that the harmonic mean

\[ H = \left( \sum_{i=1}^{n} a_i^{-1} \right)^{-1} \]

of elements \( a_1, \ldots, a_n \) is greater or equal to the minimal element \( a_{[n]} \).

Following the ideas employed in the analysis of optimally allocated equal energy sequences of the previous Section, we present the asymptotic analysis of the sum capacity of optimally allocated sequences with power control. We use the same notation to denote the fraction of users \( \lambda \) that transmit with orthogonal sequences, i.e. for \( r \) users that are allowed to transmit with non-zero powers \( \lambda = \frac{r}{K} \). Note that \( \lambda \leq \min(1, \alpha^{-1}) \). In the asymptotic case \( \lambda \) converges in probability to the maximal value that satisfies the following inequality

\[ \max_{0 \leq \lambda \leq \min(1, \alpha^{-1})} \left[ \frac{1}{F^{-1}(1 - \lambda)} \leq \frac{\text{SNR}}{\alpha \lambda} + \frac{1}{\lambda} \int_{1-\lambda}^{1} \frac{du}{F^{-1}(u)} \right] \quad (2.30) \]

which follows from applying (2.6) on the left side and Lemma 1 on the right side of (2.25). Having calculated the fraction of orthogonal users with non-zero transmitting power, \( \lambda \), we can determine the expression for the maximal attainable sum capacity in the asymptotic case

\[ \lim_{K \to \infty} C_{\text{max}}^{PC} = \frac{\alpha}{2} \int_{1-\lambda}^{1} \log \left( \frac{\text{SNR}}{\alpha \lambda} + \frac{1}{\lambda} \int_{1-\lambda}^{1} \frac{dx}{F^{-1}(x)} \right) du \quad (2.31) \]

which can be obtained by applying Lemma 1 twice on equation (2.26). We note that if

\[ \alpha \geq \left( 1 - F(\text{SNR}^{-1}) \right)^{-1} \quad (2.32) \]

the maximum of inequality (2.30) is achieved for \( \lambda = \alpha^{-1} \) since

\[ \frac{1}{F^{-1}(1 - \alpha^{-1})} \leq \text{SNR.} \quad (2.33) \]

This is illustrated in Figure 2.2 by the variation of the fraction of degrees of freedom that are assigned non-zero orthogonal sequences (i.e. \( \lambda \alpha \)) in terms of the load \( \alpha \) for optimal sequence allocation with power control. As a consequence of this, it is
interesting to note that for the large system model with $\alpha$ satisfying (2.32), the sum capacity of optimal power/sequence allocation can be lower bounded with

$$C_{\text{sum}}^{\text{PC}} \geq \frac{1}{2} \log_2 \left( 1 + \text{SNR} \cdot F^{-1}(1 - \alpha^{-1}) \right),$$

(2.34)

which follows by application of (2.29) using $r/N = \alpha = 1$. Furthermore, from (2.34) we can conclude that the sum capacity asymptotically increases without bounds for fading distributions with unbounded support. A similar fact was shown for asymptotic randomly chosen signature sequences in fading channels using optimal power control and optimal joint ML decoding of high complexity [49]. If single-user error correction codes are used, due to the orthogonality of user sequences, the optimum decision feedback detector for the optimized power/sequence allocation simplifies to a bank of conventional detectors followed by single user decoders. Therefore, using signal space partitioning of Section 2.3 with the intention of simplifying the complexity of the decoder is not necessary with optimal power/sequence allocation.

Dependence of the sum capacity (spectral efficiency) of optimal power/sequence allocation in terms of load $\alpha$ is presented in Figure 2.3. The optimal power control policy provides marginal improvement even for $\alpha < 1$ compared to the no power control case. To observe this we repeat in Figure 2.5 the same results for a smaller value of $E_b/N_0 = 3dB$ where this improvement is more visible. It is easily deduced from the sequence allocation procedure what price we have to pay to achieve this remarkable increase in spectral efficiency above the spectral efficiency in non-fading channels. At a given moment, only fraction $\lambda$ of $K$ users will transmit with orthogonal sequences and the rest are idle. However, since we assumed that fading is fast changing and ergodic, all users on average have the opportunity to transmit with the same average rates and average powers. This simple sequence allocation procedure can be regarded also as a CDMA slotted ALOHA system where user sequences and powers are assigned in a centralized coordinated manner. The approach of allocating powers and non-zero rates to only a fraction of strongest active users is already standardized in modern data-centric wireless systems like IS-856.
2.3 Group Orthogonal Sequence Allocation

We next discuss the group orthogonal sequence allocation based on [19] which is capable of approaching or attaining the sum capacity while simplifying the receiver structure. The idea of partitioning the signal space in orthogonal subspaces has been analyzed previously in different applications (see for example [67]), however we present novel results on the capacity loss that we have to pay in order to simplify the receiver through partitioning of the signal space.

We divide all $K$ users into $r$ subsets and embed $K_i$ unit energy sequences of users from group $i$ into the orthogonal subspace of dimension $N_i$, i.e. let $K_i$ sequences of group $i$ be arranged in matrix $S_i = E_i F_i$ for a certain $N_i \times N_i$ dimensional matrix $F_i$ and $E_i$ matrix of basis vectors of $i$-th orthogonal subspace. Now the cross-correlation matrix of these sequences can be represented in the block diagonal form

$$ R = \text{diag}\{R_1, \ldots, R_r\} $$

where $R_i = S_i S_i^T = F_i^T F_i$.

The optimal multiuser detector of the data bit vector $b = \{b_1, b_2, \ldots, b_K\}^T$ with exponential complexity in the number of users $K$ simplifies to $r$ optimum detectors whose overall complexity does not exceed the complexity which is exponential in the number of users in the largest group. This simplification can be in fact quite substantial since we can regard the group size as a design parameter that is always less than some specific threshold which denotes the maximum allowable computational complexity for the specific application.

Group orthogonal unit energy sequence allocation $S_i = E_i F_i$, with $K_i$ non-oversized users and $N_i = N/r$ degrees of freedom in group $i = 1, \ldots, r$ achieves the full capacity of CDMA system if and only if all the groups have the following property

$$ F_i W(G_i) F_i^T = \frac{P_{\text{tot}}}{N} I, $$

with total power in each group being equal to $P_{\text{tot},i} = P_{\text{tot}}/r$ and where $W(G_i)$ denote the restriction of the diagonal matrix of user powers $W$ to the set of indices $G_i$ of the users in group $i$ ($i = 1, \ldots, r$). The validation of this statement is that the "if" implication follows by substituting the sequence matrix of group orthogonal sequences
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\[ S^T = [S_1^T, \ldots, S_r^T] \] in (1.8) and the "only if" directly from [19]. A similar conclusion was derived in [60] for unit energy sequences with equal received user powers.

In practice, for an arbitrary distribution of user powers, it is not always possible to divide users in groups with exactly equal total power per group. The following equation quantifies the exact loss in sum capacity for the case of imperfect distribution of powers per group. Let the \( K_i \) group orthogonal unit energy sequences \( S_i^T = E_iF_i \) of group \( i \) satisfy the property

\[ F_iW(G_i)F_i^T = I, \quad (2.37) \]

where \( x_i \) is a relative mismatch from the even group power distribution, the sum of the user powers in group \( i \) is \( P_{\text{tot},i} = P_{\text{tot}}(1 + x_i)/\tau, \sum_{i=1}^{r} x_i = 0. \)

By substituting the property (2.37) in (1.8), we can derive the expression for the sum capacity of the group orthogonal sequence allocation with group power mismatch

\[
C_{\text{sum}} = \frac{1}{2N} \log_2 \left\{ \det \left[ I + \frac{P_{\text{tot}}}{\sigma^2} \left( (1 + x_1)E_1E_1^T + \ldots + (1 + x_r)E_rE_r^T \right) \right] \right\} 
\]

\[
= \frac{1}{2N} \log_2 \left\{ \det \left[ \left( I + \frac{P_{\text{tot}}}{\sigma^2} \left( (1 + x_1)E_1E_1^T + \ldots + (1 + x_r)E_rE_r^T \right) \right) \right] \right\} \quad (2.38) 
\]

where we have used the property of determinants, \( \det(I + AB) = \det(I + BA) \) for square matrices \( A \) and \( B \). Now, the equation for the sum capacity of unbalanced group division (2.39) follows from the orthonormality of the matrix \( E \).

\[
C_{\text{sum}} = \sum_{i=1}^{r} \frac{1}{2r} \log_2 (1 + \text{SNR}(1 + x_i)). \quad (2.39) 
\]

The next Proposition gives the lower bound on the sum capacity with unbalanced group division.

**Proposition 1** In the case of equal number of degrees of freedom per group, and signature sequences satisfying (2.37) and \(-a < x_i < a, i = 1, \ldots, r, a > 0\), the sum capacity can be lower bounded as

\[
C_{\text{sum}} \geq \frac{r-1}{4r} \log_2 \left( (1 + \text{SNR})^2 + a^2 \text{SNR}^2 \right) + \frac{1}{2r} \log_2 (1 + \text{SNR}). \quad (2.40) 
\]
Proof:

The lower bound on the sum capacity can be derived by using the theory of majorization [62]. The following definitions will be used in the course of the proof.

**Definition 3** For any \( x, y \in \mathbb{R}^n \), it is said that \( y \) majorizes \( x \), or \( x \prec y \) if

\[
\sum_{i=1}^{k} x[i] \leq \sum_{i=1}^{k} y[i], \quad k = 1, \ldots, n - 1, \quad (2.41)
\]

\[
\sum_{i=1}^{n} x[i] = \sum_{i=1}^{n} y[i].
\]

As an illustration of the previous definition we state the following simple fact that can be derived for any vector \( x = \{x_1, x_2, \ldots, x_n\} \) for which \( x_i \geq 0 \) and \( \sum x_i = a \)

\[
\{\frac{a}{n}, \ldots, \frac{a}{n}\} \prec \{x_1, x_2, \ldots, x_n\} \prec \{a, \ldots, 0\}. \quad (2.42)
\]

We will also need the following definition:

**Definition 4** A real-valued function \( \phi : \mathbb{R}^n \rightarrow \mathbb{R} \) is said to be Schur-concave if for all \( x, y \in \mathbb{R}^n \) such that \( y \) majorizes \( x \) we have \( \phi(x) \geq \phi(y) \).

The following fact [62] states an important class of Schur concave functions.

**Lemma 2** For any concave function \( g : \mathbb{R} \rightarrow \mathbb{R} \) the symmetric concave function \( \phi(x) = \sum_{i=1}^{n} g(x_i) \) is Schur concave.

Note that the expression (2.39) for sum capacity \( C_{\text{sum}}(x) \) is Schur concave in terms of the vector \( x = \{x_1, \ldots, x_r\} \) of relative power mismatches. This fact can be concluded applying Lemma 2 and noting that \( C_{\text{sum}}(x) \) is a sum of concave functions \( \log_2(1 + \frac{P_{\text{tot}}}{\sigma^2}(1 + x_i)) \) of the components of vector \( x \).

Using the fact that the components of the vector \( x \) are bounded, there exists a vector \( v \) such that \( v \succ x \) for all vectors \( x \) that satisfy the constraints, i.e. \( -a \prec x_i \prec a, a > 0 \) for \( i = 1, \ldots, r \). The following vectors represent extremal vectors under these conditions (see C.1., Chapter 5., [62])

\[
v = \{-a, \ldots, -a, a, a, \ldots, a\}_{r/2,\ldots, r/2} \quad (2.43)
\]

for even \( r \) and

\[
v = \{-a, \ldots, -a, 0, a, a, \ldots, a\}_{(r-1)/2,\ldots, (r-1)/2} \quad (2.44)
\]
for odd $r$. Now substituting the extremal vector for odd values of $r$ (2.44) (which presents the worse case) and applying the Definition 3. of the Schur concave functions we can derive the inequality (2.40). □

The loss in spectral efficiency for non-oversized users predicted by Proposition 1 is illustrated in Figure 2.4. We can note that this loss is very small even for higher values of a maximum relative power mismatch (unbalance) between the groups.

In the asymptotic case of a large system model we can always divide users in $r$ groups with equal total power. To demonstrate this we start from noting that for the continuous pdf distribution $f(x)$ of channel gains we can find $r + 1$ real numbers $u_j, j = 0, \ldots, r$ such that $0 = u_0 < u_1 < \cdots < u_r = 1$ and

$$
\int_{u_{i-1}}^{u_i} F^{-1}(u) du = \frac{1}{r}, \quad i = 1, \ldots, r.
$$

Now if we assign users with channel gains $F^{-1}(u_{i-1}) < g < F^{-1}(u_i)$ to group $i$, total power of each group will converge in probability to $P_{\text{tot}}/r$.

For completeness, it should be mentioned that in the case that some of the users of the CDMA system are oversized [19], the previous sequence allocation procedure has to be modified such that oversized users are allocated separate orthogonal degrees of freedom while the remaining users are divided into group orthogonal sequences. We note that, from the observation 1) in [19], it easily follows that there are no oversized users in a group with total power $P_{\text{tot},i} = P_{\text{tot}}/r$ and $N_i = N/r$ degrees of freedom if no users are oversized in the complete set of users.

### 2.4 Conclusions

The common motif that links the results presented in this chapter is the problem of optimal resource allocation in DS/CDMA systems. To obtain mathematically tractable results that are comparable with the previous analysis of random sequences, we employed the large system model and asymptotic properties of order statistics. We will now summarize results presented in this chapter.

Asymptotical analysis of the sum capacity of optimally allocated spreading sequences without power control is presented and the gains in the sum capacity compared to the random sequence allocation in flat fading channels are discussed.
The optimal power/sequence allocation is derived in Section 2.2.2 in both non-asymptotical and asymptotical flat fading regimes. The maximization of the sum capacity in the oversaturated CDMA systems for fading channels led us to disregard the delay constraints (QoS requirements) of specific users [68]. In the delay-sensitive applications, the symmetric capacity of [18] or the delay-limited capacities of the system [20], [29] are more appropriate information-theoretic measures.

The benefits of reducing the complexity of the joint optimal decoder through allocation of sequences in orthogonal subspaces is discussed in Section 2.3 and the loss in sum capacity as a consequence of unbalanced groups is upper bounded. It is shown that asymptotically this loss vanishes.
Figure 2.2. Variation of the share of orthogonal sequences in optimal sequence allocation with no power control and power control for two values of SNR in a Rayleigh fading channel. For the no power control case the share of orthogonal users $\alpha \lambda$ rises linearly with load $\alpha$ for $\alpha < 1$ and monotonically decreases to 0 for $\alpha > 1$. For the power control case, the share of orthogonal users increases with $\alpha$ and saturates to the value of 1 when all degrees of freedom are allocated orthogonal sequences. According to the notation of Section 2.2, $\lambda \alpha = \frac{\alpha}{N}$ for the no power control case and $\lambda \alpha = \frac{\alpha}{N}$ for the power control case.
Figure 2.3. Comparison of the spectral efficiency of the optimal sequence allocation with and without power control in Rayleigh fading for $E_b/N_0 = 10\,\text{dB}$. As a reference, we give spectral efficiencies of the optimal detector for random sequences in channels with no fading and channels with Rayleigh fading.
Figure 2.4. Sum capacity in terms of $E_b/N_0$ as predicted by Proposition 1, for two maximum relative power imbalances ($a = 0.5$ and $a = 0.9$) between groups. Lines with ◦ sign are lower bounds for certain parameter $a$, while dashed lines present sample sum capacities of (2.40) for randomly chosen power imbalances satisfying maximum relative power imbalances of $a = 0.5$ and $a = 0.9$. For comparison, the sum capacity of a non-fading channel is presented with full line.
Figure 2.5. *Comparison of the spectral efficiency of the optimal sequence allocation with and without power control in Rayleigh fading for $E_b/N_0 = 3\text{dB}$.\*
Chapter 3

Cholesky Characterization of the Multiple-Access Capacity Region

3.1 Introduction

Several previous articles have dealt with the issue of information theoretic optimization of the signature sequence allocation [19], [32], [60], [18] and [61]. The main idea behind all these papers is the maximization of the sum capacity (1.8) of the synchronous CDMA Gaussian multiple-access channel. As opposed to the sum capacity maximization, little has been done regarding the maximization of the whole capacity region \( \mathcal{C}(P, G) \) with respect to the signature sequence allocation. This problem can also be regarded as the maximization of the sum rate of users under QoS constraint on the rates of all users. In this setting, for every QoS constraint on user rates, a different set of signature sequences maximizes the sum capacity.

However, some results on this topic exist. In [17], the issue of symmetric capacity (equal QoS constraints on all users) has been analyzed. In this paper, upper and lower bounds on the symmetric capacity with optimal sequence allocation and equal user powers have been derived. More recently, in [34] T.Guess has analyzed the optimal sequence allocation for MMSE decision feedback receiver with different preset QoS on user rates. This paper used a constraint on total user power and allowed for power control. By using Cholesky factorization and the theory of majorizations, the author was able to explicitly find the signature sequence set that maximized the sum capacity under QoS constraints.

The material in this Chapter follows up on this article and shows that Cholesky factorization is a useful tool for characterization of the multiple-access capacity region.
Using this Cholesky characterization of the multiple-access capacity region, an algorithm that finds optimal sequences for equal QoS constraints and different received powers is proposed. This algorithm is intended for flat fading channels where power control is available at the receiver, but users have to satisfy equal rate constraints. In order to compare the numerical results of this algorithm, a previously derived upper bound on symmetric capacity [17] is employed.

The case of randomly assigned signature sequences in a large system model is also addressed in this Chapter. The capacity profile of users in a flat fading channel is evaluated for the case when optimal MMSE decision feedback receiver detects users in the decreasing and increasing order of powers. These results are also related to previous results on the sum capacity of the optimal multiuser receiver in flat fading channels.

3.2 Cholesky Characterization of the Multiple-Access Capacity Region

The following definition of a submatrix of a matrix is used in this Chapter.

**Definition 5** For any square matrix $T$, we let $T_S$ be the submatrix formed by retaining only rows $i,j$ for all $i,j \in S$.

The following definition of the permuted matrix is also used in this Chapter.

**Definition 6** Let $\pi$ be a permutation of the elements of the initial ordered set $\pi_0 = \{1, \ldots, K\}$ and let us denote with $\pi^{-1}$ respective reverse order permutation. Also, we denote with $V(\pi)$ the matrix that is produced by permuting the rows of a $K \times N$ dimensional matrix $V$ according to the permutation $\pi$.

For simplicity of notation and unless stated otherwise, in this chapter we assume that users are arranged in non-increasing order i.e. that $W_1 \geq W_2 \geq \ldots \geq W_K$. The next Proposition gives a simplified characterization of the multiple-access rate region using Cholesky factorization.

**Proposition 2** Let $\pi$ be the permutation which characterizes one of the $K!$ vertices of CDMA multiple-access rate region. The single user capacity of user $\pi(i)$ is for that
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vertex given by

\[ C_{\pi(i)} = \frac{1}{2N} \log(c_i) \]  

(3.1)

where \( \{c_1, c_2, \ldots, c_K\} \) are Cholesky factors of the matrix

\[ \mathbf{U}(\pi) = \frac{1}{\sigma^2} \mathbf{W}^{1/2}(\pi) \mathbf{S}(\pi)^T \mathbf{S}(\pi) \mathbf{W}^{1/2}(\pi) + \mathbf{I}. \]

Furthermore, these code rates are attainable with an optimal decision feedback receiver whose cancellation order is \( \pi^{-1} \).

**Proof**

We know from [4] that achievable code rate of user \( l \) with the optimal decision feedback receiver where the cancellation order is set by the permutation \( \pi^{-1} \) is given by

\[
C_{\pi(l)} = \begin{cases} 
\frac{1}{2N} \log \left| \mathbf{I}_N + \frac{1}{\sigma^2} \mathbf{P}_{\pi(l)} \mathbf{s}_{\pi(l)} \mathbf{s}_{\pi(l)}^T \right| & \text{for } l = 1 \\
\frac{1}{2N} \log \left| \mathbf{I}_N + \sum_{i=1}^{l-1} \frac{1}{\sigma^2} \mathbf{P}_{\pi(i)} \mathbf{s}_{\pi(i)} \mathbf{s}_{\pi(i)}^T \right| & \text{for } l = 2, \ldots, K.
\end{cases}
\]

(3.2)

This also follows from the polymatroid structure of the capacity region [29] and these rates also define vertices of the CDMA multiple-access rate region. We can conveniently rewrite this equation using matrix notation as follows

\[
C_{\pi(l)} = \begin{cases} 
\frac{1}{2N} \log |\mathbf{U}_{J_l}| & \text{for } l = 1 \\
\frac{1}{2N} \log |\mathbf{U}_{J_l}| - \frac{1}{2} \log |\mathbf{U}_{J_{l-1}}| & \text{for } l = 2, \ldots, K.
\end{cases}
\]

(3.3)

where we use \( |\mathbf{I} + \mathbf{AB}| = |\mathbf{I} + \mathbf{BA}| \). Telescoping sets \( J_l \) are defined as \( J_l = \{1, \ldots, l\} \) for \( l = 1, \ldots, K \), while matrix \( \mathbf{U} = \frac{1}{\sigma^2} \mathbf{W}^{1/2}(\pi) \mathbf{S}(\pi)^T \mathbf{S}(\pi) \mathbf{W}^{1/2}(\pi) + \mathbf{I} \).

Since matrix \( \mathbf{U} \) is a positive definite matrix, it admits to be factorized in the Cholesky factorization

\[ \mathbf{U} = \mathbf{HCH}^T \]

(3.4)

for a lower diagonal matrix \( \mathbf{H} \) with unit diagonal elements and diagonal matrix \( \mathbf{C} = \text{diag}\{c_1, \ldots, c_K\} \) whose diagonal elements we call Cholesky factors [69], [70]. The Cholesky factorization of \( \mathbf{U}_{J_l} \) can be expressed in terms of the Cholesky factorization of \( \mathbf{U} \)

\[ \mathbf{U}_{J_l} = \mathbf{H}_{J_l} \mathbf{C}_{J_l} \mathbf{H}_{J_l}^T \]

(3.5)

The determinant \( |\mathbf{U}_{J_l}| \) can conveniently be expressed by using its Cholesky factors as

\[ |\mathbf{U}_{J_l}| = \prod_{i=1}^{l} c_i. \]

(3.6)
This follows from the fact that $|AB| = |A||B|$ for square matrices $A$ and $B$. We also used the fact that the determinant of a lower diagonal matrix is equal to the product of its diagonal elements. Now, equation (3.1) in the statement of the proposition easily follows from (3.3) and (3.6).

The last statement of this Proposition follows simply from the fact that the whole multiple-access capacity region can be achieved with an optimal decision feedback receiver [4]. □

This Proposition will be used in order to formulate an optimization algorithm for the optimal allocation of signature sequences with symmetric capacity. Also, some results from the random signature sequence allocation can be reinterpreted using this result.

3.3 Optimal Sequences and Symmetric Capacity

In this section, we address the issue of finding the optimal sequence allocation in flat fading channels. We assume that all users have equal transmit power constraints ($\bar{P} = \text{diag} [\bar{P}_1, \ldots, \bar{P}_1]$) and that fading gains of different users are not necessarily equal. The fading gains are assumed constant or slow varying so that the optimization of the spreading sequences is feasible. The same setting has been analyzed previously in [17].

The symmetric capacity is defined as

$$C_{\text{sym}} = \max_{(R,\ldots,R) \in C(P,G)} R$$

or equivalently

$$C_{\text{sym}} = \min_{S \subseteq \mathcal{U}} \frac{1}{2|S|N} \log \left| I_S + \frac{N}{\sigma^2} (W^{1/2}SS^T W^{1/2})_S \right|$$

where $\mathcal{U}$ is the set of indices of all users.

We begin with a remark on some known results [17] on optimal sequence allocation for symmetric capacity and then we connect these results with newer results on optimal sequence allocation for sum capacity [19].
Remark 1 The signature sequences set, predicted in Theorem 4 of [17], that maximizes a lower bound on symmetric capacity is equivalent to the signature sequences set that maximizes the sum capacity of Theorem 3.1 in [19].

In order to confirm this remark, we first note that the parameter \( \bar{n} \) defined in [17] as (adjusted to our own notation for received powers)

\[
\bar{n} = \arg \min_{n \in \{K-N+1, \ldots, K\}} \frac{1}{n-K+N} \sum_{i=1}^{n} W_{[K+1-i]}
\]

(3.9)

is equal to \( K - |\mathcal{K}| \), where \( |\mathcal{K}| \) is the number of oversized users among \( K \) users defined as (cf. (2.2))

\[
|\mathcal{K}| = \max_{l} \left\{ l \in \{1, \ldots, N-1\} : \frac{W_{[l]}}{N-l} > \frac{\sum_{j=l+1}^{K} W_{[j]}}{N-l} \right\}
\]

(3.10)
in [19]. In the notation of Chapter 2, \( |\mathcal{K}| \) is equivalent to \( \kappa \). Now we can rewrite the equation (3.9) as

\[
\bar{n} = \min_{n \in \{K-N+1, \ldots, K\}} \frac{1}{n-K+N} \sum_{i=1}^{n} W_{[K+1-i]} < \frac{1}{n+1-K+N} \sum_{i=1}^{n+1} W_{[K+1-i]}
\]

(3.11)

which is equivalent to

\[
K - \bar{n} = \max_{l} \left\{ l \in \{1, \ldots, N-1\} : \frac{1}{l-N} \sum_{j=l+1}^{K} W_{[j]} > \frac{1}{N+1-l} \sum_{j=l}^{K} W_{[j]} \right\}
\]

(3.12)

that is equivalent to (3.10).

To confirm that sequences in both papers are equivalent we note that sequences in both cases are chosen such that rank \( N \) matrix \( S^T WS \) has the following eigenvalues

\[
\lambda = \left\{ \frac{\sum_{j=K-|\mathcal{K}|}^{K} W_{[j]}, i \in \{|\mathcal{K}| + 1, \ldots, K\}; i \in \{1, \ldots, |\mathcal{K}| \}}{N - |\mathcal{K}|} \right\}
\]

(3.13)

Since both sequence constructions use equal unit energy sequences, the diagonal elements of \( S^T WS \) are equal in both cases. In turn, that means that \( S^T WS \) is uniquely constructed with the same eigenvalues and diagonal elements [62] and that signature sequences sets in both cases are equal.
Let the \( C_{\text{sum}}(w) \) denote the sum capacity of the of the optimally allocated signature sequence set and received power constraints \( w = [W_1, W_2, \ldots, W_K] \) derived in Theorem 3.1 of [19]. Now we state a more insightful reinterpretation of the Theorem 2 in [17] which upper bounds the symmetric capacity of a CDMA system.

**Proposition 3** The symmetric capacity of the CDMA multiple-access AWGN channel with processing gain \( N \) is upper bounded by

\[
C_{\text{sym}} \leq \min_{i=1,\ldots,K} \frac{1}{i} C_{\text{sum}} ([W_{[K]}, W_{[K-1]}, \ldots, W_{[K-i+1]}])
\]

(3.14)

**Proof:**

The proof follows the same ideas as [17]

\[
C_{\text{sym}} \leq \min_{S \subseteq \mathcal{D}} C_{\text{sum}}(p_S) \leq \min_{S} C_{\text{sum}}([W_{[K]}, W_{[K-1]}, \ldots, W_{[K-l+1]}])
\]

(3.15)

where we use that \( C_{\text{sum}} \) is increasing function of its arguments i.e. \( C_{\text{sum}}(W_1) > C_{\text{sum}}(W_2) \), where \( W_1 > W_2 \) element-wise. □

In the next part of this section, an optimization algorithm designed to find sequences that maximize the symmetric capacity is proposed. The algorithm is inspired by the maximization of the vertices of the multiple-access vector channel capacity region performed in [71]. The illustration of this approach is given in Figure 3.1. In order to perform this optimization, the permutation which defines a vertex of the capacity region is preset and the sequences are chosen in order to maximize the symmetric capacity. This permutation corresponds to the detection order of the optimum decision feedback receiver. The most plausible choice for the detection order is in the order of decreasing received powers. According to the assumption that the received powers are ordered in the order of indices, this permutation is \( \pi_0 \). No formal proof that validates this choice of ordering is available at this moment, however simulation results show that the symmetric capacity of the resulting sequences is almost always equal to the upper bound on symmetric capacity of [17] and Proposition 3.

Formally, the task is to find the \( K \times N \) sequence matrix \( S \) that satisfies

\[
S = \arg \max_S c
\]

(3.16)
where \( \{c_1, c_2, \ldots, c_K\} \) are Cholesky factors of the matrix \( U = \frac{1}{\sigma^2} W^{1/2} S S^T W^{1/2} + I \).

Again, as in Chapter 2, the variation of the transmitted user powers are contained in the signature sequence allocation matrix \( S \).

This problem is structurally similar to the problem posed in [34] where theory of majorizations and the construction of the matrix with given eigenvalues and Cholesky factors has been used. However, in this case the problem involves the construction of a matrix with given diagonal elements, Cholesky factors and eigenvalues, the case which has not yet been solved in the mathematical literature. Therefore, we have to resort to numerical optimization.

To perform this constrained optimization problem, the Sequential Quadratic Programming (SQP) algorithm has been employed [72]. The optimization has been performed for several different system loads \( \alpha \) and processing gains \( N \). 100 trials have been performed, each for a different randomly chosen set of fading gains. The independent identically distributed fading gains are chosen according to the Rayleigh fading distribution. It was observed that the proposed algorithm almost always converges to the upper bound on symmetric capacity derived in [17]. On average, only one in 100 trials showed small loss compared to the upper bound of Proposition 3.

### 3.4 Random Spreading Sequences

In this section we address some aspects of finding the capacity region of a randomly spread CDMA system. The analysis is asymptotical in the number of users, i.e. we consider the case when the number of users \( K \) and the processing gain of the system are increasing while their ratio remains fixed.

In the case considered in our model, when the number of users increases to infinity we have to adjust our way of representing user rates. Let us consider the \( l \)-th user and assume that \( \frac{1}{K} \to u \in [0, 1] \) as \( K \to \infty \). We denote by \( C(u) \) the limiting capacity profile of the users with \( N C_l \to C(u) \). The coefficient \( N \) is introduced to provide scaling such that the capacity profile is equal to the single user capacity in units \([\text{bit/symbol}]\). Furthermore, in order to determine this rate profile we need to know the limiting profile of Cholesky factors \( c_r(u) \) of the matrix \( U = \frac{1}{\sigma^2} W^{1/2} S S^T W^{1/2} + I \) for certain permutation \( \pi \) and random matrix \( S \). According to the best knowledge of
the author, this problem has not yet been addressed in this form. However, as will be shown below, the solution can be fairly easily given using some known results on the limiting eigenvalues distribution [39] and [42] and asymptotic order statistics [59].

We note that the rate of (3.1) can be alternatively expressed using the effective SNR ratio at the output of the optimal decision feedback receiver [4]

\[ C_I = \frac{1}{2} \log(1 + \text{SNR}_g \eta) \]  

(3.17)

where \( \eta \) is the multiuser efficiency of user \( i \) [49]. \( \eta \) is a solution of the equation

\[ \eta + \alpha E \left[ \frac{\text{SNR} g \eta}{1 + \text{SNR} g \eta} \right] = 1 \]  

(3.18)

where the expectation operator is taken with respect to the fading gain distribution of the users remaining after cancellation. From these equations, we see that the single user capacity of user \( i \) depends on its fading gain as well as fading gain distribution of remaining users. Similarly, according to Proposition 3 the Cholesky factors of the matrix \( U \) in this asymptotic case can be expressed as \( C_j = 1 + \text{SNR}_g \eta \).

We first give the capacity profile for the vertex that corresponds to the permutation \( \pi_0 \), i.e. in the case when users in an optimal DF cancellation scheme are canceled from the strongest to the weakest.

The following lemma is needed in the course of the proof of Proposition 4. It follows simply from the properties of the determinants and is given without the proof.

**Lemma 3** Let \( \pi_1 \) and \( \pi_2 \) be two distinct permutations of the set \( \{1, \ldots, K\} \), \( S \) a certain \( K \times N \) dimensional matrix and \( P \) a diagonal \( K \times K \) dimensional matrix. Then the matrices \( F^{1/2} S_{\pi_1} S_{\pi_1}^T P^{1/2} + I \) and \( F^{1/2} S_{\pi_2} S_{\pi_2}^T P^{1/2} + I \) have equal eigenvalues.

In the derivation of the following proposition which gives the average single user capacity of the CDFR detector with power ordering, we make use of the following definitions:

**Definition 7** Let the population quantile of order \( u \), \( \xi_u \), corresponding to the random variable of strictly increasing cdf \( F(x) \) be defined as a unique solution of the equation

\[ F(\xi_u) = u. \]  

(3.19)

Since function \( F \) is invertible, \( \xi_u = F^{-1}(u) \).
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Note that according to this definition, $\xi_{1/2}$ is the median of the distribution.

**Proposition 4** Let's fix $\alpha$ and SNR, as well as the decoding order of the users in an optimal decision feedback receiver from the strongest to the weakest. Then the capacity profile of a user, after a fraction of $u$ users is canceled, converges in probability to

$$C(u, \alpha, \text{SNR}, \pi_0) = \frac{1}{2} \log(c_{\pi_0}(u))$$

as $K \to \infty$. The multiuser efficiency $\eta_{\pi_0}(\alpha, \text{SNR}, u)$ is given as the unique solution of

$$\eta + \alpha \int_0^u \frac{\text{SNR}\eta F^{-1}(t)}{1 + \text{SNR}\eta F^{-1}(t)} \, dt = 1. \quad (3.21)$$

The capacity profile $C(u, \alpha, \text{SNR}, \pi_0)$ corresponds to the vertex of the capacity region for permutation $\pi_0$.

**Proof:** We consider user $i$ and assume that $\frac{i}{K} \to u \in [0,1]$ in the asymptotic case as $K \to \infty$. Then $C_i(\alpha, \text{SNR}) \to C(u, \alpha, \text{SNR}, \pi_0)$ while $C(u, \alpha, \text{SNR}, \pi_0)$ can be expressed as in (3.17). It is important to note that the ordering of the users is no obstacle in applying the results of [39]. According to Lemma 3, rearranging of the fading gains does not alter the eigenvalues of the $W^{1/2}S^T W^{1/2}$ and the limiting eigenvalue results of [42] are readily applicable.

It is known that with the increase of the number of samples (in this case users) the distribution becomes a degenerate distribution, which means that it can take only values 0 and 1. More formally (cf. Chapter 2), this means that for $0 \leq u \leq 1$, as $K \to \infty$, the samples of the distribution $f_{[1,K(1-u)]}(g)$ converge in probability to the quantile $\xi_u$ of the distribution $f$. That is, for each $\epsilon > 0$

$$\text{Prob}\left(\left|g_{[1,K(1-u)]}\right| > \xi_u > \epsilon\right) \to 0, \quad (3.22)$$

where the quantile of order $u$, $\xi_u$, corresponds to the random variable of strictly increasing cdf $F(x)$.

In order to evaluate the multiuser efficiency of $\eta_{\pi_0}(\alpha, \text{SNR}, u)$ we have to determine the empirical distribution function of fading gains of the residual interferers after the
fraction of $1 - u$ strongest users have been canceled. This distribution converges weakly to

$$f_u(g) = \frac{f(g)(1 - h(g - \xi_u))}{u}$$

(3.23)
as $K \to \infty$ and where function $h(x)$ is a unit step function. The previous equation follows from equations (3.22) and (2.5). Coefficient $u$ appears in the previous equation in order to scale the probability density function. By plugging this distribution in the equation (3.18) we can get

$$\eta + \alpha u \int_0^{F^{-1}(u)} \frac{\text{SNR}g\eta}{1 + \text{SNR}g\eta} \frac{f(g)}{u} dg = 1$$

(3.24)

and the (3.21) follows by substituting $t = F(g)$. Since $g_i \to F^{-1}(u)$ and $\eta_i$ converges to the solution of (3.21) we have that $C_i \to C(u, \alpha, \text{SNR}, \pi_0)$ predicted by equation (3.20) in probability. □

The following consequence can easily be derived using the previous Proposition.

**Corollary 1** In the reverse ordering case, i.e. when users are detected from the weakest to the strongest, the capacity profile converges in probability to

$$C(u, \alpha, \text{SNR}, \pi_0^{-1}) = \frac{1}{2} \log(c_{\pi_0^{-1}}(u))$$

$$= \frac{1}{2} \log \left(1 + \text{SNR}F^{-1}(1 - u)\eta_{\pi_0^{-1}}(\alpha, \text{SNR}, u)\right)$$

(3.25)
as $K \to \infty$. The multiuser efficiency $\eta_{\pi_0^{-1}}(\alpha, \text{SNR}, u)$ is given by

$$\eta + \alpha \int_0^u \frac{\text{SNR}\eta F^{-1}(1 - t)}{1 + \text{SNR}\eta F^{-1}(1 - t)} dt = 1.$$  

(3.26)

The capacity profile $C(u, \alpha, \text{SNR}, \pi_0^{-1})$ corresponds to the vertex of the capacity region for permutation $\pi_0^{-1}$.

Note that there is an explicit loss in spectral efficiency if detection is performed in the reverse order compared to the case where detection is performed in the order from the strongest to the weakest. The capacity profile that corresponds to the capacities of the optimal decision feedback receiver with the order of detection from strongest to the weakest is shown in Figure 3.2. This capacity profile also corresponds to the vertex of the capacity region defined by the permutation $\pi_0$. This figure is given for $E_b/N_0 = 10dB$ and the Rayleigh flat fading and for the case of no fading. It can be
seen that the capacity profile is the largest in Rayleigh fading case for $u = 1$: the case when first and the strongest user is being detected. For the Rayleigh fading case, the single user capacity goes to 0 as $u \to 0$ since the last user to be detected has negligible received power. In the case of no fading, the situation is opposite since all users are received with the same power and the interference is decreased as the users are being canceled and is overpowered by the noise. Obviously, the symmetric capacity can be attained only if time sharing of the users is employed, i.e. no vertex of the capacity region attains the symmetric capacity.

Now the total capacity of the system is given as an integral over all single user capacities

$$C_{\text{sum}, \pi_0}(\alpha, \text{SNR}) = \int_0^1 C(u, \alpha, \text{SNR}, \pi_0) du.$$  \hspace{1cm} (3.27)

We will show that detection order from the strongest to the weakest gives the maximal sum capacity. Next we show that the previous results are equivalent to the results on sum capacity of the optimal detector in flat fading channels derived in [49]

$$C_{\text{opt}}(\alpha, \text{SNR}) = \alpha E \left[ \log_2 \left( 1 + \frac{\text{SNR} \eta(\alpha, \text{SNR})}{1} \right) \right]$$

$$+ \log_2 \frac{1}{\eta(\alpha, \text{SNR})} + (\eta(\alpha, \text{SNR}) - 1) \log_2 e$$ \hspace{1cm} (3.28)

where the expectation is with respect to the distribution of the channels gains and $\eta(\alpha, \text{SNR}) = \eta_{\pi_0}(\alpha, \text{SNR}, 1) \hspace{1cm} (cf. \hspace{0.5cm} (3.18)).$

Lemma 4 Let's fix $\alpha$ and SNR. The sum capacity of (3.27) where $C(u, \alpha, \text{SNR}, \pi_0)$ is given by Proposition 4. is equal to (3.28).

Proof: In lieu of integrating (3.27) and showing that is equal to (3.28), we can demonstrate the following equivalent condition

$$\frac{\delta}{\delta u} C_{\text{opt}}(u\alpha, \text{SNR}) = C(u, \alpha, \text{SNR}, \pi_0).$$ \hspace{1cm} (3.29)

We first note that

$$\frac{\delta}{\delta u} C_{\text{opt}}(u\alpha, 0) = C(u, \alpha, 0, \pi_0) = 0$$ \hspace{1cm} (3.30)

which follows from the fact that $\eta(\alpha, 0) = 1 \hspace{1cm} [49]$. Therefore the Lemma holds for \text{SNR} = 0. Now it is enough to prove that partial derivatives with respect to the SNR
of both sides of (3.30) are equal and Lemma will hold for all SNR. Therefore we claim that
\[ \frac{\delta^2}{\delta \text{SNR} \delta u} C_{\text{opt}}(u\alpha, \text{SNR}) = \frac{\delta}{\delta u} \left( \frac{\delta}{\delta \text{SNR}} C_{\text{opt}}(u\alpha, \text{SNR}) \right) = \frac{\delta}{\delta \text{SNR}} C(u, \alpha, \text{SNR}, \pi_0). \]
(3.31)

We know from the proof of the Theorem IV.1 in [49] that
\[ \frac{\delta}{\delta \text{SNR}} C_{\text{opt}}(u\alpha, \text{SNR}) = \frac{1 - \eta(u\alpha, \text{SNR})}{\text{SNR}} \]
where \( \eta(u\alpha, \text{SNR}) = \eta_{\pi_0}(\alpha, \text{SNR}, u) \) is multiuser efficiency after fraction of \( 1 - u \) users has been canceled. By plugging the previous expression and (3.20) in (3.31) we get the following partial differential equation in terms of \( \eta(u\alpha, \text{SNR}) \)
\[ \frac{\delta}{\delta u} \eta(u\alpha, \text{SNR}) = \frac{\delta}{\delta \text{SNR}} \log \left( 1 + \text{SNR} F^{-1}(u) \eta(u\alpha, \text{SNR}) \right). \]
(3.33)

The general solution \( x = \eta(u\alpha, \text{SNR}) \) of that partial differential equation satisfies equation
\[ \int \frac{\alpha \text{SNR} F^{-1}(u)}{1 + \text{SNR} F^{-1}(u)x} du + 1 - \Psi(x \text{SNR}) \text{SNR} = 0 \]
(3.34)
for any differentiable function \( \Psi(y) \). In particular, for \( \Psi(y) = y^{-1} \), equation (3.34) is equal to (3.21). Thus we have shown that \( \eta_{\pi_0}(\alpha, \text{SNR}, u) \) is indeed the solution of (3.33) and that derivatives of (3.31) coincide. This concludes the proof of the Lemma. □

The importance of this lemma lies in the fact that it bridges two different approaches in the analysis of the spectral efficiency of the optimal multiuser detector for the large random sequence model. It also validates the correctness of the asymptotic order statistic method applied in the derivation of the Proposition 4.

We note that the general characterization of all \( K! \) vertices of the multiple access capacity region would involve generalization of the vector permutation operation for continuous functions of the unit interval. Due to its complexity this analysis will remain out of the scope of this thesis and will not be addressed further.

3.5 Conclusions

In this chapter, a simplified characterization of the vertices of the multiple-access capacity region that relies on the Cholesky factorization has been proposed. This
characterization simplifies the calculation and reinterprets the meaning of the single user capacities attainable at a certain vertex of the capacity region through the usage of the optimal joint detector/decoder or the optimal decision feedback detector. This characterization has been used to formulate an algorithm that finds optimal signature sequence allocation that maximize the symmetric capacity of the capacity region. Starting from the fact that this capacity is attainable in the vertex of the capacity region, this algorithm maximizes the symmetric capacity of the vertex that corresponds to single user capacities attainable by the optimal decision feedback detector with the detection order from the strongest to the weakest. Simulation results show that the proposed algorithm almost always produces signature sequences that have the symmetric capacity very close to the upper bound on symmetric capacity of [17].

The Cholesky characterization of the multiple-access capacity region is extended for the case of random sequences and large number of users. A new performance measure called capacity profile is introduced with the intention of measuring the single user capacities in such a system. The capacity profile has been derived for two orders of detection of the optimum decision feedback receiver: from the strongest to the weakest and for the reverse order from the weakest to the strongest. An illustrative example for the case of no fading has shown that equal capacities can not be attained without time-sharing of the users since capacity profile varies with the percentage of canceled users. Furthermore, through integration of the capacity profile, previous results on the sum capacity of the optimal joint detector/receiver were re-confirmed, thus validating the asymptotic order statistic approach used in the derivation of the capacity profile.
Figure 3.1. An illustration of the two user capacity region and the principle of optimization of the vertices.
Figure 3.2. Illustration of the capacity profile of the optimum decision feedback detector with cancellation from the strongest to the weakest user.
Chapter 4

Asymptotic Analysis of the Conventional Decision Feedback Receiver

The simplicity of the conventional decision feedback receiver - CDFR (sometimes also called successive interference canceler) attracted significant amount of research. The idea of applying the successive interference cancellation originated in multiple-access channels without spreading (see for example [12]). It was shown that successive decoding of the user signals along with the cancellation of the re-encoded previously decoded signals is equivalent to joint optimal decoding. Later, Viterbi [73] applied this idea to spread spectrum multiple-access channels where spreading is achieved by very low rate convolutional codes. In [74] the CDFR concept was applied to multi-antenna systems and was later extended for multi-path propagation channels in [75]. An analysis of the uncoded performance of the CDFR receiver with different modulation formats was reported in [76]. Applications where signature sequences are chosen in such a way to minimize the complexity of the CDFR [77] or to achieve the specific QoS for each user in a coded system [33] were also reported.

This Chapter deals with the performance of coded DS-CDMA system with CDFR and analyzes previously overlooked topics of spectral efficiency of the CDFR with CSI at the receiver in fading channels. Two distinct cases are analyzed: CDFR with and without power ordering. For both cases spectral efficiency is derived for the flat fading channel. Issues of power control at the receiver are addressed for both cases and algorithms that find the optimal power control law are presented. The power control law that equalizes single user capacities for the CDFR with power ordering is
also identified.

The model analyzed in this Chapter is a synchronous DS-CDMA system with processing gain $N$ where $K$ users are sharing the available bandwidth resource. This model has been introduced in Chapter 1.

In this Chapter, all the results on spectral efficiency of conventional decision feedback receiver are for the asymptotic random signatures case, with the system load $\alpha = \frac{K}{N}$ constant. The notion of random signatures means that chips of all signature sequences are chosen according to the same zero mean unit variance distribution. Although randomly chosen, these sequences are assumed to be known to both the transmitter and the receiver prior to transmission. The fundamental results in [39], [47] and [48] require that pdf of the chip distribution has bounded fourth moment and this constraint will also be used here. Note that presented results also apply for the practical choice of $\pm 1$ signature sequences.

Decisions in each step of cancellation in a CDFR receiver are based on the output of the conventional matched filter, $c_k = s_k$. After conventional matched filtering for a certain user the despreamed signal is decoded. The decoded data of that user is then re-encoded and respread and its contribution to the joint signal canceled in order to reduce the interference for subsequent users. This process is illustrated in Figure 4.1 for easy reference.

The analysis of the CDFR will be built upon user averaged channel capacity (in [bit/symbol]) of the CDFR for different user rates and the same powers derived.

**Figure 4.1.** A simplified scheme of the conventional decision feedback receiver.
in [45], [78]

\[
\lim_{K=\alpha N \to \infty} \bar{C}_{DFR}(\alpha, \text{SNR}) = \frac{1}{\alpha} \int_0^\infty \log_2 \left( 1 + \frac{\text{SNR}}{1 + \alpha^2 \text{SNR}} \right) d\alpha' = \int_0^1 \log_2 \left( 1 + \frac{\text{SNR}}{1 + \alpha^2 \text{SNR}} \right) d\alpha.
\]  

where the over-bar on \( \bar{C} \) denotes the user average. Now, the spectral efficiency \( \Gamma \) can be calculated as \( \Gamma = \alpha \bar{C} \). The spectral efficiency is given in [bit/s/Hz] units since we assumed unit bandwidth for the propagation of multiple-access signal. All our subsequent results will also be of asymptotical nature \( (K = \alpha N \to \infty) \) and the limit sign will be dropped for the brevity of notation.

\section{Decision Feedback Without Power Ordering}

In this section we analyze flat fading channel and, unless explicitly emphasized, we assume for simplicity that all channel gains have the same distribution \( f(g) \) and unit variance. For the case of linear multiuser detectors, the single user channel capacity converges in probability to \cite{39}, \cite{49}

\[
C_{\text{linear}} = \log_2 (1 + \text{SIR}),
\]  

where the effective signal to interference ratio SIR of that user in perfect CSI cases can be calculated using the multiuser efficiency \( \eta \) of the user with channel gain \( g \) as SIR = \( g \text{SNR} \eta \). The multiuser efficiency is equal to the output SNR divided by the signal-to-noise ratio at the output of a single-user matched filter in the absence of multi-access interference. The previous equation follows from the asymptotic normality of the multiuser interference of random sequences for linear receivers like conventional and MMSE receiver.

For conventional receivers, the multiuser efficiency can be calculated as \cite{39}, \cite{48}

\[
\eta = [1 + \alpha \text{SNR} E[g]]^{-1}.
\]  

The expectation operator in the previous equation is with respect to the limiting (for large number of users) empirical distribution of user channel gains. If all users have equal fading distribution \( f(g) \) then, due to the ergodicity, this limiting distribution will also be \( f(g) \).
If there is no ordering of the estimated powers prior to the successive interference cancellation, the expectation in (4.3) is equal to unity after an arbitrary number of cancellations since the remaining users retain the same power distribution. The average capacity in fading channels is thus obtained by averaging expression (4.1) with respect to the channel gain

$$\bar{C}_{CDFR}(\alpha, \text{SNR}; f) = \int_0^1 \mathbb{E}_f \left[ \log_2 \left( 1 + \frac{g \text{SNR}}{1 + \alpha u \text{SNR}} \right) \right] du$$

$$= \mathbb{E}_f \left[ \int_0^1 \log_2 \left( 1 + \frac{g \text{SNR}}{1 + \alpha u \text{SNR}} \right) du \right].$$

(4.4)

Using Jensen's inequality and the concavity of the expression under the expectation operator in the previous equation, it can be concluded that in this case the average capacity is always less than or equal to the spectral efficiency in the case without fading (4.1). The equality is attained only if there is no fading in the channel.

### 4.1.1 Power Control

In situations where perfect feedback of the channel estimates from the receiver to the transmitter is possible, power control is usually introduced at the transmitter to boost the performance of transmission in fading channels. We denote the power control law which depends on the perfectly estimated channel gain $g$ with $p(g)$. It should be noted that, for the ease of notation, the power control law $p(g)$ is normalized with noise variance $\sigma^2$. In order to constrain the radiated power, the following limitation has to be imposed

$$\int_0^\infty f(g)p(g) dg = \text{SNR.}$$

(4.5)

For convenience we also introduce the transformed power control law $z(u) = p(F^{-1}(u))$ with $\int_0^1 z(u) du = \int_0^1 f(g)p(g) dg = \text{SNR}$.

In the case when the power control law is applied on the CDFR without power ordering, the user averaged ergodic capacity converges to

$$\bar{C}_{CDFR}(\alpha, \text{SNR}; f, p) = \mathbb{E}_f \left[ \int_0^1 \log_2 \left( 1 + \frac{g \text{SNR}}{1 + \alpha u \text{SNR}} \right) du \right].$$

$$= \int_0^1 \int_0^1 \log_2 \left( 1 + \frac{F^{-1}(v)z(v)}{1 + \alpha F_0 F^{-1}(x)z(x) dx} \right) dv.\quad (4.6)$$

Finding of the optimal power control law is now a constrained optimization problem similar to the one solved for a single user channel in [22]. However, in this case the
closed form analytical solution appears to be intractable and we resort to a relatively simple numerical procedure to identify the optimal power law. This power control law will depend on the specified fading distribution, and parameters $\alpha$ and $SNR$. The idea is to convert the functional optimization problem of maximizing (4.6) into a discrete optimization problem. In order to accomplish that we use an approximation of the right side of (4.6)

$$\tilde{C}_{CDFR}(\alpha, SNR; f, p) \approx \frac{1}{J} \sum_{i=1}^{J} \left[ \int_{0}^{f_i} \log_2 \left( 1 + \frac{z_i \alpha}{1 + \alpha \frac{1}{J} \sum_{j=1}^{J} z_i f_j} \right) \, du \right],$$  \hspace{1cm} (4.7)

where $f_i = F^{-1}\left(\frac{i-0.5}{J}\right)$ and $z_i = z(\frac{i-0.5}{J})$ are samples of the quantile distribution and the power control law respectively. $J$ is the number of discretization intervals. The power constraint (4.5) is now

$$\sum_{j=1}^{J} z_i \approx SNR, z_i \geq 0.$$  \hspace{1cm} (4.8)

Therefore the functional optimization problem is approximated by an discrete constrained optimization problem of finding the maximum of (4.7) under constraint (4.8). Note that the integral in (4.7) can be solved analytically.

The spectral efficiency of the CDFR without power ordering and optimal power control for Rayleigh fading channel is obtained by a simulation for $J = 300$ discretization intervals and is shown in Figure 4.6. The Davidon-Fletcher-Powell optimization algorithm (see for example [79]) converged very fast to the unique optimal solution.

As opposed to the CDFR with power ordering that will be analyzed in the next Section, users in CDFR without power ordering do not have the same fading-averaged capacities, even if the fading is ergodic. The reason for this fact is that cancellation order which is appointed beforehand, continually favors some users to others. Another approach to equalize user capacities or to increase the overall spectral efficiency of the system is to introduce power control law which is dependent on the cancellation order applied at the receiver. We will not discuss this possibility any further and will turn our attention to more promising CDFR with power ordering.
4.2 Decision Feedback With Power Ordering

When power ordering is used, received user powers are first estimated and ordered in non-increasing order, i.e., from the strongest to the weakest, and the successive interference cancellation is performed in that order. Assuming knowledge of the fading distribution it will be shown that this case can be regarded as a deterministic case, since we can know with high probability the power of the user that is currently being detected [64].

In the derivation of the following Proposition we will make use of the Definition 7.

**Proposition 5** Let the limiting empirical cumulative distribution function of the flat fading channels gains be $F(g)$ with pdf $f(g)$. Then the average single user capacity of the CDFR receiver with power ordering converges in probability to

$$C_{CDFR}(\alpha, \text{SNR}; f) = \int_0^1 \log_2 \left( 1 + \frac{\text{SNR}^{-1}(u)}{1 + \alpha \text{SNR} \int_0^u F^{-1}(t) dt} \right) du$$

(4.9)

as number of users $K = \alpha N$ increases to infinity.

**Proof:**

In the case that preordering of the user gains was performed and assuming the perfect feedback, the chip matched filter output after $0 \leq u \leq 1$ fraction of users was canceled is

$$y = \sum_{j=[K(1-u)]}^K b_{\nu_j} \sqrt{g_{[j]}} s_{\nu_j} + n,$$

(4.10)

where $[x]$ denotes the integer part of $x$. Now, distributions $f_{[j]}$ of the ordered gains $g_{[j]}$ are the order statistic distributions [63]. It is known that with the increase of the number of samples (in this case users) the distribution becomes a degenerate distribution, which means that it can take only values 0 and 1. More formally, this means that for $0 \leq u \leq 1$, as $K \to \infty$, the cumulative distribution $F_{[K(1-u)]}(g)$ converges weakly to the step function at the quantile $\xi_g$ of the distribution $f$ i.e.

$$\lim_{K \to \infty} F_{[K(1-u)]}(g) = h(x - \xi_u),$$

(4.11)

\footnote{In some statistical applications it is necessary to avoid this degeneration of the limiting distribution through the appropriate scaling of the ordered samples - see for example [59].}
where function \( h(x) \) is a unit step function. Alternatively formulated [65], samples of the distribution \( f_{[K(1-u)]}(g) \) converge in probability to \( \xi_u \). That is, for each \( \epsilon > 0 \)

\[
\text{Prob} \left( \left| g_{[K(1-u)]} - \xi_u \right| > \epsilon \right) \to 0.
\]

(4.12)

Using (4.2) and (4.3), in the case of power ordering, (4.1) can be rewritten as

\[
\lim_{K=\alpha N \to \infty} C_{CDFR}(\alpha, \text{SNR}) = \lim_{K \to \infty} \frac{1}{K} \sum_{i=1}^{K} \log_2 \left( 1 + \text{SNR}g_{[i]}\eta_{[i]} \right)
\]

(4.13)

where, according to the model (4.10), multiuser efficiency \( \eta_{[i]} \) after \( i - 1 \) strongest users were canceled is

\[
\eta_{[i]} = \left[ 1 + \alpha \text{SNR} \frac{1}{K} \sum_{j=i}^{K} g_{[j]} \right].
\]

(4.14)

Substituting \( i = [K(1-u)] \) and using (4.12), as \( K \to \infty \)

\[
\eta_{[i]} \to \left( 1 + \alpha \text{SNR} \int_0^u F^{-1}(t) dt \right)^{-1}
\]

(4.15)

in probability. Similarly, using (4.12) we have the convergence in probability of the average user capacity

\[
\bar{C}_{CDFR}(\alpha, \text{SNR}) = \frac{1}{K} \sum_{i=1}^{K} \log_2 \left( 1 + \text{SNR}g_{[i]}\eta_{[i]} \right)
\]

\[
\to \int_0^1 \log_2 \left( 1 + \frac{\text{SNR}F^{-1}(u)}{1 + \alpha \text{SNR} \int_0^u F^{-1}(t) dt} \right) du.
\]

(4.16)

(4.17)

This concludes the proof. □

In the case of Rayleigh fading this expression simplifies to

\[
\bar{C}_{CDFR}(\alpha, \text{SNR}; f_{\text{Ray}}) = \frac{1}{\alpha} \times \int_0^\alpha \log_2 \left( 1 + \frac{\text{SNR} \ln \frac{\alpha'}{\alpha}}{1 + (\alpha - \alpha')\text{SNR} + \text{SNR}\alpha' \ln \frac{\alpha'}{\alpha}} \right) d\alpha'.
\]

(4.18)

The comparison of CDFR with and without power ordering is given in Figure 4.2 and shows that power ordering in fading channels has larger spectral efficiency compared to the non-fading channels.

A few remarks regarding the statement and the proof of the Proposition 5 can now be stated.
Remark 2 The Proposition 5 states that the average user capacity converges in probability to the given expression. This implies that the outage probability that the average capacity of (4.9) (and the ensuing spectral efficiency) cannot be attained by the CDFR with power ordering is asymptotically vanishing over the set of all possible fading states \( G \).

This remark will be used later for the discussion on the asymptotical delay-limited of the symmetric capacity of the CDFR receiver.

Remark 3 What happens if all the users do not have the same fading distribution? Without loss of generality, we assume that there are two groups of users with jointly ergodic fading pdf-s \( f_1(g) \) and \( f_2(g) \), and that \( p_1 \) and \( 1 - p_1 \) are the probabilities that a user belongs to the first or second group respectively. Then the limiting distribution of all user gains is \( f(g) = p_1 f_1(g) + (1 - p_1) f_2(g) \). This distribution and its cdf should be substituted in (4.9) to evaluate the user averaged capacity and the spectral efficiency. The previous discussion can be readily extended on the case of more than two classes of users.

4.2.1 Optimal Fading Distribution

It is appropriate here to state the problem of finding the most favorable fading distribution that maximizes the spectral efficiency of the conventional decision feedback receiver. This result is of interest to evaluate how close the performance of CDFR with a certain fading distribution is to the maximal possible spectral efficiency.

Substituting \( y(u) = \int_0^u F^{-1}(t)dt \) in (4.9), the problem of finding the fading distribution which maximizes the spectral efficiency is transformed to the standard problem of calculus of variations. The boundary conditions for this problem are \( y(0) = 0 \) and the average power constraint \( y(1) = \int_0^1 F^{-1}(u)du = \int_0^1 xf(x)dx = 1 \). The objective function we want to maximize is

\[
\max_{y(u)} \int_0^1 \log_2 \left( 1 + \frac{\text{SNR} y(u)}{1 + \alpha y(u)} \right) du.
\]  

(4.19)

Substituting the previous objective function into Euler's necessary conditions that produce extremal points for problems of calculus of variations, we can get the differ-
ential equation with the following solution

\[ y(u) = \int_0^u F^{-1}(t)dt = \frac{e^{c_1 \alpha \text{SNR}(u+c_2)} - c_1}{c_1 \alpha \text{SNR}}, \quad (4.20) \]

where the coefficients \( c_1 \) and \( c_2 \) can be calculated from the boundary conditions and are equal to \( c_1 = \ln(1 + \alpha \text{SNR})/(\alpha \text{SNR}) \) and \( c_2 = \ln(c_1)/\ln(1 + \alpha \text{SNR}) \). Substituting these boundary conditions in (4.20), it follows that \( y(u) = \frac{(1 + \alpha \text{SNR})^{u-1}}{\alpha \text{SNR}} \) and the pdf of the most favorable fading is SNR and load \( \alpha \) dependent.

\[
\begin{align*}
  f_{\text{optim}}(g) &= \begin{cases} 
    \frac{1}{g \ln(1 + \alpha \text{SNR})} & g < \frac{\ln(1 + \alpha \text{SNR})}{\alpha \text{SNR}} \\
    0 & \text{elsewhere.}
  \end{cases} 
\end{align*} \quad (4.21)
\]

In the case of most favorable fading distribution the average channel capacity converges to

\[
C_{\text{CDFR}}(\alpha, \text{SNR}; f_{\text{optim}}) = \log_2 \left( 1 + \frac{\ln(1 + \alpha \text{SNR})}{\alpha} \right), \quad (4.22)
\]

and the \( E_b/N_0 \) can be explicitly calculated. A comparison of the optimal fading distribution and Rayleigh fading distribution is given in Figure 4.3. We remark that optimal fading cdf is not strictly increasing and that this may formally present a problem since \( F(g) \) is not invertible. This problem can be easily bypassed if we can view this distribution as a limiting distribution of strictly increasing distributions that maximize the user averaged capacity of CDFR with power ordering.

### 4.2.2 Power Control

Following the same arguments used in the derivation of the spectral efficiency without the power control in Proposition 5, the average capacity of the decision feedback receiver with power ordering and power control law \( p(g) \) converges in probability to

\[
\bar{C}_{\text{CDFR}}(\alpha, \text{SNR}; f, p) = \int_0^1 \log_2 \left( 1 + \frac{z(u)p(F^{-1}(u))(1 + \alpha \int_0^u z(t)F^{-1}(t)dt)}{1 + \alpha \int_0^u z(t)F^{-1}(t)dt} \right) du, \quad (4.23)
\]

where \( z(u) = p(F^{-1}(u)) \) with \( \int_0^1 z(u)du = \int_0^1 f(g)p(g)dg = \text{SNR} \). For convenience we also introduce normalized power control law \( \tilde{z}(u) = z(u)/\text{SNR} \), where \( \int_0^1 \tilde{z}(u)du = 1 \).

Optimal power control law for decision feedback receiver with power ordering can again be obtained by using the calculus of variations. However, in this case it leads to
an analytically intractable differential equation for both general fading distribution and for Rayleigh fading distribution. Instead, we use the numerical algorithm outlined in Section 4.1.1 in order to identify the optimal power control law for the specified fading distribution, and parameters $\alpha$ and SNR. In order to accomplish that we use an approximation of the right side of (4.23)

$$C_{CDFR}(\alpha, \text{SNR}; f, p) \approx \frac{1}{J} \sum_{i=1}^{J} \log_2 \left( 1 + \frac{z_i f_i}{1 + \alpha \sum_{j=1}^{i} z_j f_j} \right) du,$$  

(4.24)

where again $f_i = F^{-1}(\frac{i-0.5}{J})$ and $z_i = z(\frac{i-0.5}{J})$ are samples of the quantile distribution and the power control law respectively. The functional optimization problem is approximated by a discrete constrained optimization problem of finding the maximum of (4.24) under constraint (4.8). Computer trials show that the convergence to the unique solution of this optimization problem is very fast even when number of discretization intervals $J$ is much greater than 100. The spectral efficiency of the CDFR with the optimal power control law obtained in this manner is shown in Figures 4.6 and 4.7 for Rayleigh and Nakagami fading respectively.

We note that the optimal power control law depends on the fading distribution and system load (unlike the optimal power control law for optimal receiver and linear receivers) which is not very convenient for practical implementations.

Next, we discuss the application of commonly used power control laws i.e. the power equalization and the truncated power equalization. It will be shown that these techniques even decrease the spectral efficiency of decision feedback receiver with power ordering. The truncated power equalization law for the threshold $\theta$ is given by

$$p_{\text{teq}}(g) = \begin{cases} \frac{\nu \text{SNR}}{g} & \text{if } g > \theta \\ 0 & \text{if } g < \theta \end{cases}$$

(4.25)

$$z_{\text{teq}}(u) = p(F^{-1}(u)) = \begin{cases} \frac{\nu \text{SNR}}{F^{-1}(u)} & \text{if } u > q \\ 0 & \text{if } u < q \end{cases},$$

(4.26)

where we have introduced the following notation $q = F(\theta) = \text{Prob}[g \leq \theta]$. The coefficient $\nu$ can be evaluated from the power constraint $\int_0^\infty f(g)p_{\text{teq}}(g)dg = \text{SNR}$. Substituting (4.25) into (4.23) we get

$$C_{CDFR}(\alpha, \text{SNR}; f, p_{\text{teq}}) = \int_q^1 \log_2 \left( 1 + \frac{\nu \text{SNR}}{1 + \alpha \text{SNR} \nu (u - q)} \right) du.$$  

(4.26)
In particular, for Rayleigh fading $\nu = (\text{Ei}(1, -\ln(1-q)))^{-1}$ where $\text{Ei}$ is the exponential integral defined as $\text{Ei}(n, x) = \int_1^{\infty} \frac{e^{-xt}}{t^n} \, dt$. From Figure 4.4 where spectral efficiencies of the CDFR with power ordering and truncated power equalization strategy for several values of parameter $q$ are compared, we can see that this power control strategy is a very poor one and is worse than no power control at all. In particular, when perfect power equalization is used ($q \to 0$) with conjunction of the Rayleigh fading channel, the spectral efficiency converges to zero. This is due to the fact that Rayleigh fading is not regular fading \[37\] i.e. $E_{fR, \nu}[1/g]$ diverges, while $\nu \to 0$.

It was mentioned previously that the problem of finding the optimal power control law for specific fading distribution, system load $\alpha$ and SNR is numerically difficult problem with a solution that depends on all these parameters. However, in case of increasing values of the system load $\alpha \to \infty$, we can make some useful conclusions for the choice of appropriate power control law. The spectral efficiency $\Gamma_\infty = \lim_{\alpha \to \infty} \alpha C_{CDFR}(\alpha, \text{SNR}; f, p)$ can in this case be calculated as

$$\Gamma_\infty = \lim_{\alpha \to \infty} \alpha \int_0^1 \log_2 \left( 1 + \frac{\text{SNR} \, \tilde{z}(u) F^{-1}(u)}{1 + \text{SNR} \, \alpha \int_0^u \tilde{z}(t) F^{-1}(t) \, dt} \right) \, du \quad (4.27)$$

$$= \int_0^1 \left( 1 + \frac{\Gamma_\infty E_b}{N_0} \frac{\tilde{z}(u) F^{-1}(u)}{1 + \Gamma_\infty E_b} \right) \, du \quad (4.29)$$

$$= \log_2 \left( 1 + \Gamma_\infty \frac{E_b}{N_0} \int_0^1 \tilde{z}(t) F^{-1}(t) \, dt \right) \ln 2 \quad (4.30)$$

where equation (4.27) follows from (4.23) by substituting the normalized power control law, while (4.28) follows by substituting $\text{SNR} = \frac{E_b}{\alpha N_0}$. Furthermore, equation (4.29) follows from changing the order of integration and limit operator for positive-valued sub-integrand function [65] and equation (4.30) follows by solving the integral in (4.29) using the change of variables $z(u) = \Gamma_\infty \frac{E_b}{N_0} \int_0^u \tilde{z}(t) F^{-1}(t) \, dt$. By making use of the equation (4.30) we can now draw several conclusions about the asymptotic behavior of the spectral efficiency of the CDFR detector.

In case of no power control at the transmitter, i.e. $\tilde{z}(u) = 1$, we can easily conclude that the limiting spectral efficiency of the CDFR with power ordering is equal to the spectral efficiency of the single user non-fading channel, since $\Gamma_\infty$ is the solution of the equation $\Gamma_\infty = \log_2 \left( 1 + \Gamma_\infty \frac{E_b}{N_0} \right)$. Note that, in this large $\alpha$ scenario, spectral
efficiency of the CDFR with power ordering in fading channels is larger than the spectral efficiency of the single user channel with fading. This is an example of the multiuser diversity effect that was reported in [49]. A similar conclusion has been made in [49] for the optimum receiver, whereas linear receivers always suffer from the spectral efficiency loss in this asymptotic regime.

The spectral efficiency in the case when the power control $\tilde{z}(u)$ is used is equal to the spectral efficiency of the single user channel with the equivalent $E_b/N_0$ ratio increased by factor $\Phi = \int_0^1 \tilde{z}(t)F^{-1}(t)dt$. We will now show with the appropriate choice of power control law that this increase factor can be quite significant. In the case of truncated power equalization law of (4.25) this increase factor is equal to

$$\Phi = \int_0^1 \tilde{z}_{eq}(t)F^{-1}(t)dt = (1-q)\nu$$

Figure 4.5 shows how with the increasing system load, the spectral efficiency approaches the asymptotic limit discussed in this section. It can be seen that the truncated power equalization law with $q = 0.9$ eventually surpasses the single user bound on spectral efficiency and converges to the limit predicted by (4.30). The increase for larger values of truncation factor $q$ is even slower, but the ultimate limit is higher. In case of $q \to 1$, factor $\Phi$ equals $F^{-1}(1)$, which is equal to infinity for unbounded fading distributions.

A similar conclusion has been derived in [80] (cf Chapter 2), where a power control law which amplifies only a fraction of the strongest users and assigns zero power to other users, is proven to maximize the spectral efficiency in case when signature sequences and power control law are chosen optimally. Note that this power control law is applicable only in situations of fast changing fading where all users have the same rate on average.

4.2.3 Symmetric Capacity

Instantaneous single user capacities in the CDFR with power ordering and fading channels vary with the number of canceled users. For illustration, this capacity profile that depends on the percentage of canceled users is depicted in Figure 4.8. In general it
can be observed that in fading channels, the first and the strongest users to be detected and canceled have the best channel conditions and the best single user capacities. With the increase in the number of canceled users the single user capacities generally go to zero since the last users to be canceled are also the weakest ones and they are almost completely affected by the channel noise that cannot be canceled. Note that all distributions (except the optimal fading distribution) depicted in Figure 4.8 have support from 0 to \( \infty \) and the powers of the weakest users tend to zero. However, in ergodic fading channels, all users still have the same average capacities.

We can compare these conclusions with the non-fading case, where single user capacity profile steadily increases with the increase in the number of canceled users since the interference is constantly decreasing. The noise effect is now not as detrimental as in the fading case since all the users have the same received powers.

In this section we discuss the power control law that equalizes the single user capacities of users in the CDFR receiver with power ordering. A somewhat similar analysis was done in the case of the decision feedback receivers with equal user rates and no fading in [45] while the general definition of the symmetric capacity with optimal receivers was given in [18].

In order to equalize single user capacities (see equation (4.23)) we want to identify the power control law and a maximal constant SIR such that

\[
\frac{z(u)F^{-1}(u)}{1 + \alpha \int_0^u z(t)F^{-1}(t)dt} = \text{SIR}
\]

for \( 0 \leq u \leq 1 \). The equation (4.32) is an integral equation in \( z(u) \) with a general solution

\[
z(u) = \frac{ce^{cu}}{F^{-1}(u)}.
\]

With this solution we can see that SIR = \( c \) and single user capacities of all users are equal to \( C_{\text{sym}} = \log_2(1 + c) \). The maximal value of \( c \) can be obtained by satisfying the power constraint (4.5) i.e.

\[
\int_0^1 \frac{ce^{cu}}{F^{-1}(u)} du = \int_0^\infty \frac{ce^{cu}f(g)}{g} f(g) = \text{SNR}.
\]

Note that in case of fading distribution that is not regular, the previous equation does not have any solution \( c > 0 \) since the integral on the left side diverges. This
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Conclusion is in accordance with the results of [37] and [29]. However, for regular fading distributions, the previous equation does have a positive solution. A numerical example of this is given in Figure 4.7 for Nakagami fading distribution

\[ f^{Nakagami}(g) = \frac{m^m g^{m-1}}{\Gamma(m)} \exp(-mg) \]  

with parameter \( m = 2 \), where \( \Gamma(m) = \int_0^\infty e^{-t} t^{m-1} dt \) is gamma function. In order to facilitate the comparison with other results we extend the scope of the definition of the spectral efficiency (1.7) to the case of symmetric capacities. For convenience we will call it symmetric spectral efficiency. The sum rate in (1.7) is now defined as a maximal sum of equal single user rates for a specific receiver architecture.

It was shown in Section 4.2 that as \( \alpha \to \infty \), the spectral efficiency of CDFR with power ordering in fading channels approaches the single user limit. We now evaluate the symmetric spectral efficiency \( \Gamma_{sym,\infty} = \lim_{\alpha \to \infty} \alpha C_{sym}(\alpha, SNR; f) \) in the asymptotic regime. Starting from (4.34) and repeating the procedure of Section 4.2, the limiting spectral efficiency can be obtained as a solution of the equation

\[ \int_0^1 \frac{2^{\Gamma_{sym,\infty} u}}{F^{-1}(u)} \ln 2 = \frac{E_b}{N_0}. \]  

Numerically solving the previous equation in the case of Nakagami fading distribution with \( m = 2 \) and \( \frac{E_b}{N_0} = 10dB \) shown in Figure 4.7, the asymptotic value of the symmetric spectral efficiency is \( \Gamma_{sym,\infty} \approx 6.447 \). We note that this value surpasses the non-fading single user spectral efficiency (capacity of a Gaussian multiple-access channel) at \( \frac{E_b}{N_0} = 10dB \).

We now link the derived symmetric capacity with the discussion on the delay limited capacity of a fading channel presented in Chapter 1.

**Remark 4** Similar to Remark 2, the symmetric capacity of the CDFR with power ordering converges to its limit in probability. This implies that, as the number of users increases to infinity, the outage probability (the probability that the CDFR with the power control law (4.33) can not attain the limiting \( C_{sym} \)) goes to 0. Therefore, the limiting symmetric capacity of a CDFR is also delay-limited symmetric capacity since for almost all fading states there exist a power control law that satisfies power constraints and a coding scheme that attains this symmetric capacity [30], [29].

Extensions of the symmetric capacity derivation for other preset capacity profiles is straightforward.
4.3 Other Limiting Issues

So far we have addressed only the issue of performance analysis of a CDFR detector in synchronous channels and we have neglected more realistic asynchronous channels. However, using the results of [47] for bit-synchronous symbol-asynchronous channels, we can see that results presented in previous sections directly apply for symbol-asynchronous channels. It was shown in [47] that a conventional matched filter detector does not suffer from loss in effective signal to noise ratio due to symbol asynchronicity if a long enough frame for symbol detection is used. Since the CDFR performs matched filtering in each stage of cancellation there is no loss in performance for this detector either.

For completeness of presentation we note that the material presented in previous sections can also be used to calculate the error-exponents of a CDFR. Knowledge of error exponents can help us obtain an upper bound on bit error probability of a certain user when finite length code words are used. Namely, the Gaussian error exponent of the $k$-th user is given in [81]

$$E_{r,k}(R_k) = \max_{\rho \in [0,1]} \left\{ \frac{\rho}{2} \log_2 \left( 1 + \frac{\text{SIR}_k}{1 + \rho} \right) - \rho R_k \right\}$$  \hspace{1cm} (4.37)

where $\text{SIR}_k = g_{\text{SNR}} \eta$ for flat fading channels with perfect CSI and $\eta$ is expressed with (4.3). $R_k$ is the code rate of user $k$ in bits/symbol. Similarly to the exposition of Sections 4.1 and 4.2, average error exponents of CDFR in flat fading with and without power ordering can be calculated by averaging over the distribution of channel gains.

4.4 Conclusions

Spectral efficiencies of the CDFR in frequency flat and frequency selective fading channels with perfect and imperfect CSI were evaluated for the large system model. It was shown that ordering of the user powers prior to cancellation can significantly increase the spectral efficiency of this system and even exceed that of non-fading channels. In order to gain more insight on the influence of the Rayleigh fading and other fading distributions on this receiver, the optimal fading distribution that maximizes the spectral efficiency was derived. It was shown that the spectral efficiency of Rayleigh fading is quite close to that of the optimal fading distribution.
The choice of optimal power control law for CDFR with and without power ordering was discussed. Furthermore, it was shown that truncated power equalization is not an adequate method for power control for CDFRs and that it can even decrease the spectral efficiency of the system. However, it was shown that this power control is asymptotically optimal for large system loads $\alpha$.

The power control law which equalizes single user capacities attainable by the CDFR receiver is also identified. It was shown that such symmetric capacity is attainable for almost all fading states and that it can be interpreted as the delay-limited symmetric capacity.
Figure 4.2. Comparison of the spectral efficiencies of conventional decision feedback receivers (CDFR) in terms of load $\alpha$. The following curves are displayed in this figure: CDFR in non-fading channel, CDFR without power ordering in Rayleigh fading channel, CDFR with power ordering in Rayleigh fading channel, CDFR with the most favorable fading. For reference, spectral efficiency of the optimal receiver with random sequences is also plotted.
Figure 4.3. Comparison of the probability density functions of the Rayleigh fading (dashed line) and the most favorable fading pdf (solid line) that maximizes the spectral efficiency of the CDFR with power ordering for SNR = 10dB and $\alpha = 1$. 
Figure 4.4. The influence of truncated power equalization on the spectral efficiency of CDFR with power ordering for various thresholds $q$ in Rayleigh fading channels. The threshold at $q = 10^{-10}$ shows that spectral efficiency converges to zero for small values of $q$ i.e., when we use perfect power equalization.
CDFR Spectral efficiency in terms of load $\alpha$ for $Eb/No= 10$dB.

---

**Figure 4.5.** *Influence of the truncated power equalization on the spectral efficiency of CDFR with power ordering for very large values of load $\alpha$.***
Figure 4.6. The influence of the optimal power control law on the spectral efficiency of CDFR with and without power ordering. The fading distribution is Rayleigh.
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Figure 4.7. The spectral efficiency of CDFR with power ordering in channels with Nakagami fading distribution with parameter $m = 2$. This figure illustrates the influence of the optimal power control law as well as the power control law which equalizes single user capacities on the spectral efficiency of CDFR.
Figure 4.8. Maximum possible code rate in terms of the percentage of the canceled users in CDFR with power ordering for $SNR = 10dB$ and $\alpha = 1$. This capacity profile is plotted for no-fading case, as well as Rayleigh, Nakagami fading and optimal fading cases.
Chapter 5

On the Feedback Receiver for Two Sets of Orthogonal Sequences

Recently, there has been a considerable interest in exploring the potential of multiuser detection to provide service to more users than the processing gain of a CDMA system. A particularly prominent technique that is analyzed in this chapter is a scheme for synchronous CDMA systems where user signatures are divided into two sets of orthogonal signature sequences (TSOS). For example, the first group of users can use TDMA time slots and the second group orthogonal CDMA sequences [77] or the groups can use complex orthogonal sequences derived from Walsh Hadamard sequences as in [82]. In these results, a very efficient iterative multistage receiver has been used as detector.

In this Chapter we extend the results of [77] and [82] for the coded case and derive the spectral efficiency analysis of the decision feedback receiver. The added complexity and detection delay of the receiver is minimal compared to the conventional matched filter. We show that in the case of a coded system, the spectral efficiency of this scheme is close to that of a Gaussian multiple-access channel if the incomplete group of orthogonal sequences is detected first. We also discuss the choice of orthogonal sequences that maximizes the spectral efficiency. This analysis is extended for the case of flat fading channels.
5. On the Feedback Receiver for Two Sets of Orthogonal Sequences

5.1 System Model and Mathematical Preliminaries

Users in the TSOS scheme are divided into two groups with unit energy orthogonal sequences assigned to each group which simplifies sequence allocation and detection (see [77], [82]). Sets of indices of the two groups of users will be denoted as $G_1 = \{1, \ldots, k_1\}$ and $G_2 = \{k_1 + 1, \ldots, K\}$, $|G_1| = k_1, |G_2| = k_2$ and $k_1 + k_2 = K$. We assume in this Chapter that $K \leq 2N$, but we will also briefly comment on the case $K \geq 2N$. Iterative feedback detector first detects user bits from the first group $G_1$ of users, reconstructs the interference and subtracts it from the received sampled sequence (1.4). In the second stage, information bits from the second group $G_2$ are detected and this process can be iteratively continued until convergence is achieved. In each stage, the detector uses simple conventional matched filtering. The detection principle is now the same as the conventional decision feedback receiver shown in Figure 4.1 with the only difference that detection and cancellation can be performed in parallel for all users in the same group of orthogonal users. This ensures that the decoding delay is much smaller compared to the case when each user bits are detected and canceled separately.

For completeness we mention that [83] showed that the uncoded version of the iterative decision feedback receiver algorithm was equivalent to the Space Altering Generalized Algorithm (SAGE).

For the coded case and capacity evaluation purposes, the multistage iterative detection receiver can be regarded as a single iteration conventional decision feedback receiver since we assume that no errors are made on the the bits that are fed back. It is not necessary to use distinct single user error-correction codes for all users within the group of orthogonal users since these users do not interfere with each other. Therefore it is assumed that distinct randomly chosen single user error-correction codes are used by users in different groups of orthogonal users in order to distinguish users of different groups.
5. On the Feedback Receiver for Two Sets of Orthogonal Sequences

5.2 Spectral Efficiency of the TSOS Scheme

In this section, the spectral efficiency of the feedback receiver for TSOS scheme in channels with and without fading is discussed. For both cases we assume that all users in each group have the same transmitted power, i.e. all users in group $G_1$ have power $P_1$ and all users in group $G_2$ have power $P_2$. In the case of non-fading channels, which we analyze first, fading coefficients are $g_i = 1, i = 1, \ldots, K$.

The capacity of user $k$ in [bit/symbol] is

\[
C_k = \frac{1}{2} \log_2 \left( 1 + \frac{p_k}{\sigma^2 + \sum_{i=k+1}^{K} p_i R_{ki}^2} \right),
\]

where the interference plus noise $\gamma_k = \sigma^2 + \sum_{i=k+1}^{K} p_i R_{ki}^2$ is modeled as the Gaussian distribution since we assume Gaussian code symbols as in [4]. In the previous equation, we have accounted only for the interference that still has not been canceled.

We discuss two different cancellation orders for TSOS scheme. In the first, that is for convenience called TSOS1, the first group consists of $k_1 = K - N$ orthogonal users and the second group consists of $k_2 = N$ orthogonal users. The average user capacity in non-fading case (equation (5.1) averaged over all users for this sequence allocation) is independent of the specific orthogonal sequence allocation and equals to

\[
\bar{C} = \left( \frac{1}{2} - \frac{1}{2\alpha} \right) \log_2 \left( 1 + \frac{P_1}{\sigma^2 + P_2} \right) + \frac{1}{2\alpha} \log_2 \left( 1 + \frac{P_2}{\sigma^2} \right),
\]

where over-bar on $\bar{C}$ denotes the user average. The spectral efficiency is, according to (1.7), now equal to $\Gamma = \alpha \bar{C}$. Note that the average capacity of (5.2) can also be derived by substituting the appropriately partitioned matrix $S$ into the sum capacity derived in [3], since conventional decision feedback receiver is optimal decision feedback receiver [4] in this order of cancellation and equal user powers in the second group. The optimality of conventional decision feedback receiver can be shown by substituting TSOS sequences in the equation for optimal decision feedback receiver of [4]. We note that TSOS1 scheme can not achieve the full capacity of the system since the sum of squared correlation coefficients of these sequences is $3K - 2N$ which is strictly larger than the Welch lower bound for optimal sequences of $K^2/N$ when $N < K < 2N$. For the reverse order of cancellation (TSOS2), the average capacity is sequence dependent and we illustrate this case in Figure 5.1 with the example sequences used in [77] where first $k_1 = N$ users use Walsh Hadamard sequences and the
remaining $k_2 = K - N$ users use TDMA-like sequences. The average capacity in this case can be derived in a similar manner as in (5.2). In subsequent discussion we focus on the first case (TSOS1) since it provides higher spectral efficiency than TSOS2 if the sequences in two groups are distinct, i.e. the case when these two schemes actually differ.

The problem of assigning powers $P_1$ and $P_2$ to both groups can be approached in two different ways. First, we can simply assign both groups the same power $P_1 = P_2 = P$, which results in different achievable rates for both groups of users since respective SNRs for users in different groups will not be equal. Another approach is to assign different powers to each group but achieve balanced (equal) rates for both groups by equating the signal to noise ratios for users in both groups. For the TSOS1 receiver, equal rate condition simplifies to

$$\frac{P_1}{\sigma^2 + P_2} = \frac{P_2}{\sigma^2},$$

where we impose the condition $(1 - \frac{1}{a})P_1 + \frac{1}{a}P_2 = P$ to maintain the same average power as in the case of equal powers of users. By solving these two conditions and substituting in (5.2) we can get the average capacity for equal rates of users in both groups

$$\bar{C}_{EqRate} = \frac{1}{2} \log_2 \left( 1 + \frac{\sqrt{\alpha + 4\frac{P}{\sigma^2}(\alpha - 1)}}{2(\alpha - 1)} \right).$$

All previous results for spectral efficiency are summarized and illustrated in Figure 5.1.

What happens if more than two groups of orthogonal sequences are used? In this case, orthogonal sequences should be assigned to a certain group until the full set of orthogonal sequences is exhausted. After that, another group of orthogonal sequences is assigned to the next group. If distinct error-correction codes are used in different groups and detection performed first in the group with incomplete set of orthogonal users the spectral efficiency results will be periodically continued results of TSOS1 scheme for higher loads $\alpha$.

Regarding the flat fading channels the following Proposition will help us find lower and upper bounds on spectral efficiency of TSOS1 scheme in these situations.

**Proposition 6** The upper bound on the single user capacity of the user $k \in G_1$ of the TSOS1 receiver in a flat fading channel, with received powers given by $p_i = g_i P_i$
for \( i \in G_1 \) and \( p_i = g_i P_2 \) for \( i \in G_2 \) is

\[
C_k \leq \frac{1}{2} E \left[ \log_2 \left( 1 + \frac{g_k P_1}{\sigma^2 + P_2 g_\phi(k)} \right) \right]
\]

which corresponds to the case where sequences from group \( G_1 \) present the subset of sequences in \( G_2 \), i.e. user \( k \in G_1 \) and \( \phi(k) \in G_2 \) have the same sequences where specific choice of one-to-one mapping \( \phi \) is irrelevant. The lower bound is given by

\[
C_k \geq \frac{1}{2} E \left[ \log_2 \left( 1 + \frac{g_k P_1}{\sigma^2 + \frac{P_2}{N} \sum_{i=1}^{N} g_i + K - N} \right) \right]
\]

which corresponds to the case where the sequences in the first group produce the same amount of interference to all users in the second group.

**Proof:**

The average user capacity of fast changing ergodic flat fading channels can be obtained by averaging the non-fading capacity over all random channel gains \( g_1, \ldots, g_K \) [49]. To bound the average user capacity for users in the first group, \( k \in G_1 \), we employ the following result (Chapter 12, Section G, [62]). For independent random variables \( \{g_i, \ldots, g_n\} \) and convex function \( g \), function

\[
\psi(x) = E \left[ g \left( \sum x_i g_i \right) \right]
\]

is Schur convex. We first note that for \( k \in G_1 \), \( \sum_{i=k+1}^{K} R_{ki}^2 = \sum_{i=K-N+1}^{K} R_{ki}^2 = 1 \) which follows from the fact that sequences in \( G_2 \) make a full unit norm basis. Now employing the observation (2.42) and convexity of the function \( g(x) = \log \left( 1 + \frac{a}{b+x} \right), a > 0, b > 0 \), we can conclude that fading averaged user capacity of the user \( k \) is upper bounded in the case when the ordered set of cross-correlations between the two groups \( \{R_{k,K-N+1}^2, \ldots, R_{kK}^2\} \) is \( \{1,0,\ldots,0\} \) and lower bounded for \( \{\frac{1}{N}, \ldots, \frac{1}{N}\} \). The first case corresponds to using equal sequences in both groups i.e. when certain user \( \phi(k) \in G_2 \) uses the same sequence as user \( k \in G_1 \), and the second case to spreading the cross-correlation evenly among the second group. Note that \( \phi(k) \) has to be one-to-one to ensure orthogonality of both groups of sequences. By substituting these extremal vectors in (5.1) and averaging over all random fading channel gains we can get the statement of the Proposition. □

Using the fact that single user capacities of users in \( G_2 \) are independent of the choice of sequences in TSOS scheme we can easily calculate upper and lower bounds
on spectral efficiency of the TSOS1 detector in Rayleigh fading channels. These results are summarized in Figure 5.2.

5.3 Conclusions

The spectral efficiency of the TSOS scheme is derived in the non-fading case and lower and upper bounded in flat fading case. It has been shown that the spectral efficiency of the TSOS scheme is higher when the group with the smaller number of users is detected first than for the opposite cancellation order which is used in [77, 82]. This is due to the fact that the bandwidth is more efficiently used when a complete set of orthogonal sequences transmits through the channel that is interference free. The power allocation in this scheme is analyzed and it is shown that there is a penalty in spectral efficiency in order to have equal transmission rates of all users. In the flat fading case, upper and lower bounds on spectral efficiency are derived. We note that the upper bound on spectral efficiency (5.5) of TSOS1 scheme is achieved when sequences in group \( G_1 \) are repeated in \( G_2 \) - the case which is hardest to implement in practice since the separation of the users is achieved only through different error-correction codes used by users in different groups.
Figure 5.1. *Comparison of spectral efficiencies of the optimal and MMSE detector for long random sequences with feedback detector for TSOS and two orders of interference cancellation (TSOS1, TSOS2) and the TSOS1 scheme with equal rates of all users as a function of the load of the system $\alpha$ for $\bar{E}_b/N_0 = 10\text{dB}$.***
Figure 5.2. Upper and lower bounds on spectral efficiency of TSOS1 scheme with decision feedback detector in Rayleigh fading for equal powers and equal average rates ($P_1$ and $P_2$ chosen according to (5.3)) as a function of load of the system $\alpha$ for $\bar{E}_b/N_0 = 10\,\text{dB}$.
Chapter 6

Imperfect Channel State Information

Spectral efficiency presents an ultimate limit on the performance of a certain communication system. For the CDMA systems, spectral efficiency has been derived for almost all known multiuser receivers in case of synchronous reception, fading and non-fading environment as well as single and multi-cell cellular networks. The most pervasive model employed in all these analyses is the large system random signature model. However, in the case of fading environments or in the case of imperfect power control we cannot assume the perfect channel state information and the inevitable channel estimation error limits the performance of these systems. Our main result in this presentation is the derivation of the lower and upper bounds on the spectral efficiency of the optimum multiuser receiver. We are particularly interested in the lower bound on spectral efficiency since it is attainable by the optimum receiver with metric modified to minimize the influence of channel estimation error. It is shown that the optimum receiver is very vulnerable to channel estimation errors even when the distribution of estimation errors is known.

6.1 System Model

Received signal in a $K$-user symbol and chip synchronous DS-CDMA model with processing gain $N$ is given with equation (1.1) of Chapter 1. In order to simplify the extension of the previous results on the information-theoretic issues of fading channels [26], the discrete-time vector model is derived from (1.4) for the analysis of the spectral efficiency of the optimal receiver. We assume also the perfect estimation
of the phase of the received modulated signal is performed, making the coherent reception feasible. This implies that fading gain coefficients can be regarded as real numbers since only fading amplitude is being estimated.

We assume that transmitted powers of all users are equal to $P$, however different users can undergo different fading channels and have different received powers. The amplitude channel gain of user $k$ due to the flat fading channel is denoted with $a_k = \sqrt{g_k}$. Furthermore, to describe the effect of imperfectly estimated channel gains we break the measured channel gain $a_k = a_k + \hat{a}_k$ into $\hat{a}_k$, which is the measured channel gain (or attenuation) of user $k$, and $\tilde{a}_k$ which corresponds to the estimation error of that channel gain with average over all estimation trials $E[\tilde{a}_k] = 0$ and variance $\text{var}[\tilde{a}_k] = \Omega_k \tilde{a}_k^2$. These gains we arrange in diagonal matrices $\tilde{\mathbf{A}} = \text{diag}[\tilde{a}_1, \ldots, \tilde{a}_K]$ and $\hat{\mathbf{A}} = \text{diag}[a_1, \ldots, a_K]$ and we also let $\Omega = \text{diag}[\Omega_1, \ldots, \Omega_2]$. We assume that $\tilde{a}_k$ and $\hat{a}_k$ are statistically independent and therefore averaged over estimation errors $E[a_k^2] = E[(\tilde{a}_k + \hat{a}_k)^2] = E[\tilde{a}_k^2](\Omega_k + 1)$. For the sake of analysis of flat fading channels, we assume that measured power channel gain $\tilde{a}_k^2$ of user $k$ has a known probability distribution $f_k(g)$ where $g$ is the realization of the channel gain. For simplicity, we assume throughout the Chapter that all users have the same probability distribution, i.e. $f_k(g) = f(g)$. The user fading processes are assumed to be ergodic which allows us to calculate the spectral efficiency by averaging the spectral efficiency of a receiver for specific realization of fading over all possible realizations of fading.

Several conclusions on spectral efficiency of optimal detector are derived for the random sequences model where the number of users and processing gain increase to infinity while maintaining their ratio $\alpha = \frac{K}{N}$ fixed. These assumptions, although theoretical in nature, provide insight into the operation of receivers for practical CDMA systems where the number of users is finite and signature sequences are pseudo-randomly chosen. The material in this Chapter follows up on the material on the spectral efficiency of the CDFR with random sequences presented in Chapter 4.

### 6.2 Spectral Efficiency in Channels with ICSI

In this section we derive the spectral efficiency of the optimal detector in cases when received user powers are estimated with error.
6. Imperfect Channel State Information

First the upper and lower bounds on spectral efficiency (the sum capacity) of the optimum detector will be found by employing the results of [26]. It is shown in [26] that the mutual informations, which define the capacity region (Chapter 1 and [12]) provide more details on the definition of the capacity region of a discrete time vector channel, are lower bounded by

\[
I(\{X_i\}_{i \in J}; Y | \{X_i\}_{i \in J^c}) \geq \frac{1}{2} \log_2 \left( \sum_{k=1}^{K} \text{cov}[\hat{a}_k s_k X_k] + \text{cov}[N] \right)^{-1} \left( \sum_{k \in J} \text{cov}[\hat{a}_k s_k X_k] \right) + 1 \tag{6.1}
\]

and upper bounded by

\[
I(\{X_i\}_{i \in J}; Y | \{X_i\}_{i \in J^c}) \leq \frac{1}{2} \log_2 \left| \text{cov}[N]^{-1} \left( \sum_{k \in J} \text{cov}[\hat{a}_k + \hat{a}_k] s_k x_k \right) \right| + 1 \tag{6.2}
\]

where \(X_i, i = 1, \ldots, K\) and \(Y_i, i = 1, \ldots, N\) are inputs and outputs of a certain channel. The expressions in (6.1) and (6.2) are generalized expressions of Section III B in [26] for \(K\) users. \(J\) is a certain subset of users (i.e. \(J \subseteq \{1, \ldots, K\}\)) and \(J^c\) is its complement \(J^c = \{1, \ldots, K\}/J\). To evaluate the spectral efficiency of the optimal detector we concentrate only on the analysis of the sum rate of all users in the system. We denote the upper bound on the sum rate capacity \(C_{\text{sum}}\) and the lower bound \(C_{\text{sum}}\). These bounds on the capacity can be derived from (6.1) and (6.2) for \(J = \{1, \ldots, K\}\).

It has been shown in [20] and [27] that the optimal receiver which uses the imperfectly estimated channel gains but perfectly estimated phases can attain the lower bound on sum capacity predicted in [26] if the decision metric is modified in order to account for the influence estimation error. The next Proposition gives the lower bound on sum capacity of the optimal detector.

**Proposition 7** The spectral efficiency of the optimal detector in channels with ICSI is lower bounded by

\[
C_{\text{sum}}(\alpha, \text{SNR}, \Omega, S, \bar{A}) = \frac{1}{2} \log_2 |(S^T \bar{A}^2 \Omega S \text{SNR} + I)^{-1}(S^T \bar{A}^2(\Omega + I)S \text{SNR} + I)|. \tag{6.3}
\]

For equal relative estimation errors \(\Omega = \Omega I\) the previous equation simplifies to

\[
C_{\text{sum}}(\alpha, \text{SNR}, \Omega, S, \bar{A}) = C_{\text{opt}}(\alpha, \text{SNR}(1 + \Omega), S, \bar{A}) - C_{\text{opt}}(\alpha, \text{SNR}\Omega, S, \bar{A}) \tag{6.4}
\]
where $C^\text{opt}(\alpha, \text{SNR}, S)$ is spectral efficiency of the optimal detector in ergodic flat fading channels with perfect channel state information and $\text{SNR} = P/\sigma^2$.

Proof: We start from equation (6.1) by substituting $J = \{1, \ldots, K\}$ and calculating the covariance matrices for fixed actual channel gains $\tilde{A}$. In this case we have

$$C_{\text{sum}} = \frac{1}{2} \log_2 \left| (S^T \text{cov}[\tilde{A}^2])S P + \sigma^2 I \right|^{-1} (S^T \tilde{A}^2 S P + I).$$

(6.5)

Rearranging the terms in the previous equation and using that $\text{cov}[\tilde{A}^2] = \tilde{A}^2 \Omega$ we can easily arrive at (6.3).

To derive the equation (6.4) we denote by $\sigma_i(S^T \tilde{A})$ the singular values of the matrix $S^T \tilde{A}$. Now using the fact that $\Omega = \Omega I$ and the known fact that eigenvalues of a rational matrix function are the eigenvalues of the initial matrix transformed by the same rational function we can get

$$C_{\text{sum}}(\alpha, \text{SNR}, \Omega, S, \tilde{A}) = \frac{1}{2} \sum_{i=1}^{K} \log_2 \left( 1 + \frac{\sigma_i(S^T \tilde{A})^2 + 1}{1 + \sigma_i(S^T \tilde{A})^2} \frac{1 + \text{SNR}}{\text{SNR}} \right).$$

(6.6)

Now, using the fact that $C^\text{opt}(\alpha, \text{SNR}, S, \tilde{A}) = \frac{1}{2} \sum_{i=1}^{K} \log_2 (1 + \sigma_i(S^T \tilde{A})^2 \text{SNR})$, the equation (6.4) readily follows. □

Note that although the equation (6.4) applies to any choice of signature sequences $S$ and the distribution of channel gains $\tilde{A}$ it is easy to calculate $C^\text{opt}(\alpha, \text{SNR}, S, \tilde{A})$ for long randomly chosen signature sequences with fixed load $\alpha$ in flat fading channels as presented in Theorem IV.1 in [49]. The lower bound on sum capacity of optimal receiver in flat Rayleigh fading and no fading channels for several values of parameter $\Omega$ are presented in Figure 6.1. The dependence of the spectral efficiency on the system load for $E_b/N_0 = 10dB$ is given in this figure. The case $\Omega = 0$ corresponds to the perfect channel state information while $\Omega = 1$ corresponds to the complete absence of knowledge about the channel gains. The no fading case is included only for reference since equal user channel fading gains would normally be perfectly known in these circumstances. In the setting analyzed here, it is assumed that all fading gains are separately estimated with the same error variance.

It should be pointed out here that the assumption that relative estimation errors of channel gains of all users are equal ($\Omega = \Omega I$) is employed in Proposition 1 for convenience in simplifying the general equation of (6.3). Comparing to the large
random sequences model and linear MMSE estimator of channel gains discussed in [48] in Theorem 2. It is obvious that this assumption is accurate for non-fading channels as well as for the channel with complete absence of knowledge about fading gains. This assumption is approximately valid also for LMMSE estimators in fading channels whose channel gains are not too spread out.

The upper bound on spectral efficiency (sum capacity) is derived easily using the same arguments for large random matrices as in [38] and (6.2)

\[ \hat{C}_{\text{sum}}(\alpha, \text{SNR}, \Omega, S, \bar{A}) = \frac{1}{2} \log_2 |S^\dagger \Omega S^T \text{SNR} + I| \]

which is equal to \( C^{\text{opt}}(\alpha, \text{SNR}(1 + \Omega), S, A) \) for \( \Omega = \Omega I \). However, this upper bound is of theoretical interest only, since it can be attained only if channel gain estimation error is, somehow, perfectly known at the receiver.

### 6.3 Conclusions

Starting from the general results on the capacity loss in case of imperfect channel state information at the receiver, upper and lower bounds on the capacity loss of the optimal receiver in flat fading channels are derived. These results are then specialized for the case of equal relative estimation errors of all users. The spectral efficiency of the optimal detector for the large random sequence model is evaluated numerically for different estimation errors. It has been shown that the spectral efficiency of this detector is very vulnerable to channel gain estimation error.
Figure 6.1. Influence of the estimation error on the lower bound on spectral efficiency of the optimal detector for large random sequence model and Rayleigh fading for $E_b/N_0 = 10dB$. 
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Chapter 7

Summary and Suggestions for Future Work

Chapter 1 presented an introduction that defined the scope of the thesis. This chapter also presented a brief survey of some known information-theoretic results on wireless multiuser channels that were the starting point for the results presented in this thesis.

In Chapter 2, optimal spreading sequence allocation in flat fading channels was discussed. A novel approach that uses results from asymptotic order statistic was used to analyze the sum capacity of the CDMA system in the limit of large number of users and processing gain. The analysis was carried out for the power control and no-power control case. These results make possible an exact comparison between the performance of the sum capacity of random sequence allocation and the sum capacity of optimal sequence allocation in the large system model. Furthermore, based on the optimal sequence allocation for no power control case, sequence allocation that divides all user spreading sequences in orthogonal subspaces was proposed. This allocation simplifies the complexity of the joint detector/decoder at the receiver.

Chapter 3 focused on the analysis of the whole capacity region of a multiple-access channel, extending the results on sum capacity of a multiple-access channel. A simple characterization of the vertices of the synchronous CDMA Gaussian multiple-access capacity region through Cholesky Decomposition of a certain matrix was presented. This Cholesky characterization was later used in order to formulate and simplify the numerical algorithm that finds the optimal sequence allocation that maximizes the symmetric capacity of the multiple access channel. This chapter also presented a reinterpretation of previously derived upper bound on symmetric capacity with optimally allocated spreading sequences. Extensive simulations showed that this upper bound
was, almost always, attainable with the numerical procedure proposed in this Chapter. The asymptotic order statistic method, discussed first in Chapter 2, was used to discuss the capacity profile of the random sequence large system model for increasing and decreasing ordering of powers in the optimal decision feedback receiver.

Extending the analysis of the large system random sequence allocation model, Chapter 4 discussed the sum capacity of the Conventional Decision Feedback Receiver. Two basic models for this receiver were discussed: with and without power ordering at the receiver. A numerical procedure for the calculation of the optimal power control law was proposed for both cases and simulation results were given. It was also shown that the spectral efficiency increased without bounds with the increasing system load. The power control law which equalizes the capacities of all users was also evaluated and symmetric capacity results compared with sum capacity results.

Chapter 5 discussed a simple sequence allocation that divided users into two groups of orthogonal sequences. This separation simplified the receiver operation significantly. It was shown that the sum capacity of such a scheme was very high, close to the maximal possible. The case of power control which equalized the capacities in both groups was also discussed. Upper and lower bounds on the sum capacity of such an allocation scheme in flat fading channels were also discussed.

The case of the imperfect channel state information available at the receiver was discussed in Chapter 6. The sum capacity loss for the case of optimal detector/decoder was discussed and a simple expression for the sum capacity in case when estimation errors were proportional to the fading gain was derived.

### 7.1 Future Work

The material in this thesis opens several research alleys for future work. Some of the ideas that may be used in future research endeavors are presented below and are sorted according to the chapters of this thesis.

The optimal power/sequence allocation in Chapter 2 was derived using the constraint on the total radiated power of all users. It may be interesting to see how some other constraints, like constraints on average individual powers of users, affect the optimal power/sequence allocation. Another issue that stems from the material of this
chapter is the usage of the asymptotic approach in the analysis of some diversity systems where selection or hybrid selection/maximal ratio combining receivers is used for large numbers of diversity branches (for example Ultra Wide Band Communications).

Several future research issues may originate from Chapter 3. During the preparation of the thesis, the author was not able to provide the formal proof that validates the choice of ordering and the convergence of the numerical algorithm that is used in Chapter 3 to obtain spreading sequences that maximize the symmetric capacity. Also, extensions of the case where different QoS requirements are assigned to different users along with the optimal sequence allocation can also be addressed. These present open challenging problems. The simplification of the algorithm that finds optimal sequences with power control that maximize symmetric capacity through the usage of Cholesky updating algorithm [70] is currently under investigation.

The issue of imperfect CSI can be addressed further in considerable detail since there are not many results on this topic, especially for multiuser receivers. It may be interesting to see how the imperfect channel state information at the receiver affects the sum capacity of other multiuser receivers that are analyzed in [49] in the case of perfect CSI. The case of imperfect CSI at the transmitter is a situation that has a strong practical appeal and it would be interesting to see how this estimation error at the receiver affects the optimal power/sequence allocation of a multiuser CDMA channel.
Bibliography


[27] A. Lapidoth and S. Shamai (Shitz), “Fading channels: How perfect need ”perfect


Appendix A

Random Matrices

This appendix reviews several important results on the behavior of the eigenvalue distributions of random matrices. It complements the random sequence model which was used in Chapters 3, 4 and 6 in order to analyze the sum capacity and the symmetric capacity of a CDMA multiple-access channel. The analysis of random sequences falls under the purview of multivariate statistical analysis (see for example an introductory text in [84]).

We begin with the definition of a random matrix

**Definition 8** A random matrix $S$ is a matrix $S = \{s_{ij}\}$, $i = 1, \ldots, n_1$, $j = 1, \ldots, n_2$ of random variables $s_{11}, \ldots, s_{n_1n_2}$.

Now we review two results on eigenvalue distributions of random matrices without proof which are used to derive spectral efficiencies and effective interferences of various receivers in [38], [49] and [39].

Next Proposition due to Bai and Yin [41] gives the asymptotic distribution of eigenvalues of a large dimensional random correlation matrix.

**Proposition 8** Let $S$ be a $K \times N$ dimensional matrix consisting of independent identically distributed binary random variables. Let $K/N \to \alpha \in (0, \infty)$ as $K \to \infty$. Then, the percentage of the $K$ eigenvalues of the correlation matrix $R = SS^T$ that lie below $x$ converges to the cumulative probability density function

$$F_n(x) = [1 - \alpha^{-1}]^+ \delta(x) + \frac{\sqrt{[x-a]^+[b-x]^+}}{2\pi\alpha x}$$

(A.1)

where $[x]^+ = \max\{0, x\}$, and $a = (1 - \sqrt{\alpha})^2, b = (1 + \sqrt{\alpha})^2$. 
The following important result [42] for is an extension of [85] and was used extensively in the analysis of the effective interference and effective bandwidth given in [39].

In order to review this proposition we will need the definition of the Stieltjes transform of a distribution function

\[ m_F(z) = \int \frac{1}{\lambda - z} dF(\lambda). \] (A.2)

Now we can present the statement of this Proposition in terms of Stieltjes transform.

**Proposition 9** Let

i) \( S_K = \{ S_{ij}^k \} \) be an \( N \times K \) dimensional matrix of independent (across \( i, j \)) random variables \( S_{ij}^k \).

ii) \( K/N \to \alpha \in (0, \infty) \) as \( K \to \infty \).

iii) \( T_K = \text{diag}\{ t_1, \ldots, t_K \} \), \( t_i \in \mathcal{R} \), and the empirical distribution function of \( \{ t_1, \ldots, t_K \} \) converges almost surely in distribution to a probability distribution function \( H \) as \( K \to \infty \).

iv) \( B_K = I_N + S_K T_K S_K^T \) where \( A_K \)

v) \( T_K \) and \( S_K \) are independent

Then almost surely the empirical distribution function of the eigenvalues of \( B_K \) converges to, as \( K \to \infty \) to a nonrandom cumulative distribution function \( F \) whose Stieltjes transform \( m_F(z) \) satisfies for \( z \in C^+ \)

\[ m_F(z) = \frac{1}{-z + \alpha \int \frac{y dF(y)}{1 + y m_F(y)}} \] (A.3)

The notion of the large random sequence model is often encountered in this thesis, and the following remark formalizes this model.

**Remark 5** By large random sequence model in this thesis we assume that all conditions of the previous proposition are satisfied. The signature sequences correspond to matrix \( S \), while random channel gains/powers correspond to matrix \( T \) of the previous proposition.

Among many other results on the asymptotical properties of random matrix, we emphasize [43] which deals with the asymptotic properties of a matrix \( S S^T G \) where \( S \)

\(^1\) The exposition of this Proposition is slightly simplified compared to the original result.
is a random matrix while $G$ is a matrix with known empirical eigenvalue distribution function.

For completeness of this short survey we mention that some results on eigenvalue distributions of some non-asymptotic random matrices is also known and can be found in [86].