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ABSTRACT

IoT platforms face huge challenges in deploying robust authentication mechanisms due to the fact that edge devices and resource-constrained devices may not have enough compute and storage capabilities to deploy and run existing mechanisms, which involve in general complex computations. Moreover, establishing end-to-end device authentication in the Internet of Things (IoT) networks is challenging because of the heterogeneous nature of IoT devices. One of the well-known challenges confronting the IoT infrastructure is related to authentication. Many IoT devices rely on weak authentication schemes, which has led in the last few years to several successful and widely publicized hacking incidents [26]. According to the ISO/IEC 27002 standard, authentication is the process of determining whether something is, in fact, what it is declared to be [12]. Authentication is considered the main gate to protect IoT networks from various security threats; determining who the entity is (authentication) is of high importance to establish a secure session between IoT devices. This dissertation identifies gaps in the literature and presents new authentication schemes and security mechanisms to improve IoT security and privacy against common attacks such as replay and impersonation. This research enhances IoT security and privacy by introducing a new lightweight mutual authentication and key exchange protocol for IoT based on dynamic identity and cumulative chained-hash. Nodes can anonymously and mutually authenticate and establish a session with the controller node using dynamic identities and temporary
symmetric keys in an unlinkable and untraceable manner. Moreover, the enforcement of
security policies between nodes is guaranteed by setting up virtual domain segregation and
restricting node capabilities of sending and receiving data to or from other nodes. The
Cumulative chained-hash technique is introduced as a way to ensure the identity of the
sender (through challenge-response). Additionally, we introduce a new anonymous device-
to-device mutual authentication and key exchange protocol based on the ZigBee technique.
The proposed protocol relies on symmetric encryption and counter and enables IoT devices
to authenticate in the network and agree on a shared secret session key when communicating
with each other via a trusted intermediary (home controller). To achieve forward secrecy,
the session keys are changed frequently after every communication session. The proposed
scheme achieves secure, anonymous authentication with the unlinkability and untraceability
of IoT device transactions.

The security of the protocols is evaluated and simulated using three different methods:
informal analysis, formal analysis using the Burrows–Abadi–Needham logic (BAN), and
model-checking using the automated validation of Internet security protocols and applica-
tions (AVISPA) toolkit. The overhead and efficiency of the proposed schemes are analyzed
and compared with other related schemes. The results showed that our protocols are in
general more efficient.
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Chapter 1

Introduction

1.1 Context

The term Internet of Things (IoT) was first coined by Kevin Ashton in 1999 in the context of supply chain management [5]. The most recent IoT platforms were designed based on a diverse mixture of readapting existing components, solutions, protocols, and platforms for different purposes in terms of their development and enhancement. IoT devices are often resource-constrained and deployed in unmonitored, physically unsecured environments. However, although there is an urgent need to secure IoT infrastructures, this necessity is confronted with the aforementioned resource limitations of the infrastructure underlying platforms and devices. One of the essential aspects of securing an IoT infrastructure is the device identity and the mechanisms to authenticate it. Authentication is one of the Achilles’ heels of the current IoT infrastructure. As a matter of fact, many IoT devices have weak passwords or are still using manufacturer-issued default passwords, which make them vulnerable to botnets (e.g., the Mirai IoT botnet) [26] and exploit kits specially designed to target IoT networks. At the same time, hackers can connect rogue devices to
IoT networks using fake or multiple identities without being caught. The enactment of
the above threats is made possible because the landscape of IoT authentication is still in its
infancy [33]. Furthermore, existing authentication mechanisms involve heavy computations
that cannot be afforded by IoT devices, which, as mentioned earlier, are resource-constrained.
Additionally, these authentication mechanisms also require a degree of user intervention
in terms of configuration and provisioning. Furthermore, many IoT devices have limited
access, thus requiring the initial configuration to be protected from tampering, theft and
other forms of compromise throughout the device’s usable life, which, in many cases,
could be years. One approach to address the computational and resource limitations of
IoT platforms is to offload computational-intensive tasks to the cloud. However, despite
the growing popularity of cloud computing, many organizations that maintain sensitive
information are wary of fully offloading sensitive computations and resources to third-party
cloud providers, which, in some cases, are located in different jurisdictions and might be
subjected to multiple countries’ regulations, where there may be opaque security practices.
Although cloud computing platforms have powerful resources to perform the tasks that IoT
devices cannot, they are frequently too far away to process the data and respond at the right
time. Recently, fog computing has appeared as a "middle of the road" solution to help
mitigate the above concerns about cloud computing [24].

1.2 Research Problem

Despite the growing interest in IoT products and services and the advancements in its
underlying technology, IoT devices and networks are exposed to a wide variety of security
threats, some of which are well-known and part of the existing attack arsenal against
conventional systems, while others involve novel attack vectors that are specific to the IoT technology and remain unknown until they are detected in the network [2, 28, 34, 64].

One of the principal aspects in making an IoT infrastructure secure is the underlying IoT node authentication mechanism. The resource-constrained IoT nodes cannot afford the current authentication mechanisms due to the complex computations involved in these mechanisms. Moreover, the existing authentication mechanisms involve a high level of user intervention in configuring and controlling the devices. Unlike conventional network devices, IoT nodes, which are usually deployed in unmonitored and unsecured environments, have limited access; hence, their initial configurations need to be protected against any kinds of external or insider threats or compromises during the lifetime of the IoT node. Additionally, due to the fact that most IoT devices are weak and resource-constrained, the cryptographic techniques used can easily be exploited and broken. Hence, compromising one node could lead to the compromise of the entire IoT network.

Moreover, authentication necessitates identification through a unique identifier. As time goes by, attackers can trace transactions linked to the same identity, thus leading to privacy breach. In an IoT domain such as smart home, transaction’s traceability may result in tracing the lifestyle of the household or deducing from the data, sensitive information, such as health and credit history, living arrangements, and so on [44]. Hence, anonymity, unlinkability, and untraceability [43] are important key properties when designing and operating authentication mechanisms for IoT networks, as these prevent an adversary from obtaining the real identity of an IoT end device and from linking any given session to any other session of the same device.

Consequently, there is a necessity to introduce new mechanisms to authenticate and control IoT nodes in a secure way that must be compatible with the environmental and
engineering limitations underlying the IoT ecosystem. In this dissertation, we present different protocols to authenticate IoT nodes while addressing security and privacy, and performance considerations.

1.3 Approach

To address the aforementioned security challenges, we propose a new secure mutual authentication and key exchange scheme for the IoT based on transient or dynamic identities.

The dynamic identity of IoT nodes (DIdoT) is a new concept for uniquely identifying IoT nodes. The DIdoT is constructed from fixed and variable components, and evolving time-dependent component. The fixed component is created from fixed parameters of the IoT node, which is the node ID. The variable component is created from a random generator. The time-dependent component is created from the timestamp. These different components are hashed together using SHA-3 as a hashing algorithm, which provides a tunable parameter allowing a tradeoff between security and performance. The real identity is kept secret and never transmitted by the IoT node. This guarantees uniqueness of identities of the IoT nodes and mitigates the possibilities of identities theft attacks such as impersonation and sybil attacks. Another new concept is temporal keys (TKs) that change every session. The TKs are constructed from fixed and variable components. The fixed component is created from a fixed parameter of the IoT node, which is the node ID. The variable component is created from a random number generator. These two different components are hashed together using SHA-3, and as aforementioned, the hashing algorithm provides a tradeoff between security and performance. This continuously variable nature of the identity significantly limits the impact of brute-force attacks by limiting the session key lifetime.
According to a survey carried out by CA Technologies on the state of insider threat in 2018 [53], 90% of surveyed organizations felt that they were vulnerable to insider attacks and 53% of organizations pointed out that they have been the target of insider attacks during the year. Although most organizations focus on how to defend against external attacks, they sometimes put considerably less efforts into defending against internal attackers or rather ignore them. As the IoT devices are ubiquitous and unattended, internal attackers will play a big role in cyber security threats and may cause serious issues. Moreover, due to the fact that most IoT devices are weak and resource-constrained, the cryptography techniques can easily be exploited and broken. Hence, compromising one node could make it easy to take control of the other IoT devices; thus there is a need for automated access control that can prevent such compromise. Therefore, we will try to push the access control mechanisms to the IoT end devices, and we will make it impossible or more difficult to change them after being configured by the network administrator. This will help mitigate insider threats. This is made possible through using virtual segregation of IoT network (VSIoTN) and defining the IoT devices’ capabilities. VSIoTN allows the IoT network administrators to virtually partition their networks based on the scope of interaction between these devices. The IoT devices are placed on different virtual domains based on their interactions with each other. This will help the Controller to manage and control the communication flows in the IoT smart home network. Moreover, each IoT device will be assigned an access capability according to its interaction with other IoT devices. Hence, not only are the IoT devices restricted by the virtual domain, but also by their capabilities.

Based on the above general framework, we propose two different authentication schemes. At the core of the first proposed authentication scheme is a lightweight challenge-response that relies on a cumulative chained hash. Each node maintains a database containing
hashes generated during previous authentication sessions. The authentication challenge will consist of requesting proof of knowledge of some previous entries from the database. Each authentication attempt will be based on a temporary secret key $TK_N$ generated and sent by the node N being authenticated and shared between N and the controller CRN.

Securing IoT identities is the starting point of building the trust in IoT automated communication [49]. By securing IoT identities, we can maintain the CIA triad: confidentiality, integrity, and availability. If an attacker succeeds in impersonating an identity on an IoT node, all security measures, such as authentication and access protection, make no sense. We will improve and ensure the identity assurance by introducing a modified fog architecture to support and ensure high assurance in the identity of IoT nodes. This modified architecture helps to prevent identity theft such as spoofing and masquerading attacks.

The IoT integrates several wireless technologies to connect IoT devices. ZigBee is a popular wireless technology for that purpose, which also enables some fundamental security services, such as authentication and encryption. We propose a second authentication scheme that somehow imitates the Zigbee protocol ZigBee in the sense that each network involves a central device (Zigbee coordinator), which starts and maintains the communications between network nodes (Zigbee nodes). Our scheme also employs AES-based symmetric encryption between nodes similar to ZigBee, where only the controller that takes possession of the symmetric key of a node can encrypt the messages.

The security analysis, simulation, and implementation of the proposed authentication schemes show that our proposed protocols are efficient and resilient against known attack methods.
1.4 Contributions

In this thesis, we make two key contributions as follows:

1. A lightweight and anonymous mutual authentication and key exchange protocol based on dynamic identity and temporary session keys that change every session.

2. An anonymous device-to-device mutual authentication and key exchange scheme based on the ZigBee technique, designed for a smart home network, an important domain in the IoT.

1.4.1 Linkage of Scientific Papers

The proposed lightweight and anonymous mutual authentication and key exchange framework based on dynamic identity and temporary session keys (i.e., Contribution 1) was published in 1, 4, and 5 (listed in section 1.4.2). Paper 1 (Secure mutual authentication and automated access control for IoT smart home using cumulative keyed-hash chain) outlines a framework and its formal and informal security analyses in addition to the efficiency evaluation. Paper 4 (Design and Implementation of a Lightweight Authentication Framework for the Internet of Things (IoT)) illustrates the implementation of the proposed framework.

Both Papers 1 and 5 (Lightweight IoT Mutual Authentication Scheme based on Transient Identities and Transactions History) investigate the enforcement of security policies based on different methods, such as the division of devices using virtual domain segregation in an IoT smart home network, the concept of cumulative chained-hash, and a new architecture based on fog computing, which provides and support the identity assurance of IoT devices.

The proposed anonymous device-to-device mutual authentication and key exchange scheme based on the ZigBee technique (i.e., Contribution 2) was published in Paper 2
(Anonymous mutual IoT interdevice authentication and key agreement scheme based on the ZigBee technique) and Paper 6 (Anonymous IoT Mutual Inter-device Authentication Scheme based on Incremental Counter).

1.4.2 List of publications


### 1.5 Dissertation Outline

The remainder of this dissertation is organized as follows.

**Chapter 2** provides an overview of the literature underlying this research. It provides a quick introduction to the Internet of Things and authentication. Also, this chapter provides an outline of the related security methods and tools used in this research.

**Chapter 3** summarizes and discusses related work on authentication and access control for the IoT.

**Chapter 4** describes our first proposed authentication scheme and introduces the enforcement of the security policy. We also present the cumulative chained-hash mechanism and the new architecture based on fog computing.

**Chapter 5** presents the second proposed authentication framework. The framework achieves different security properties, anonymity, unlinkability, and conditional traceability, in addition to the important dual properties of confidentiality and integrity.
Chapter 6 concludes the thesis by discussing the contributions of the research and outlining future work.
Chapter 2

Background

In this chapter, we provide background information on the Internet of Things and authentication, and also describe the Fog computing paradigm. Furthermore, we give an overview of the validation and evaluation methods and tools used in our work.

2.1 Internet of Things and Authentication

The Internet of Things (IoT) is one of the most recent emerging and advanced computing paradigms set forth in the 21st century, which connects both living and non-living things with non-living things into ecosystems. The IoT refers to everyday objects that can sense the environment around them and communicate that data to other objects and services via the Internet without any intervention from human or living bodies.

The IoT integrates several existing technologies, such as wireless sensor networks (WSN), which appeared since the 1980s. WSN technology is an essential component of IoT because it is composed of a collection of sensor nodes connected wirelessly to one another, which provide digital interfaces to the real-world things [37]. However, WSN is
different from IoT in a number of respects. One of the important differences is that WSN is comprised of huge number of connected sensors’ nodes that are capable of performing sensing and data collection while IoT system consists of a large number of interconnected objects, things, sensors, devices, etc., which are able to provide value-added services such as location and analytic via utilizing intelligent data processing and management for several applications. Another important difference is that in the IoT infrastructure, it is required to provide the nodes with Internet connectivity, whereas, Internet connectivity is not required in WSN.

Furthermore, many IoT devices do not have the required compute power, memory, or storage to support the current authentication protocols, which rely on computationally intensive cryptographic algorithms, e.g., AES and RSA [1].

Authentication requires identification by means of a unique identifier, and over time transactions associated with the same identity can be traceable, leading to privacy breach. In an IoT environment such as smart home, transactions traceability can be used to track the lifestyle of the household or infer from the data, critical information such as health and credit history, living arrangements and patterns, and so on [47]. Anonymity and unlinkability are privacy-preserving mechanisms, which make user transactions traceability much harder.

Although a number of authentication schemes have been proposed for IoT, to our knowledge, none of these contributions has considered full anonymity of the IoT sensor nodes during the authentication or access control processes.
2.2 Fog Computing

Fog computing technology, also known as fog networking or fogging, was first introduced by Cisco in 2014 as an extension of cloud computing that would work on the edge of the end users’ network [7, 8]. Fog computing is a decentralized computing infrastructure where data, compute, storage and applications are distributed between end-users and the cloud network. Fog computing basically extends cloud computing’s services to the edge of the network, bringing the services of the cloud closer to where data are generated. The primary goal of fog computing is to enhance efficiency and reduce the size of the data transmitted to the cloud for storage, processing, and analysis. Fog computing applications comprise smart grids, smart cities, and smart buildings, to name a few. In fog computing, the intelligence resides in the local area network. Processing the data occurs in a local smart router or in a gateway, thus minimizing the volume of data transmitted to the cloud. Fog computing performs short-term analytics at the edge while the cloud performs long-term analytics.

2.3 Burrows–Abadi–Needham Logic

Burrows et al. [9] introduced the Burrows–Abadi–Needham (BAN) logic, which is used to describe and analyze the authentication protocols. The BAN logic has widely been used for the formal verification of security protocols and to provide the proof of correctness of any authentication protocol [61]. Hence, we capitalize on the widely-accepted BAN logic to prove that our authentication scheme provides secure mutual authentication between an IoT node N and the controller CRN. In this subsection, we present a summarized introduction about the essential symbols and rules of BAN logic.
2.3.1 A brief introduction of important symbols and rules of BAN

Let C (Client) and S (Server) be participants and let X and Y denote a parameter, a formula or an expression. We define the following notations:

- $C \equiv X$: C believes the statement X.
- # (X): X is fresh.
- $C \Rightarrow X$: C has jurisdiction over the statement X.
- $C \prec X$: C sees the statement X.
- $C \equiv \sim X$: C once said the statement X.
- $(X, Y)$: X or Y is one part of the formula $(X, Y)$.
- $\langle X \rangle_Y$: X combined with Y.
- $C \overset{K}{\leftarrow} S$: K is a secret parameter shared (or to be shared) between C and S.
- $C \overset{X}{\Rightarrow} S$: X is a secret known only to C and S, and possibly to parties trusted by them.

2.3.2 A brief introduction of BAN logic’s rules

The following commonly used BAN logic rules are utilized to prove that the authentication scheme ensures secure mutual authentication and key agreement:

- Message-meaning rule: If C sees X encrypted with Y and if C believes Y is a secret key shared with S, then C believes S once said X.

\[
\frac{C \equiv C \overset{X}{\rightarrow} S, C \prec \langle X \rangle_Y}{C \equiv S \equiv \sim X}
\]
• Nonce-verification rule: If C believes X is fresh and C believes S once said X, then C believes S believes X.

\[ C \equiv \#(X), C \equiv S \sim X \]
\[ \frac{C \equiv S \sim X}{C \equiv X} \]

• Jurisdiction rule: If C believes S has jurisdiction over X and C believes S believes X, then C believes X.

\[ C \equiv S = \Rightarrow X, C \equiv S \equiv X \]
\[ \frac{C \equiv X}{C \equiv X} \]

• Freshness-conjunctenation rule: If one part of a formula is fresh, then the entire formula must also be fresh, so if C believes X is fresh, then C believes X and Y are fresh.

\[ C \equiv \#(X) \]
\[ \frac{C \equiv \#(X,Y)}{C \equiv \#(X,Y)} \]

• Belief rule: If C believes X and Y, then C believes X.

\[ C \equiv (X,Y) \]
\[ \frac{C \equiv X}{C \equiv X} \]

• Observation rule: If C sees X and Y, then C sees X.

\[ C \triangleleft (X,Y) \]
\[ \frac{C \triangleleft X}{C \triangleleft X} \]
2.4 Attacker Model

A better understanding of threats helps us make better decisions about where to deploy defensive techniques. Dolev–Yao’s threat model [13] is employed to anticipate any security issues in our IoT network model. The attacker model is based on the following two assumptions:

- Cryptography is secure:
  1. The attacker is not able to decrypt a message without the key.
  2. The attacker is not able to compute HMAC without the key.
  3. The attacker is not able to guess an encryption key or a nonce.

- The attacker has a complete control over the system, so it has the ability to do the following:
  1. The attacker is able to initiate any number of parallel protocol sessions.
  2. The attacker is aware of all the public data of the protocol.
  3. The attacker benefits from all the privileges/keys of bad agents.
  4. The attacker is able to read, store, and block every message in transit.
  5. The attacker is able to create and transmit messages.
  6. The attacker is able to construct and deconstruct messages.
  7. The attacker is able to encrypt/decrypt if the encryption/decryption key is known.

The Dolev-Yao threat model aids in evaluating the security features of the proposed scheme. Hence, the security analysis and simulation of our scheme are provided using this model.
2.5 AVISPA Tool

Armando et al. [4] introduced Automated Validation of Internet Security Protocols and Applications (AVISPA), which is a toolkit used to validate and assess the Internet Security Protocols and Applications. AVISPA is a widely used platform in the research community for security protocol validation, and to demonstrate proof-of-concept, the authors have expressed and evaluated the specifications of several industrial-scale security protocols currently being drafted or standardized [58]. AVISPA is a role-oriented language where each agent plays a distinct role during the execution of the given protocol. The security protocols can be defined and specified under the AVISPA tool using High-Level Protocol Specification Language (HLPSL). HLPSL’s semantics rest on Lamport’s Temporal Logic of Actions (TLA). The main goal of HLPSL is to provide a means for verifying security properties such as data secrecy and authentication in message exchanges between agents. HLPSL provides a separate section to define the security properties, named the goal section. Thus, the security protocol is determined, whether SAFE or not based on predefined goals. HLPSL specifications are automatically translated into a lower language named the Intermediate Format (IF) using the HLPSL2IF translator. The main goal of these translations and designing the IF language is to offer and serve an adequate input to the various back-ends of the AVISPA tool set.

AVISPA has the following four back-end tools:

- OFMC Model Checker: The On-the-Fly Model-Checker (OFMC) incorporates several symbolic techniques and algebraic properties to explore the state space in a demand-driven way.

- CL-AtSe Model Checker: The Constraint-Logic-based Attack Searcher (CL-AtSe)
translates any security protocol specification written as a transition relation in IF language into a set of constraints that are effectively used to discover attacks if any on the protocol.

- **SATMC Model Checker**: SAT-based Model checker
  (SATMC) constructs a propositional formula based on Transitional state obtained from the IF specification. The propositional formula represents any violation of the security properties, which can be translated into an attack.

- **TA4SP Model Checker**: The Tree Automata based on Automatic Approximations for the Analysis of Security Protocols (TA4SP) identifies the vulnerability of a protocol or predicts the protocol correctness by accurate estimation of the intruder’s capabilities.

### 2.6 OMNeT++ Simulator

The OMNeT++ discrete event simulation environment was developed in 1997 by András Varga [57] at the Technical University of Budapest, Hungary. It is an extensible, modular, component-based C++ simulation library and framework, primarily designed to simulate and build computer networks and protocols. The network simulator OMNeT++ is introduced to be utilized for the research on the communication infrastructure; thus it is utilized in the modeling of wired and wireless communication networks, and protocols.

### 2.7 Summary

This chapter provided a brief overview of the concepts, paradigms, and tools used in our work. The next chapter focuses on the main theme of this dissertation by surveying and
discussing related work.
Chapter 3

Related Work

In this chapter, we revisit and discuss recent progress in IoT authentication, focusing on machine-to-machine interaction. We consider two main research directions: authentication and access control. Although several proposals on IoT authentication have been published, a very limited amount of work has been done on lightweight IoT authentication.

3.1 Authentication

Over the years, and more recently, researchers have focused on addressing the IoT authentication taking into consideration the constrained resources of IoT devices and their networks.

Ukil et al. [56] proposed a lightweight symmetric-key based authentication scheme for the IoT applications. In the proposed work, the authors embedded a low overhead security mechanism comprised of both authentication with integrated key management and encryption on constrained application protocol (CoAP) for vehicle tracking systems. They capitalized on the option field of the CoAP header to embed the authentication
mechanism, by introducing two new options, namely, AUTH and AUTH_MSG_TYPE. The former is used to enable the authentication mode, whereas the latter is used to indicate various messages for an authentication session establishment. Moreover, the authors also minimized the amount of handshaking for reliability on the vehicle when a high speed is reached.

Chu et al. [11] proposed an authentication scheme based on Elliptic Curve Cryptography (ECC) for public and private key pair in order to satisfy the requirements for non-monolithic IoT environments. The elliptic curve public parameters are initialized and computed during the initialization phase. Next, these parameters are used during the authentication phase.

Lee et al. [30] introduced a lightweight mutual authentication protocol based on symmetric XOR encryption for RFID-based IoT systems. In this work, the authors removed complex encryption schemes such as asymmetric encryption and one-way hash function.

Zhao et al. [67] introduced an asymmetric mutual authentication scheme for an IoT system. In the proposed scheme, authentication occurs between the terminal device and the platform. The scheme is based on hashing and feature extraction. The authors enhanced IoT security and decreased computation and communication costs by combining one-way hashing using SHA1 and feature extraction. This combination helped in avoiding any collision attacks. However, the scheme did not support the following key properties: anonymity, unlinkability, and untraceability.

Santoso et al. [46] presented an IoT authentication scheme for a smart home system. The proposed protocol relies on an AllJoyn framework and capitalizes on Elliptic Curve Cryptography (ECC) for authenticating IoT devices. The scheme assigns the Wi-Fi gateway to initialize system configuration and to authenticate IoT devices. In addition, user access is controlled by a mobile device using an Android application. However, the proposed scheme
does not provide full end-to-end security guarantees because some key properties, such as anonymity, unlinkability, and untraceability, are not satisfied. In addition, the scheme relies on public key infrastructure, which is not efficient in terms of storage and computation for IoT-constrained devices.

Gaikwad et al. [16] utilized the three-level secure Kerberos authentication for an IoT smart home system. The proposed scheme employed symmetric algorithms, such as the advanced encryption standard (AES) and hash algorithms, for security. In this work, the authors did not consider IoT-device-to-IoT-device interactions. Furthermore, the proposed scheme does not suitably cover transactions anonymity, unlinkability, and untraceability.

Shivraj et al. [48] proposed a two-factor One Time Password (OTP) technique based on a lightweight identity-based ECC scheme. This technique was better in terms of efficiency and security when compared to existing methods for two reasons. First, the Key Distribution Center (KDC) does not require any key storage. Second, it does not store the private and public keys of the other devices. This protocol consumed a small amount of resources without negatively impacting security. There are two drawbacks to this method, i.e., the lack of machine-to-machine (M2M) roaming where a device wishes to control another device in another gateway, and the lack of support for the instance where a device wants to control using a different security scheme.

Hernandez et al. [22] presented a number of lightweight authentication and authorization mechanisms based on Slim Extensible Authentication Protocol over LAN (SEAPOL), which is an enhanced version of Extensible Authentication Protocol over LAN (EAPOL). The proposed mechanisms helped to embed authentication and authorization functionality onto constrained devices. The EAPOL weighs down the constrained devices by obliging them to implement and execute EAPOL in addition to Datagram Transport Layer Security (DTLS).
However, these proposed mechanisms are not only able to optimize the interoperability among the siloed IoT devices, but they are also able to tackle the security and privacy concerns in the IoT Environment.

Moosavi et al. [40] developed an IoT authentication and authorization architecture to maintain the security, privacy, and accuracy of patients’ data. The authors utilized the distributed smart e-health gateways as an assistance party for medical sensors that tackle the authentication and security tasks. The main protocol in the proposed architecture is certificate-based DTLS handshake protocol. The architecture was tested via a healthcare prototype structure based on Pandaboard, Texas Instruments (TI) SmartRF06 board and WiSMotes performing medical sensing tasks. The effectiveness of denial-of-service (DoS) attacks was mitigated through the distributed nature of the proposed architecture. The evaluation results showed that the proposed architecture pares down the communication burden by 26% and reduces the latency of communications by 16% when compared to the delegation-based architecture.

Park et al. [42] presented a secure authentication method using zero-knowledge proof for a smart home environment. In this approach, no secret key is involved between the node and the home gateway during the authentication process. Instead, the home gateway provides the node with a number during the authentication phase. This number can be used later by the node to prove its authenticity to the home gateway.

Choi et al. [10] proposed a firmware validation and updating scheme for IoT smart home devices. This scheme capitalized on the ID-based mutual authentication and the key derivation algorithm for firmware image distribution. Furthermore, they capitalized on a hash chain and fragmentation process to perform the integrity verification of the firmware image, where the firmware image is fragmented into pieces and put to the hash chain for
verification purposes. The security analysis results showed that the proposed scheme could provide security in terms of known session key security, no unknown key sharing, no key control, perfect forward secrecy, and no key-compromise impersonation.

Kumar et al. [29] proposed a secure, lightweight session key establishment scheme using a short authentication token for smart home devices. The short authentication token played a big role in ensuring the mutual authentication between the constrained device and the home gateway. Consequently, the authors achieved better efficiency in terms of computation and communication when compared with previous works. The verification of the proposed scheme was done using an AVISPA security analyzer tool, and it was ensured that the security of this protocol behaved as expected.

More recently, Risalat et al. [45] presented a secure mutual authentication protocol based on one-way hash function for the IoT. This mutual authentication protocol enables dynamic updates for the secret key value between the tag and the reader. The evaluation results showed that the proposed protocol is able to resist various attacks, such as man-in-the-middle attacks, replay attacks, eavesdropping attacks, and tracing and de-synchronization attacks. There is one drawback to this method, i.e. the secret value (SV) is dynamically updated in a way that makes it easy to guess its sequence number increment.

Wilson et al. [62] introduced a machine-to-machine mutual authentication protocol based on asymmetric cryptography for IoT smart home environment. The proposed protocol allows the smart home nodes to authenticate each other and agree on a dynamic shared secret in every communication session without any human involvement. The evaluation result using SPAN/AVISPA toolkit showed that the protocol is safe and secure against well-known attacks, such as man-in-the-middle attacks, replay attacks, and eavesdropping attacks. This protocol is dependent on the pseudo-random number generation methods to
produce the secret keys. However, this method does not provide complete randomness. Moreover, although this protocol is effective, current constrained resource devices are not capable of handling asymmetric cryptography. The security might be compromised due to the disadvantages of a long time of key generation and exchange between nodes, smart home, and controller in the configuration phase.

Recently, Mishra et al. [39] introduced a strong authentication protocol using a smart card for an IoT-based wireless sensor network. The proposed protocol utilized password hash values and preshared keys to provide authentication between the gateway node and the sensor node. The authors stated that their authentication protocol achieved user anonymity and resisted various attacks. Authentication in IoT-device-to-IoT-device interactions was not supported in this work.

In a recent study, Dorri et al. [14] presented a blockchain-based approach as a security and privacy decentralized method associated with the distributed nature of IoT. The proposed framework refers to the end devices equipped with smart home as the miners, where each miner, in such a scheme, stores and preserves its blockchain that will manage and control secure communication path. The security and privacy analysis were conducted on the proposed system. The results showed that the overhead burden of the proposed system is manageable and minimal for the constrained resource devices.

### 3.2 Access Control

Most of the access control mechanisms that have been studied so far have been designed originally for non-resource constrained systems, such as a web-based system, which is not completely appropriate for highly resource-constrained IoT systems. Moreover, most of the
access control mechanisms were designed to control access between users and devices.

Anggorojati et al. [3] presented an access delegation model based on Capability-based Context-Aware Access Control (CCAAC) scheme designed for ubiquitous machine-to-machine communication in the IoT networks. This model ensures scalability, flexibility and secure authority delegation for distributed system via taking advantage of the identity-based capability-based access control approach, contextual information, and secure federated IoT. In this model, a capability is considered as the central element in access control mechanism, and an identifier is utilized to extend the scalability and to control the propagation of capability. Furthermore, the model benefits from context-awareness to facilitate dynamic access policy enforcement. The authors also introduced the term federated IoT, for the first time, as a baseline component that is responsible for managing the IoT network domain’s principles in a federation by having some relevant rules and policies. This paper dealt with the access delegation between IoT devices, but it did not consider the automation of access control between the IoT devices.

Gusmeroli et al. [21] introduced a capability-based access control (CapBAC) system between users and IoT devices for managing the access control processes to services and information. The proposed system supports delegation of rights and sophisticated, customized access control. This work also did not consider the idea of automated access control between IoT devices in the bootstrapping phase.

Ye et al. [65] presented an efficient authentication and access control model for the Internet of Things (IoT). Upon the completion of the authentication phase, the authors implemented Attribute-based Access Control policy (ABAC) to ensure and restrict legitimate users to only access what they are authorized to access. ABAC policy defines role and identity as characteristics, and resources, such as sensitive information as resource attributes. In
this paper, the authors dealt only with the user-to-device access control and did not consider the automation of access control during the bootstrapping phase.

Taylor et al. [52] proposed a multi-tiered access control method between users and resource-constrained devices in the IoT network. The proposed approach integrates commonly available technologies and techniques such as physical proximity device, geo-location and encryption. Thus, it is inexpensive to implement. The proposed access control approach comprises five separated layers, namely, identification layer, transmission layer, verification layer, validation layer, and reporting layer. This work did not deal with the device-to-device access control.

### 3.3 Discussion

It appears from the above summary that most of the works on authentication protocols are dependent on symmetric and asymmetric algorithms, and it is known that asymmetric encryption requires much more computation than what the constrained resource devices in IoT can afford. However, a number of research studies have introduced the potential of using lightweight cryptographic functions such as hash function and bitwise XOR, but they did not consider strong mutual authentication; thus an efficient mutual authentication framework remains a challenge for the IoT ecosystem. Full mutual authentication can only be achieved by using a strong challenge-response mechanism. In addition, the access control process between IoT devices still requires human involvement. To our knowledge, no studies have automated this process yet. Our proposed approach, not only supports mutual lightweight cryptographic elements and entities, but it also introduces automated access controls for IoT.

We introduce the access control process as part of the bootstrapping process, which currently
consists of authentication and key exchange processes. In the access control process, each device provides its domain-ID and capability as parameters during the bootstrapping process, which in turn facilitates the access control management process done by the smart home gateway. We also introduce a lightweight cumulative chained hash as a challenge-response authentication technique. This technique helps to secure the authentication process and create better assurance of the sender identity, and guarantee full mutual authentication. Our proposed approach also leverages the fog computing concept to secure the identities of IoT devices when they traverse the Internet. To make the bootstrapping process more lightweight, we capitalize on the lightweight cryptography algorithms such as one-way hash function and bitwise XOR encryption. The aforementioned techniques make our proposed schemes secure and robust. The next chapter presents a new secure, lightweight mutual authentication scheme for the IoT. It also presents different security mechanisms to improve IoT security.
Chapter 4

Secure Mutual Authentication and Automated Access Control for IoT Smart Home using Cumulative Keyed-hash chain

In this chapter, we present a secure, lightweight mutual authentication and key exchange protocol for the IoT smart home environment based on dynamic identity and cumulative Keyed-hash chain. Nodes can anonymously authenticate and establish a session with the controller node using dynamic identities and symmetric keys in an unlinkable manner. Moreover, the enforcement of a security policy between nodes is ensured by setting up virtual domain segregation and restricting nodes capabilities of sending and receiving instructions and commands to or from other nodes. A cumulative keyed-hash chain mechanism is introduced as a way to ensure the identity of the sender (through challenge-response). Furthermore, we capitalize on the fog computing concept to improve identity assurance.
In addition, we formally evaluate and prove the security of our protocol by using the Burrows-Abadi-Needham (BAN) logic and the Automated Validation of Internet Security Protocols and Applications (AVISPA) toolkit. Finally, we implement the protocol using the OMNeT++.

4.1 Security Mechanisms

In this section, we present a smart home network model based on fog computing, and introduce the security mechanisms and entities underlying our proposed protection scheme, and then discuss the threat model and attack surface it entails.

4.1.1 IoT smart home network model based on fog computing

Our proposed authentication protocol consists of three participants, namely, IoT node (N), controller node (CRN), and manufacturer fog node (MFR), as shown in Fig. 4.1. A local IoT network includes one or several nodes N and a controller node CRN. Nodes N are constrained resource devices while CRN is not. MFR can be either within or outside the IoT network. N can make direct communication with CRN, but communication between nodes is subject to CRN’s permission. MFR, which will be in charge of keeping track of each node N and it’s direct home CRN, is a capable computing device such as a gateway device, a smartphone, among others. A pre-trust relationship exists between the node N and the MFR.

MFR provisions node N with a MFR identity ($ID_{MFR}$) and Master secret key ($K_{MFR}$), which are assumed to be securely stored in the node’s memory. When node N starts to authenticate itself with CRN which is unaware of $ID_{MFR}$ and $ID_N$ at the beginning of the
Figure 4.1: IoT smart home network model based on Fog computing

authentication process, it creates a Proof of Belonging (PoF) parameter to take advantage of the pre-established relationship in order to facilitate the IoT node membership validation process done by MFR and to inform the MFR of its real direct home CRN. PoF is created by hashing some secure parameters only shared between node N and MFR, such as Master secret key ($K_{MFR}$), along with other random fresh authentication parameters as explained in Subsection 4.2.3. In our model, we assume that there are different manufacturer fog nodes sharing the same database. Thus, all manufacturer fog nodes become aware of all IoT nodes’ direct home controllers after the IoT nodes have been authenticated and registered. This assumption facilitates the data transfer process from one node in one IoT smart home to another node residing in different IoT smart home in a secure manner.

4.1.2 Automated access control

We propose an automated access control model based on the notion of Virtual segregation of IoT network and access capabilities. The concepts behind virtual domain segregation and devices’ capabilities are outlined separately in the following subsections.
4.1.2.1 IoT virtual domain segregation

To apply the access control between nodes, we introduce a simple technique called Virtual segregation of IoT network (VSIoTN) as shown in Fig. 4.2. VSIoTN allows the IoT system administrators to virtually partition the IoT networks based on the IoT nodes’ capabilities of sending and receiving instructions, and the scope of interaction between these nodes into different domains during the registration phase (presented in Subsection 4.2.2). This will help CRN to control the communication flows in the IoT smart home network. VSIoTN is the key to secure the IoT smart home network so that all IoT nodes that should communicate and interact with each other should be placed in the same domain. For example, in Fig. 4.3 door camera, door locker and front door lamp nodes reside in the same virtual domain denoted B, while bed, coffee, room lamp and shower nodes are put in the same domain denoted A.

However, there is a case where some nodes located in different virtual domains need to communicate with some nodes outside the range of their domains. For example, assume that camera node in virtual domain A and bed node in virtual domain B wish to communicate with air-conditioner node in different domain, which is neither located in virtual domain A nor in the virtual domain B. In this case, we introduce a common virtual domain-let’s say-(C) where the shared nodes such as air-conditioner can be placed in, as shown in Fig. 4.3. The system administrator securely implants each node with its virtual domain ID ($V_{DN}$) and its capability type ($Ca_{N}$). This happens only once, during the registration phase (as discussed in Subsection 4.2), and it is the only occasion where human (administrator) intervention is required. Subsequently, as each node has its virtual domain ID ($V_{DN}$) and its capability type ($Ca_{N}$) securely implanted in its memory, it will automatically initialize the access control process each time it starts the authentication process with the Controller.
Hence, the subsequent steps beyond the registration phase will fully be automated.

**Figure 4.2: Division of Devices Based on Virtual Domain Segregation, with Shared Domain**

### 4.1.2.2 Device capability assignment

In the IoT smart home network, nodes have three different types of access capabilities when considering the communications among nodes, not between nodes and the controller. Some nodes are only able to send and give instructions, some nodes are only able to receive and execute instructions, and the others are able to both give and execute instructions. Therefore, each node in the IoT network will be assigned one of the following capabilities: S denotes that the device is a sender, R denotes that the device is a receiver, and H denotes that the device is hybrid (sender and receiver). The Node capability assignment method complements the above virtual domain segregation strategy to strengthen the IoT network security. This will ensure that if a hacker compromises one device, her/his capability will not only be restricted by the virtual domain but also by the device capability. For example, in Fig. 4.3, if a hacker compromises coffee sensor, she cannot sabotage the other devices even if these resided in the same domain because the coffee sensor is assigned as a receiver,
and thus it cannot give instructions to other devices.

![Figure 4.3: Capability Assignment and attack scenarios on IoT smart home network](image)

### 4.1.3 Cumulative keyed-hash chain as a challenge response authentication

In order to have a full mutual authentication, a challenge-response authentication mechanism must be considered. Hence, we introduce a lightweight one-way challenge-response authentication mechanism. In this method, the sending node N first hashes the information that it wants to send to the controller and produces a hashed value-let’s say-\( H_1 \). Second, it hashes and chains \( H_1 \) with two other values, namely, the shared secret key (\( TK_N \)) between itself and the controller node CRN, and the cumulative hash value \( xCH_F \), previously, stored in the Keyed-hash chain database, where \( x \) represents the sequence number or order of values. Then, it attaches the resultant value-let’s say-\( H_F \) of the previous step in the authentication message to be sent to the controller node: \( H_F = h(H_1, TK_N, xCH_F) \). Finally, it hashes the resultant value \( H_F \) again with the shared secret key \( TK_N \) and stores it in the Keyed-hash
chain database as a new value: \( x+1 \ CHF = h(H_F, TK_N) \). The process is illustrated in Fig. 4.4.

On the other side, the controller node CRN will apply the same technique to ensure the authenticity of the received hashed value upon receipt of the data. First, it hashes all information that was received from N but the hash value-let’s say- \( H'_1 \). Second, it hashes and chains \( H'_1 \) with two other values, namely, the shared secret key \( (TK_N) \) between itself and the controller node CRN, and the cumulative hash value \( (xCHF) \) (previously) stored in the Keyed-hash chain database, where \( x \) represents the order of values. Then, it compares the resultant value \( (*H_F = h(H'_1, TK_N, xCHF)) \) with the one that was received \( H_F \). If it matches, it will authenticate the sender node N and hash the resultant value \( H_F \) again with
the shared secret key $TK_N$, and then store it in the Keyed-hash chain database as a new value: $x+1CH_F$. Otherwise, it will reject the sender node N. The process is illustrated in Fig. 4.5.

Figure 4.5: Cumulative keyed-hash chain process at CRN side

It is worth mentioning that our mechanism chains the blocks of sessional hash values together by hashing the new session hash value with two values, namely, temporal cryptographic key and previous cumulative hash value. Thus, our mechanism looks like a
blockchain technology at first blush, but it actually does not utilize blockchains per se. It can be argued that an attacker can compromise or find out the Keyed-hash chain entries (mainly the first one), then she would only need to know the secret key to crack this step of the protocol. However, finding the secret key is not easy since it changes in every session. Even if the adversary knows the secret key or the first hash, it is useless for her since an ephemeral session key is being used.

4.1.4 Challenge-response Mechanism based on Transaction History

As aforementioned in the previous subsection, N and CRN store and keep all cumulative hash values $xCH_F$ in their synchronized chained-hash database N-CRN. These values can be utilized to introduce a historical factor for authenticating IoT nodes, as illustrated in Fig. 4.6. Authentication using history factor ensures mutual authentication through a challenge-response scheme and the mutual authentication is of high importance in IoT node-to-node authentication. This two-way challenge/response allows the controller to check the authenticity of the IoT node, and the IoT node to ensure that it is not communicating with a malicious controller. Cumulative hash history-based authentication counts on the ability of the IoT node and controller to show proof of knowledge of past cumulative hash values. The approach involves tracking and storing securely the cumulative hash values related to the interaction over time between the IoT node N and the controller CRN. In this process, when CRN receives an authentication request message from N, it starts the authentication process and triggers a challenge/response. CRN generates a challenge $c$ (information about random cumulative hash value $xCH_F$ stored previously), hashes the challenge $c$ with the shared secret key and current timestamp $h(TK_N, c, T_{CRN})$, and sends it to N. N sends the response back using $h(TK_N, r, T_N)$, where $r$ is the response (cumulative hash value $xCH_F$)
and $T_N$ is a new timestamp for when the response is sent ($T_{CRN} < T_N$). CRN verifies the correctness of the received $^{3}CH_F$ value by comparing it with the one stored in its chained-hash database N-CRN. If they are equal, CRN will accept N and resume the authentication process. Otherwise, N will be rejected.

![Figure 4.6: Historical authentication process](image)

### 4.2 Proposed authentication protocol

The abstract notations used to describe our authentication protocol are listed in Table 4.1. There are three phases in our protocol: Initialization phase, registration phase, and authentication and key exchange phase.

The manufacturer will load the IoT devices with the device ID and secret key regarding the fog server. This will help the creation of a trusted communication/relation bridge between the manufacturer and home controller node. The system administrator (SA) is responsible for performing the initialization and registration phases. In the authentication phase, a node (N) and a Controller node (CRN) share the responsibilities for ensuring a secure anonymous mutual authentication and session key exchange. The relation between
the nodes N and CRN is based on a client-server model. We assume the node N is allowed
to make a direct communication with CRN. We will focus on the design and development
of our authentication protocol and discuss the aforementioned phases in details.

4.2.1 Initialization phase

In this phase, the system administrator (SA) is responsible to securely initialize the controller
node CRN with the controller node master key ($K_{CRN}$). The required steps are listed below.

**Step 1:** The SA selects a random master secret key $K_{CRN}$ for CRN.

4.2.2 Registration phase

In this phase, the SA securely registers the node N. The SA specifically implants the node’s
real identity ($ID_N$), the node’s virtual domain ID ($VD_N$) and the node’s capability type
($Ca_N$) into three authentication parameters, namely $S_1N$, $S_2N$ and $S_3N$, using one-way hash
function and bitwise XOR operation. $VD_N$ indicates which virtual domain the IoT node
belongs to as explained in Subsection 4.1.2.1, and $Ca_N$ specifies the IoT node’s capability
of sending and/or receiving instructions to or from other nodes as explained in Subsection
4.1.2.2. Moreover, the SA uses the controller node master key $K_{CRN}$ and IoT node identity
$ID_N$ during the computation of $S_1N$, $S_2N$ and $S_3N$. In addition, we assume that the SA has
a table that contains a number of virtual domains and a list of devices residing in each of
these virtual domains (this information should be available in the Network Infrastructure
Document). Moreover, the capability of each node is already determined. We assume a
mechanism, e.g. accelerometer, is available and used by the manufacturer at the time of
manufacturing the IoT nodes and used to generate the nodes’ identities to ensure uniqueness
of identities. So, the node’s identity will be implanted in each node by the manufacturer in
a secure manner. The steps involved in registering the node N are listed below.

**Step 1:** The SA uses the unique node’s identity $ID_N$ that was securely inserted in the node by the manufacturer.

**Step 2:** The SA selects the proper virtual domain $VD_N$ of node N.

**Step 3:** The SA selects the proper capability type $Ca_N$ of node N.

**Step 4:** The SA computes three parameters $S_{1N}$, $S_{2N}$ and $S_{3N}$ as follows:

- $S_{1N} = ID_N \oplus h(K_{CRN}, ID_N)$.
- $S_{2N} = K_{CRN} \oplus S_{1N} \oplus VD_N$.
- $S_{3N} = Ca_N \oplus h(K_{CRN}, S_{2N})$.

It is worth mentioning that the $K_{CRN}$, $VD_N$ and $Ca_N$ are only utilized to create $S_{1N}$, $S_{2N}$ and $S_{3N}$. $K_{CRN}$, $VD_N$ and $Ca_N$ will not be stored at any node but the CRN. Using the secure $K_{CRN}$ and $ID_N$ parameters in computing $S_{1N}$, $S_{2N}$ and $S_{3N}$ and applying the one-way hash functions make it almost impossible for an adversary to extract $ID_N$, $VD_N$ and $Ca_N$ from $S_{1N}$, $S_{2N}$ and $S_{3N}$ parameters in transit.

**Step 5:** The SA securely stores $ID_{CRN}$, $S_{1N}$, $S_{2N}$, $S_{3N}$ in the node N’s memory.

### 4.2.3 Authentication and key exchange phase

In the authentication phase, the node N authenticates anonymously with the controller node CRN. The steps involved in the authentication between the node N and the controller node CRN are summarized in Fig. 4.7 and described in more details below.
Table 4.1: Notations used in our protocol

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>SA</td>
<td>System Administrator</td>
</tr>
<tr>
<td>N</td>
<td>IoT Node</td>
</tr>
<tr>
<td>CRN</td>
<td>Controller node</td>
</tr>
<tr>
<td>MFR</td>
<td>Manufacturer fog node</td>
</tr>
<tr>
<td>$ID_N$</td>
<td>Real identity of sensor node N</td>
</tr>
<tr>
<td>$TID_N$</td>
<td>Temporary identity of sensor node N</td>
</tr>
<tr>
<td>$K_{CRN}$</td>
<td>Master secret key of CRN</td>
</tr>
<tr>
<td>$K_{MFR}$</td>
<td>Master secret key of Manufacturer MFR</td>
</tr>
<tr>
<td>$TK_N$</td>
<td>Temporary secret session key picked by N</td>
</tr>
<tr>
<td>$R_N$</td>
<td>Random number picked by N</td>
</tr>
<tr>
<td>$S_{1N}$, $S_{2N}$, $S_{3N}$</td>
<td>Authentication parameters stored in N’s memory</td>
</tr>
<tr>
<td>ISV</td>
<td>Initialization Seed Value picked by N</td>
</tr>
<tr>
<td>PoF</td>
<td>Proof of belonging</td>
</tr>
<tr>
<td>$X_N$, $Y_N$</td>
<td>Additional parameters required for authentication</td>
</tr>
<tr>
<td>$G_{CRN}$</td>
<td>Authentication parameter computed by CRN</td>
</tr>
<tr>
<td>$VD_N$</td>
<td>Node’s Virtual Domain number</td>
</tr>
<tr>
<td>$Ca_N$</td>
<td>Node capability type</td>
</tr>
<tr>
<td>$T_N$</td>
<td>A timestamp generated by node N</td>
</tr>
<tr>
<td>$T_{CRN}$</td>
<td>A timestamp generated by node CRN</td>
</tr>
<tr>
<td>$T_{MFR}$</td>
<td>A timestamp generated by node MFR</td>
</tr>
<tr>
<td>$h(\cdot)$</td>
<td>Hash function</td>
</tr>
<tr>
<td>$H_F$</td>
<td>Keyed-chain of hashed Instructions</td>
</tr>
<tr>
<td>$xCH_F$</td>
<td>Cumulative Hashed Value</td>
</tr>
<tr>
<td>$\oplus$</td>
<td>Bitwise XOR operation</td>
</tr>
<tr>
<td>$N \rightarrow CRN: M$</td>
<td>Node N sends the message M to controller CRN via a public channel</td>
</tr>
</tbody>
</table>

The node N prepares and computes the authentication message to be sent to the CRN.

The aim is to securely send the $ID_N$, $TK_N$, $VD_N$ and $Ca_N$ parameters to the CRN.

The steps involved in this process are listed below.

1.1. N computes $X_N = S_{1N} \oplus ID_N$ to be used during the authentication process.


1.3. N computes $Y_N = X_N \oplus R_N$ to be used during the authentication process.
Figure 4.7: The authentication and key exchange phase of our protocol for centralized smart home environment

1.4. N computes a temporary session key $TK_N = h(ID_N, R_N)$. This will be used to secure communication with the CRN in a given session.

1.5. N generates a new timestamp $T_N$ that will be used to avoid replay attack.

1.6. N computes a temporary identity $TID_N = h(ID_N \oplus T_N, R_N)$ that will support the anonymity of the node in a given session.

1.7. N hashes the timestamp, its own identity and the manufacturer identity ($ID_{MFR}$)
to create the proof of belonging \(PoF = h(h(ID_{MFR} \oplus K_{MFR}, ID_{CRN}), T_N) \oplus ID_N\)

1.8. \(N\) computes \(H_F = h(h(TID_N, ID_{MFR}, PoF, Y_N, S2_N, S3_N, T_N), TK_N, xCH_F)\) that will be used as part of the cumulative keyed-hash chain for the challenge-response authentication.

1.9. \(N\) securely stores the \(TID_N\) and \(TK_N\) parameters in its internal database as shown in Table 4.2.

Table 4.2: Node N Database

<table>
<thead>
<tr>
<th>Node Identifier</th>
<th>Timestamp</th>
<th>Temporary Identity</th>
<th>Temporary session key</th>
</tr>
</thead>
<tbody>
<tr>
<td>(ID_N)</td>
<td>(T_N)</td>
<td>(TID_N)</td>
<td>(TK_N)</td>
</tr>
</tbody>
</table>

1.10. \(N\) sends the tuple \((TID_N, ID_{MFR}, PoF, Y_N, S2_N, S3_N, T_N, H_F)\) to the CRN.

1.11. \(N\) computes the new cumulative hashed value \(x+1CH_F = h(H_F, TK_N)\), and inserts it in the Cumulative Keyed-hash chain table as shown in Table 4.3.

Table 4.3: Cumulative Keyed-hash chain table N-CRN

<table>
<thead>
<tr>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(xCH_F)</td>
</tr>
<tr>
<td>(x+1CH_F)</td>
</tr>
</tbody>
</table>

2. CRN \(\overset{(ID_{MFR}, ID_{CRN}, PoF, T_N, T_{CRN}), K_{MFR, Pub}}{\rightarrow} MFR\)

Upon the receipt of \(N\)’s message by the CRN, the CRN generates a new timestamp \(T_{CRN}\) and forwards the tuple \(PoF, ID_{CRN}, T_{CRN}\) and \(T_N\) to the manufacturer fog node (MFR) in order to obtain the IoT node’s real identity \((ID_N)\).

2.1. CRN checks the validity of the received timestamp \((t^* - T_N < \Delta T?\ text{continue: Drop})\), here \(t^*\) is the time when the message is received and \(\Delta T\) is the maximum transmission delay. The message is dropped if the predicate is not valid.
2.2. CRN generates a new timestamp $T_{CRN}$.

2.3. CRN encrypts the tuple $ID_{MFR}, ID_{CRN}, PoF, T_N$ and $T_{CRN}$ using the manufacturer fog node’s public key.

2.4. CRN forwards the tuple $(ID_{MFR}, ID_{CRN}, PoF, T_N, T_{CRN})_{KMFR-pub}$ to the MFR.

3. $\textbf{MFR} \xrightarrow{(ID_{MFR}, ID_N, T_{MFR}) \cdot K_{CRN-pub}} \textbf{CRN}$.

Upon the receipt of CRN’s message by the MFR, the MFR checks the validity of the timestamp $T_{CRN}$ and extracts $ID_N$ from the proof of belonging (PoF). If all the conditions are justified, the MFR updates the N information and adds its direct CRN address as shown in Table 4.4. Then it inserts the $ID_N$ in the message to be sent to the CRN. It generates a new timestamp $T_{MFR}$ and then it forwards the tuple $ID_N$, $ID_{CRN}$ and $T_{MFR}$ to the CRN, so that the CRN can resume the authentication process with the node.

Table 4.4: Manufacturer database

<table>
<thead>
<tr>
<th>Node Identity</th>
<th>Secret key of the manufacturer (MFR)</th>
<th>Direct Controller Node ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>$ID_N$</td>
<td>$K_{MFR}$</td>
<td>$ID_{CRN}$</td>
</tr>
</tbody>
</table>

The MFR performs the following steps:

3.1. MFR checks the validity of the received timestamp ($t^* - T_{CRN} < \Delta T$? continue: Drop), here $t^*$ is the time when the message is received and $\Delta T$ is the maximum transmission delay. The message is dropped if the predicate is not valid.

3.2. MFR extracts the $ID_N$ from the PoF as follows:

- MFR computes $Z = h(h(ID_{MFR} \oplus K_{MFR}, ID_{CRN}), T_N)$.
- MFR extracts $ID_N = PoF \oplus Z$. 
3.3. MFR updates the node N information and adds $ID_{CRN}$ as its direct controller.

3.4. MFR prepends $ID_N$ to the message.

3.5. MFR generates a new timestamp $T_{MFR}$.

3.6. MFR encrypts the tuple $(ID_{MFR}, ID_N, T_{MFR})$ using CRN’s public key.

3.7. MFR forwards the tuple $(ID_{MFR}, ID_N, T_{MFR})_{K_{CRN-pub}}$ to the CRN node.

4. CRN $(ID_{CRN}, G_{CRN}, T_{CRN}, H_F) \rightarrow N$

Upon the receipt of MFR’s message by the CRN, the CRN checks the validity of the timestamp $T_{MFR}$. If the condition is justified, the CRN continues to authenticate N. It uses the $ID_N$ and $K_{CRN}$ key to extract N’s temporary session key ($TK_N$), node N’s virtual domain ($VD_N$) and node N’s capability ($Ca_N$) parameters. Then, the CRN checks the validity of the cumulative Keyed-hash chain $H_F$. The steps involved in this process are listed below.

4.1. CRN decrypts MFR message using its own private key.

4.2. CRN checks the validity of the received timestamp ($t^* - T_{MFR} < \Delta T$? continue: Drop), here $t^*$ is the time when the message is received and $\Delta T$ is the maximum transmission delay. The message is dropped if the predicate is not valid.

4.3. CRN extracts the $ID_N$ from the MFR message.

Now the CRN can use CRN’s secret key $K_{CRN}$ and node real identity $ID_N$ to extract the N’s parameters.

4.4. CRN computes `$S_1_N = ID_N \oplus h(K_{CRN}, ID_N)$`.

4.5. CRN computes `$X_N = S_1_N \oplus ID_N$`.

4.6. CRN computes `$R_N = X_N \oplus Y_N$`. 
4.7. CRN computes \( TID_N = h(ID_N \oplus T_N, R_N) \).

4.8. CRN checks the validity of the received \( TID_N \) (\( TID_N = TID_N \) ? Continue: Drop). The message is dropped if the condition is not met.

4.9. CRN computes \( TK_N = h(ID_N, R_N) \).

4.10. CRN extracts from its cumulative hash database the last value \( xCH_F \) stored in the previous authentication session and computes \( *H_F = h(TID_N, ID_{MFR}, PoF, Y_N, S_2N, S_3N, T_N, TK_N, xCH_F). \)

4.11. CRN checks the validity of the received \( H_F \) (*\( H_F = H_F \) ? Continue: Drop). The message is dropped if the condition is not met.

4.12. If the above condition is met, CRN will compute the new cumulative hashed value \( x+1CH_F = h(H_F, TK_N) \), and then insert it in the Cumulative Keyed-hash chain table as a new cumulative hashed value as shown in Table 4.5.

Table 4.5: Cumulative Keyed-hash chain table

<table>
<thead>
<tr>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( xCH_F )</td>
</tr>
<tr>
<td>( x+1CH_F )</td>
</tr>
</tbody>
</table>

4.13. CRN computes the virtual domain \( VD_N = K_{CRN} \oplus S1_N \oplus S2_N. \)

4.14. CRN computes the capability type \( Ca_N = S3_N \oplus h(K_{CRN}, S2_N). \)

The CRN now can securely store N’s parameters \( (ID_N, TID_N, TK_N, VD_N \text{ and } Ca_N) \) in its database as shown in Table 4.6. These parameters will be used to establish connections with N until these parameters are updated by the node N. Now, the CRN prepares and computes the \( G_{CRN} \) parameter, which is a hash value of the tuple \( (ID_{CRN}, X_N, R_N, ID_N, TK_N, T_{CRN}) \), and sends the \( G_{CRN} \).
Table 4.6: Controller node CRN Database

<table>
<thead>
<tr>
<th>Identity</th>
<th>Temporary Identity</th>
<th>Temporary Symmetric key</th>
<th>Node Virtual Domain ID</th>
<th>Node capability type</th>
<th>Fog server</th>
</tr>
</thead>
<tbody>
<tr>
<td>ID_N</td>
<td>TID_N</td>
<td>TK_N</td>
<td>VD_N</td>
<td>Ca_N</td>
<td>ID_MFR</td>
</tr>
</tbody>
</table>

back to N so that N makes sure that the CRN was successfully able to extract its secure parameters.

4.15. CRN generates a new timestamp ‘T_CRN’.

4.16. CRN computes \( G_{CRN} = h(X_N, R_N, ID_N, TK_N, T_{CRN}) \).

4.17. CRN adds the tuple \((G_{CRN}, T_{CRN})\) to the message.

4.18. CRN computes \( H_F = h(h(ID_{CRN}, G_{CRN}, 'T_{CRN}), TK_N, ^{x+1}CH_F) \) and inserts it in the message.

4.19. CRN sends the tuple \((ID_{CRN}, G_{CRN}, 'T_{CRN}, H_F)\) to N.

4.20. CRN computes the new cumulative hashed value \(^{x+2}CH_F = h(H_F, TK_N)\), and inserts it in the Cumulative Keyed-hash chain table as shown in Table 4.7.

Table 4.7: CRN’s Cumulative Keyed-hash chain table

<table>
<thead>
<tr>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(^xCH_F)</td>
</tr>
<tr>
<td>(^{x+1}CH_F)</td>
</tr>
<tr>
<td>(^{x+2}CH_F)</td>
</tr>
</tbody>
</table>

5. N

Upon the receipt of CRN’s message by N, N checks the validity of the timestamp \( T_{CRN} \). If all is well, the node N continues and computes the ‘\( G_{CRN} \)’ parameter and compares it with the received \( G_{CRN} \). The steps involved in this process are listed below.
5.1. N checks the validity of the received timestamp \((t^* - T_{\text{CRN}} < \Delta T)?\) continue: Drop, here \(t^*\) is the time when the message is received and \(\Delta T\) is the maximum transmission delay. The message is dropped if the condition is not justified.

5.2. N extracts \(x+1 CH_F\) from its cumulative hash database and computes \(*H_F = h(h(ID_{\text{CRN}}, G_{\text{CRN}}, T_{\text{CRN}}), T K_N, x+1 CH_F)\).

5.3. N checks the validity of the received \(H_F (*H_F = H_F?\) Continue: Drop). The message is dropped if the condition is not met.

5.4. N computes the new cumulative hashed value \(x+2 CH_F = h('H_F, T K_N),\) and inserts it in the Cumulative Keyed-hash chain table as shown in Table 4.8.

<table>
<thead>
<tr>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(x CH_F)</td>
</tr>
<tr>
<td>(x+1 CH_F)</td>
</tr>
<tr>
<td>(x+2 CH_F)</td>
</tr>
</tbody>
</table>

5.5. N computes \('G_{\text{CRN}} = h(X_N, R_N, ID_N, T K_N, T_{\text{CRN}})\).

5.6. N checks the validity of the received \(G_{\text{CRN}} (*G_{\text{CRN}} = G_{\text{CRN}}?\) Continue: Drop). The message is dropped if the condition is not met.

At this moment, mutual authentication has been established between N and CRN.

At the start of a mutual authentication round trip, the more recent entry in the cumulative hash-chain is \(x CH_F\). At the end of a successful mutual authentication, two more values are added to the hash-chain, with indices \((x+1)\) and \((x+2),\) respectively. Those values are added progressively as the process unfolds, and must be removed in case where the authentication fails. If the authentication of N by CRN fails, N will be notified accordingly, and it will roll back the hash-chain update by removing the stored intermediary value \(x+1 CH_F\). Else if the
authentication of CRN by N fails, CRN will be notified accordingly, and it will remove the last 2 updates. N will also roll back its hash-chain by removing the previously stored value at index (x+1).

### 4.2.3.1 First time authentication

The first time node N submits a request for authentication with the CRN, it initializes the head of the hash chain \( 0CH_F \) by generating an initialization seed value (ISV). This initialization seed is sent unencrypted in the first transmitted packet in the authentication process, and used to generate the head of the hash chain at the CRN side. The first message in the authentication protocol, shown above, is updated to include the ISV as follows:

\[
1. \text{N} \quad (TID_N, ID_{MFR}, PoF, Y_N, S2_N, S3_N, ISV, T_N, H_F) \quad \rightarrow \text{CRN}
\]

In phase 4 of the protocol, after checking the validity of the \( TID_N \) (step 4.8), the CRN extracts and uses the ISV as the head \( 0CH_F \) of the hash chain database at his side. One may say there is a potential risk when sending the ISV in plain text because an adversary can intercept this value. However, the ISV will be useless to the attacker for two reasons. First, as mentioned above in the step 4.10, the CRN will ensure the integrity of the ISV when computing \( *H_F \), which is protected using one-way hash function of the message parameters, which include the timestamp \( T_N \), and the temporary secret key \( TK_N \), so any change to the ISV will be detected. Second, even if the attacker keeps the ISV and tries to reconstruct the cumulative hash value later on, she will fail because of the dynamic change of the temporary secret key \( TK_N \) in every session, as illustrated in Subsection 4.1.3.
4.3 Protocol Efficiency Evaluation

In this section, we analyse the overhead and efficiency of the proposed protocol in terms of storage, computation, communication and energy consumption.

4.3.1 Storage requirements

In our scheme, each IoT node is required to store its real identity $ID_N$, temporary identity $TID_N$, temporary secret key $TK_N$, manufacturer identity $ID_{MFR}$, manufacturer master key $K_{MFR}$, and the identity of the controller $ID_{CRN}$. We use SHA-1 as an example of hash function, and the output of SHA-1 is 160 bits. By applying these settings, we obtain $|TID_N| = |S1_N| = |S2_N| = |S3_N| = |TK_N| = |^xCH_F| = 160$ bits, while $|ID_N| = |ID_{CRN}| = |ID_{MFR}| = |K_{MFR}| = 16$ bits, which is assumed short. On the other hand, CRN is required to store the tuple $ID_N, ID_{MFR}, TID_N, TK_N, ^xCH_F, VD_N, Ca_N$, in addition to the CRN master key $ID_{CRN}$. By applying these settings, we obtain $|TID_N| = |TK_N| = |^xCH_F| = 160$ bits, while $|ID_N| = |ID_{MFR}| = |K_{CRN}| = |VD_N| = |Ca_N| = 16$ bits, which as aforementioned is assumed short.

Table 4.9: Storage cost of our scheme

<table>
<thead>
<tr>
<th>Node</th>
<th>Storage cost (in bits)</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>1024</td>
</tr>
<tr>
<td>CRN</td>
<td>80m + 480</td>
</tr>
</tbody>
</table>

Note that the storage cost for the hash chain (for N and CRN) is covered by $|^xCH_F| = 160$ bits. There are two different implementation options for the cumulative chain. In the first option, N and CRN keep only the last updated cumulative hash value $^xCH_F$ and remove all previous values every time N and CRN complete a mutual authentication, so in this case each IoT node N is required to store 1024 bits, and the total storage required by CRN is
\((m \times (5 \times 160) + (3 \times 160)) = (80m + 480)\) bits, where \(m\) is the number of registered IoT nodes. The storage requirements are summarized in Table 4.9.

In the second option, \(N\) and CRN keep all cumulative hash values \(^xCH_F\), so in this case each IoT node \(N\) is required to store \(((160 \times n) + 864)\) bits where \(n\) represents the number of \(^xCH_F\) values, and the total storage required by CRN is \((m \times (5 \times 16) + (160 \times n) + (2 \times 160)) = (80m + 160n + 320)\) bits, where \(m\) is the number of registered IoT nodes and \(n\) represents the number of \(^xCH_F\) values.

Our proposed model is based on the first option, which is obviously much lighter in terms of storage cost.

### 4.3.2 Computation cost

Our proposed scheme is a computationally lightweight scheme designed for IoT smart home environment. The scheme ensures high security using only simple hash and XOR computations, thus consumes less storage than other related schemes. While the novelty of the proposed scheme is adding multiple security layers (e.g., access control and cumulative Keyed-hash chain) and ensuring IoT identities, it also provides relatively low computation cost.

Our scheme uses two operations as aforementioned, namely XOR operation and one-way hash function. Let \(T_h\) and \(T_{xor}\) be the computation times of one hash invocation and one XOR operation, respectively. Considering the authentication steps involved in our protocol and outlined in Fig. 4.7, the IoT node \(N\) performs 8 hash invocations and 5 XOR operations, which yields a total computation cost of \(8 \times T_h + 5 \times T_{xor}\). The computation time of XOR operation is very trivial and can be ignored, so we can assume \(T_{xor} \approx 0\). On the other hand, the controller node CRN performs 9 hash invocations and 7 XOR operations,
which yield a total computation cost of $9 \times T_h + 7 \times T_{\text{xor}}$. Therefore, the total computation cost of N is $8 \times T_h + 5 \times T_{\text{xor}} \approx 8T_h$, while the computation cost of CRN corresponds to $9 \times T_h + 7 \times T_{\text{xor}} \approx 9 \times T_h$. The computation cost are summarized in Table 4.10.

Table 4.10: Computation cost of our scheme

<table>
<thead>
<tr>
<th>Node</th>
<th>Computation cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>$8T_h$</td>
</tr>
<tr>
<td>CRN</td>
<td>$9T_h$</td>
</tr>
</tbody>
</table>

4.3.3 Computation time and energy consumption

The invocation of SHA hash function takes 0.054 ms using a 32-bit Cortex-M3 micro-controller running at 72 MHz [31] [50]. It follows from Table 4.10 that an IoT sensor node N takes 0.43 ms, while the controller node CRN takes 0.49 ms. The same micro-controller, in ambient/room temperature (at $300^\circ$ K) in active mode consumes 36 mA under 3.3 V [50]. Therefore, the power consumed in active mode is 118.8 mW. This power consumption can be used to give a rough estimate of the energy consumed during computations. The sensor node N takes about 0.43 ms; therefore the energy consumed by N is $0.43 \times 118.8/1000 = 0.051$ mJ. On the other hand, the controller node CRN takes about 0.49 ms; therefore the energy consumed by CRN is $0.49 \times 118.8/1000 = 0.058$ mJ. These computation results are summarized in Table 4.11.

Table 4.11: Computation time and energy consumption of our scheme on 32-bit Cortex-M3 micro-controller at 72 MHz

<table>
<thead>
<tr>
<th>Node</th>
<th>Computation time (ms)</th>
<th>Energy consumption (mJ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>0.43</td>
<td>0.051</td>
</tr>
<tr>
<td>CRN</td>
<td>0.49</td>
<td>0.058</td>
</tr>
</tbody>
</table>
4.3.4 Communication overheads

In the transmission ($N \rightarrow CRN$), $N$ sends the tuple, $TID_N$, $ID_{MFR}$, $PoF$, $Y_N$, $S2_N$, $S3_N$, $T_N$, $HF$. Assume $|T_N| = 32$ bits, therefore, the size of this tuple is $6 \times 160 + 32 + 16 = 1008$ bits. In the transmission ($CRN \rightarrow N$), CRN sends the tuple, $ID_{CRN}$, $G_{CRN}$, $T_{CRN}$, $CH_F$. Assume $|T_{CRN}| = 32$ bits, hence, the size of this tuple is $2 \times 160 + 32 + 16 = 368$ bits. The communication overheads of our scheme is shown in Table 4.12.

Table 4.12: Communication cost of our scheme

<table>
<thead>
<tr>
<th>Communication between nodes</th>
<th>Communication cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N \rightarrow CRN$</td>
<td>1008 bits</td>
</tr>
<tr>
<td>$CRN \rightarrow N$</td>
<td>368 bits</td>
</tr>
</tbody>
</table>

Transmission usually consumes more energy than computation does, and the cost of transmitting 1 bit depends on the hardware.

Table 4.13: Comparison of communication cost between the proposed scheme and other related schemes

<table>
<thead>
<tr>
<th>Authentication scheme</th>
<th>Communication cost number of messages</th>
<th>Communication cost total number of bits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ukil et al. [56]</td>
<td>4 Messages</td>
<td>7600</td>
</tr>
<tr>
<td>Shivraj et al. [48]</td>
<td>4 Messages</td>
<td>Unspecified</td>
</tr>
<tr>
<td>Moosavi et al. [40]</td>
<td>15 Messages</td>
<td>9520</td>
</tr>
<tr>
<td>Risalat et al. [45]</td>
<td>7 Messages</td>
<td>Unspecified</td>
</tr>
<tr>
<td><strong>Proposed scheme</strong></td>
<td>2 Messages</td>
<td><strong>1376</strong></td>
</tr>
</tbody>
</table>

In Table 4.13, we present a comparison between our proposed scheme and other related schemes in terms of communication cost based on transmissions in both directions between IoT node and gateway. We use the number of exchanged messages for a successful authentication as the key of the communication cost comparison. As shown in the table, our scheme requires two messages for successful mutual authentication, while the most similar
schemes to ours require higher number of messages and thus consume more energy than our proposed scheme. It can be observed that our proposed scheme is comparatively more cost-efficient.

4.4 Protocol Security Validation

In this section, we evaluate the security of our proposed protocol using three different approaches: informal security analysis, formal validation using theorem proving based on BAN logic, and formal model checking and simulation using AVISPA.

4.4.1 Security Analysis

In this section, we discuss various known attacks, and we elaborate on how our protocol successfully resists and stops these attacks.

4.4.1.1 Replay attack

A replay attack is defeated using timestamps. The timestamp $T_N$ is generated by the sender node and then inserted in the transmitted message so that it ensures it cannot be replaced by the attacker. Furthermore, the attacker cannot find and reach the temporary secret key $TK_N$ because she is totally unaware of the real identity of sensor node $ID_N$ and the temporary secret parameter $R_N$, and thus any replay attack attempts will fail. Moreover, the concept of the cumulative-hash-chain, which was discussed in Subsection 4.1.3, will prevent any replay attack attempts. Hence, our protocol protects against the replay attack.
4.4.1.2 Eavesdropping attack

During the authentication phase, the attacker can easily intercept and record all parameters \((TID_N, \text{PoF}, S2_N, S3_N, T_N, H_F)\) of the message in transit between N and CRN since they are all sent in plaintext (unencrypted). These parameters are useless to the attacker for some reasons. First, the temporary identity of sensor node \(TID_N\) changes in every session. Second, \(Y_N, S2_N, S3_N\) parameters are constituted of secure parameters that are out of the attacker reach. Moreover, \(H_F\) is protected using the one-way hash function of the message parameters and the temporary secret key \(TK_N\). In order for the attacker to know the temporary secret key \(TK_N\), she needs to find the real identity of the IoT node \(ID_N\) and the temporary secret parameter \(R_N\), but these parameters, as aforementioned, are protected and out of the attacker reach. Therefore, our protocol protects against the eavesdropping attack.

4.4.1.3 Impersonation attack

In this attack scenario, the attacker impersonates IoT node N and sends \((TID_N, \text{PoF}, S2_N, S3_N, T_N, H_F)\), which might be previously eavesdropped during the transmission between N and CRN, to CRN. This attack will fail for certain reasons. First, the temporary identity of IoT node \(TID_N\) changes in every session. Second, \(H_F\) is protected using the one-way hash function of the message parameters, which include the timestamp \(T_N\), and the temporary secret key \(TK_N\). Thus, our protocol protects against the impersonation attack.

4.4.1.4 Man-in-the-middle attack

As discussed in the replay attack, eavesdropping and impersonation attacks, the man-in-the-middle attack is defeated due to the fact that the real identity of IoT node \(ID_N\), the temporary
secret parameter $R_N$ and the temporary secret key $TK_N$ are totally unknown to the attacker. Moreover, the cumulative-hash-chain value $H_F$ is protected using the temporary secret key $TK_N$. Therefore, the man in the middle attack is prevented.

4.4.1.5 Attack against the temporary secret key

The temporary secret key $TK_N$ is computed as $TK_N = h(ID_N, R_N)$ and protected using one-way hash function. As we said before, $ID_N$ is assumed to be secured and $R_N$ changes in every session. The $TK_N$ is never sent during the authentication phase. Instead, it is computed at the receiving node, and thus it is secure and totally beyond the attacker’s reach.

4.4.1.6 Node stolen database attack

If any IoT node is compromised, the other nodes will not be affected since the node does not store any secret keys of other nodes in its memory. In addition, the attacker is unable to obtain the master secret key of the controller $K_{CRN}$ because it is only used in the registration phase to compute $S1_N$, $S2_N$ and $S3_N$, and then it is destroyed. Moreover, IoT node stores the real identities of the other IoT nodes that it is allowed to communicate with in order to ask the CRN to open sessions with them, but these identities are useless for the attacker because the attacker does not know how to use them to establish any session.

4.4.1.7 Forward/backward security

The forward/backward security aims to make sure that any past or future sessions keys will not be affected when any temporary session key $TK_N$ is exposed. This forward/backward security service is achieved by our authentication scheme. Recall that our temporary session key is computed as $TK_N = h(ID_N, R_N)$. $ID_N$ and $R_N$ are protected with the one-way hash
function h. $ID_N$ is assumed to be secure and $R_N$ dynamically changes with the sessions. Hence, the forward/backward security is achieved by our authentication scheme.

### 4.4.1.8 Session key Guessing Attack

The temporary session key $TK_N$ is generated by the IoT node using a secure $ID_N$ and a random secret parameter $R_N$. Since this temporary key is dependent on secure and random parameters, the attacker cannot obtain it from the protocol. The probability of guessing is so negligible that the attacker will fail to guess the correct parameters/temporary session key given that this $TK_N$ changes in every session.

### 4.4.1.9 Privacy breach

Our proposed scheme mitigates privacy breach by ensuring unlinkability and anonymity. These properties prevent any adversary from obtaining the real identity $ID_N$ of any IoT node $N$ and from linking any session to any other session of the same IoT node $N$. Consider the tuple $TID_N$, $ID_{MFR}$, PoF, $Y_N$, $S2_N$, $S3_N$, $T_N$, $H_F$ from $N$ to CRN. We have $TID_N = h(ID_N \oplus T_N, R_N)$, and since $R_N$ is a fresh random number chosen by N in each session, the adversary cannot link any two different $TID_N$’s to the same $N$. The parameter $Y_N = X_N \oplus R_N$ is also fresh each session. The two parameters, $S2_N$ and $S3_N$, are constituted of secure parameters, such as the controller node master key $K_{CRN}$, that are out of the adversary’s reach. The parameter $H_F$ is protected using the one-way hash function of the message parameters, which include the timestamp $T_N$, and the temporary secret key $TK_N$. Now consider the tuple $ID_{CRN}$, $G_{CRN}$, $T_{CRN}$, $H_F$ from CRN to N. The parameter $G_{CRN} = h(X_N, R_N, ID_N, TK_N, T_{CRN})$ is also fresh each session since $R_N$, $TK_N$, $T_{CRN}$ are fresh. Our scheme ensures that the secure parameters, such as $R_N$ and $X_N$, cannot be
discovered by the adversary in order to learn some secure fixed parameters. Therefore, the communication parameters are fresh, random, and independent in every established session. Moreover, the adversary is unable to relate two or more sessions to the same node N; thus, our scheme achieves anonymity of the nodes and unlinkability of the conducted sessions.

Another potential privacy threat is the fact that IoT nodes’ data at rest stored in databases may be exploited by leveraging and gaining knowledge of the metadata. One of the renowned attacks that could target the metadata is inference attack [38], which consists of analyzing the data to illicitly obtain knowledge about the IoT node’s sensitive data. In our future work, we will investigate how to overcome such privacy threat by adopting and adapting for IoT environment the privacy preservation approach proposed by Waqar et al. [60] for cloud environments. The approach consists of creating users’ data privacy-preserving schema for database by separating the data in different privacy groups (exclusively private, partially private and non-private), and partitioning the database tables horizontally and vertically to ensure database normalization and prevent data leakage.

4.4.2 Formal proof based on BAN logic

4.4.2.1 Goals of the analysis of our authentication scheme

In this section, we define the main goals of the analysis of our authentication scheme as follows:

- G1: CRN believes N believes $TK_N$ is a secure shared parameter between N and CRN.

$$CRN \equiv N \equiv (N \xrightarrow{TK_N} CRN)$$
• G2: CRN believes $TK_N$ is a secure shared parameter between N and CRN.

\[
CRN| \equiv (N \xleftrightarrow{TK_N} CRN)
\]

• G3: N believes CRN believes $ID_N$ is a secure shared parameter between N and CRN.

\[
N| \equiv CRN| \equiv (N \xleftrightarrow{G_{CRN}} CRN)
\]

• G4: N believes $ID_N$ is a secure shared parameter between N and CRN.

\[
N| \equiv (N \xleftrightarrow{G_{CRN}} CRN)
\]

4.4.2.2 Messages transferred in the authentication

The idealized messages that are exchanged in the authentication phase between an IoT node N and the controller CRN are listed below:

• M1: $N \rightarrow CRN$: $\langle N \xleftrightarrow{TK_N} CRN, R_N, X_N, T_N \rangle_{N \xleftrightarrow{ID_N} CRN}$

• M2: $CRN \rightarrow N$: $\langle N \xleftrightarrow{TK_N} CRN, R_N, X_N, T_{CRN}, N \xleftrightarrow{G_{CRN}} CRN \rangle_{N \xleftrightarrow{ID_N} CRN}$

4.4.2.3 Introductory assumptions

The fundamental assumptions of our authentication scheme are as follows:

• A1: CRN believes $ID_N$ is a secure shared parameter between N and CRN.

\[
CRN| \equiv (N \xleftrightarrow{ID_N} CRN)
\]
• A2: CRN believes $T_N$ is fresh.

\[ CRN | \equiv \#(T_N) \]

• A3: CRN believes N believes $ID_N$ is a secure shared parameter between N and CRN.

\[ CRN | \equiv N | \equiv (N^{ID_N} \leftarrow CRN) \]

• A4: N believes $ID_N$ is a secure shared parameter between N and CRN.

\[ N | \equiv (N^{ID_N} \leftarrow CRN) \]

• A5: N believes $R_N$ is fresh.

\[ N | \equiv \#(R_N) \]

• A6: N believes CRN has jurisdiction over $G_{CRN}$ which is a secure shared parameter between N and CRN.

\[ N | \equiv CRN | \Rightarrow (N^{G_{CRN}} \leftarrow CRN) \]

4.4.2.4 Analysis of our authentication scheme

We now start analyzing our authentication scheme in order to prove that our scheme achieves mutual authentication between N and CRN.

S1: From assumption A1 and message M1, and by applying the message meaning rule, we
derive:

\[
\begin{align*}
\text{CRN} | \equiv (N \leftrightarrow \text{CRN}, \text{CRN} \leftarrow (N \leftrightarrow \text{CRN}, \text{R}_N, \text{T}_N)) & \quad \text{N} \rightarrow \text{ID}_N \\
\text{CRN} | \equiv (N \leftrightarrow \text{CRN}, \text{R}_N, \text{T}_N) & \quad \text{N} \rightarrow \text{ID}_N \\
\end{align*}
\]

S2: From assumption A2 and by applying the freshness rule, we derive:

\[
\begin{align*}
\text{CRN} | \equiv & \#(TN) \\
\text{CRN} | \equiv & \#(N \leftrightarrow \text{CRN}, \text{R}_N, \text{T}_N) \\
\end{align*}
\]

S3: From derivations S1 and S2, and by applying the nonce verification rule, we derive:

\[
\begin{align*}
\text{CRN} | \equiv & \#(N \leftrightarrow \text{CRN}, \text{R}_N, \text{T}_N) \\
\text{CRN} | \equiv & \#(N \leftrightarrow \text{CRN}, \text{R}_N, \text{T}_N) \\
\end{align*}
\]

S4: From derivation S3 and by applying the belief rule, we derive:

\[
\begin{align*}
\text{CRN} | \equiv & (N \leftrightarrow \text{CRN}, \text{CRN} | \equiv (N \leftrightarrow \text{CRN})) \\
\text{CRN} | \equiv & (N \leftrightarrow \text{CRN}) \\
\end{align*}
\]

(Goal G1)

S5: From assumption A3 and derivation S4, by applying the jurisdiction rule, we derive:

\[
\begin{align*}
\text{CRN} | \equiv & (N \leftrightarrow \text{CRN}, \text{CRN} | \equiv (N \leftrightarrow \text{CRN})) \\
\text{CRN} | \equiv & (N \leftrightarrow \text{CRN}) \\
\end{align*}
\]

(Goal G2)

S6: From assumption A4 and message M2, and by applying the message meaning rule, we derive:

\[
\begin{align*}
\text{N} | \equiv & (N \leftrightarrow \text{CRN}, \text{G}_{\text{CRN}} \leftrightarrow (N \leftrightarrow \text{CRN})) \\
\text{N} | \equiv & (N \leftrightarrow \text{CRN}) \\
\end{align*}
\]

S7: From assumption A5 and by applying the freshness rule, we derive:

\[
\begin{align*}
\text{N} | \equiv & \#(R_N) \\
\text{N} | \equiv & \#(N \leftrightarrow \text{CRN}, \text{G}_{\text{CRN}} \leftrightarrow (N \leftrightarrow \text{CRN})) \\
\end{align*}
\]

S8: From derivations S6 and S7, by applying the nonce verification rule, we derive:

\[
\begin{align*}
\text{N} | \equiv & (N \leftrightarrow \text{CRN}, \text{G}_{\text{CRN}} \leftrightarrow (N \leftrightarrow \text{CRN})) \\
\text{N} | \equiv & (N \leftrightarrow \text{CRN}, \text{G}_{\text{CRN}} \leftrightarrow (N \leftrightarrow \text{CRN})) \\
\end{align*}
\]
S9: From derivation S8 and by applying the belief rule, we derive:

\[
\frac{N\equiv CRN \equiv (TK_N, R_N, X_{CRN}, N^G_{CRN}, N\xrightarrow{G_{CRN}} CRN)}{N\equiv CRN \equiv (N\xrightarrow{G_{CRN}} CRN)} \quad \text{Goal G3}
\]

S10: From assumption A6 and derivation S9, by applying the jurisdiction rule:

\[
\frac{N\equiv CRN \Rightarrow (N\xrightarrow{G_{CRN}} CRN) \land N\equiv CRN \equiv (N\xrightarrow{G_{CRN}} CRN)}{N\equiv (N\xrightarrow{G_{CRN}} CRN)} \quad \text{Goal G4}
\]

Hence, our authentication scheme achieves mutual authentication and key agreement between N and CRN.

4.4.3 Simulation based on AVISPA tool

In this section, we show the details and results of the simulation of our protocol using the AVISPA tool.

4.4.3.1 Simulation details

Table 4.14 shows the abstract notations used to describe our authentication scheme and the corresponding AVISPA HLPSL scripting variables/functions.

We begin by determining the security goals for the simulation. We want to ensure the secrecy of a number of values, namely, KCRN, Kmfr, VDN, CaN, and IDN. Furthermore, we want to be certain that CRN and N authenticate each other successfully. Next, we write the HLPSL script for our authentication scheme. In our authentication scheme, six roles are defined, namely role_SA, which is played by the system administrator SA, role_N, which is played by the IoT node N, role_CRN, which is played by the controller node CRN, role_MFR which is played by the manufacturer fog node, session, where the session role and all its declarations are defined, and environment, which instantiates all agents, variables,
Table 4.14: Abstract Notation and AVISPA HLPSL Scripting Variables/Functions for Protocol Specification

<table>
<thead>
<tr>
<th>Scheme notations/functions</th>
<th>HLPSL syntax variables/function</th>
</tr>
</thead>
<tbody>
<tr>
<td>SA</td>
<td>SA</td>
</tr>
<tr>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>CRN</td>
<td>CRN</td>
</tr>
<tr>
<td>MFR</td>
<td>MFR</td>
</tr>
<tr>
<td>ID&lt;sub&gt;N&lt;/sub&gt;</td>
<td>IDN</td>
</tr>
<tr>
<td>TID&lt;sub&gt;N&lt;/sub&gt;</td>
<td>TIDN</td>
</tr>
<tr>
<td>K&lt;sub&gt;CRN&lt;/sub&gt;</td>
<td>KCRN</td>
</tr>
<tr>
<td>K&lt;sub&gt;MFR&lt;/sub&gt;</td>
<td>kmfr</td>
</tr>
<tr>
<td>TK&lt;sub&gt;N&lt;/sub&gt;</td>
<td>TKN</td>
</tr>
<tr>
<td>R&lt;sub&gt;N&lt;/sub&gt;</td>
<td>RN</td>
</tr>
<tr>
<td>S1&lt;sub&gt;N&lt;/sub&gt;, S2&lt;sub&gt;N&lt;/sub&gt;, S3&lt;sub&gt;N&lt;/sub&gt;</td>
<td>S1N, S2N, S3N</td>
</tr>
<tr>
<td>PoF</td>
<td>PoF</td>
</tr>
<tr>
<td>X&lt;sub&gt;N&lt;/sub&gt;, Y&lt;sub&gt;N&lt;/sub&gt;</td>
<td>XN, YN</td>
</tr>
<tr>
<td>G&lt;sub&gt;CRN&lt;/sub&gt;</td>
<td>GCRN</td>
</tr>
<tr>
<td>VD&lt;sub&gt;N&lt;/sub&gt;</td>
<td>VDN</td>
</tr>
<tr>
<td>Ca&lt;sub&gt;N&lt;/sub&gt;</td>
<td>CaN</td>
</tr>
<tr>
<td>T&lt;sub&gt;N&lt;/sub&gt;</td>
<td>TN</td>
</tr>
<tr>
<td>T&lt;sub&gt;CRN&lt;/sub&gt;</td>
<td>TCRN</td>
</tr>
<tr>
<td>T&lt;sub&gt;MFR&lt;/sub&gt;</td>
<td>TMFR</td>
</tr>
<tr>
<td>h(·)</td>
<td>H(·)</td>
</tr>
<tr>
<td>⊕</td>
<td>XOR</td>
</tr>
</tbody>
</table>
and functions. The channel between SA and N for the registration phase is secured using a symmetric key (SK) shared between SA and N. We assume this key is beyond the reach of an intruder.

![HLPSL code for role System Administrator played by SA](image)

Fig. 4.8 shows the role of the system administrator played by SA. The knowledge of the SA initially contains all agents in the protocol (SA, node (N), controller node (CRN) and manufacturer fog node (MFR)), the controller node secret key (KCRN), the node identity (IDN) which should be secured, the symmetric key (SK) between SA and N, the node virtual domain id (VDN), the node capability id (CaN), the hash function H(·) and the send/receive channels Snd/Rcv. The (dy) notation denotes that the channels are following the Dolev-Yao model. The keyword ‘Played_by SA’ denotes that the role admin is played by the agent SA. All local variables utilized in this role are defined under the local section. The variable State represents the local state index of this role and is declared as nat initialized to zero. S1N, S2N, and S3N are the local variables in SA role. These three variables will be calculated by SA for N. At state 0, the SA receives a start message “Rcv(start)” as a signal.
to begin the protocol run. Using KCRN, VDN, CaN and IDN, the SA computes $S1' := \text{xor}(\text{IDN}, H(\text{KCRN.IDN}))$, $S2' := \text{xor}(\text{xor}(\text{KCRN}, S1'), \text{VDN})$, $S3' := \text{xor}(\text{CaN}, H(\text{KCRN}. \; S2'))$ as explained in our protocol scheme. Then, the SA sends the registration message $(S1'.S2'.S3')$ encrypted using the symmetric key SK. This message will arrive at node N role and will be seen as a received message in the node’s role. The “end role” at the end of the SA role denotes the end of the role System administrator played by SA. It is worth mentioning that if any variable is marked as primed (‘), it means that it is locally computed by the agent. Also, the symbol /\ denotes conjunction (logical AND). Notice that \{ \} denotes the encryption where the encryption key is identified following an _.

Figure 4.9: HLPSL code for role IoT Node played by N

Fig. 4.9 shows the role of the Node N played by N. Node N is aware of all agents in the protocol (SA, N, CRN and MFR), Kmfr, her identity IDN which should be secured, the symmetric key (SK) between SA and N, controller node identity ($ID_{\text{CRN}}$) and manufacturer fog node identity ($ID_{\text{MFR}}$), the hash function $H(\cdot)$ and the send/receive channels Snd/Rcv. All local variables are declared under the local section. At the first transition “State 0”, N
receives the registration message \((S1^N'.S2^N'.S3^N')\) on the Rcv channel from SA encrypted using the symmetric key SK. Note that the symmetric key SK is known to \(N\), so the SPAN simulator presumes that \(N\) has learned the contents of the message. \(N\) is assumed to securely store these registration parameters in its memory. At that point, \(N\) knows \(ID_N\), \(ID_{CRN}\), \(ID_{MFR}\), \(S1^N\), \(S2^N\), \(S3^N\), so \(N\) can start the authentication process with CRN at any time. \(N\) creates and computes some authentication parameters in order to authenticate with the CRN. It picks fresh values for nonces \(TN\) and \(RN\) by assigning them to new(), which intuitively denotes that the values are randomly generated.

The computations for PoF, \(TID_N\), \(X_N\) and \(Y_N\) follow the description of our scheme. \(N\) sends \((ID_{CRN},ID_{MFR},PoF'.TID^N'.S1^N'.S2^N'.S3^N'.YN'.TN')\) to CRN. At the second transition “State 1”, \(N\) receives the \((GCRN'.TCRN')\) message from CRN. The computations of GCRN follow the description of our scheme. At this transition, if the GCRN appears as expected by \(N\), the authentication has been done successfully between \(N\) and CRN. The “end role” at the end of the N role denotes the end of the role Node played by SA.

Figure 4.10: HLPSL code for role Controller played by CRN
Fig. 4.10 shows the role of the controller node played by CRN. Node CRN is aware of all agents in the protocol (SA, N, CRN and MFR), her identity IDCRN, her secret key Kcrn, the public key of the manufacturer fog node Kmfr_pub, her own public key Kcrn_pub, the hash function H(·) and the send/receive channels Snd/Rcv. It is worth noticing that CRN does not know VDN, CaN or IDN. VDN, CaN and IDN parameters will be locally computed later using the received authentication parameters from N and MFR nodes. Moreover, CRN does not know the symmetric key SK because it does not need to communicate with SA using a secure channel. All local variables are defined under the local section. At the first transition “State 0”, CRN receives the (IDCRN'.IDMFR'.PoF'.TIDN'.S2N'.S3N'.YN'.TN') message which was sent by N in role node played by N. As said previously, CRN does not know the IDN, so it cannot unfold the authentication parameters. Therefore, it has to communicate with the MFR in order to get IDN. At the second transition “State 1”, CRN forwards {IDCRN.PoF'.TN'.TCRN}_Kmfr_pub) message to the MFR node encrypted using MFR’s public key. After while at the same transition, CRN receives the ( { IDMFR'.IDN'.TMFR'}_Kcrn_pub) message which was sent by MFR in role node played by MFR as we will see later in the next figure. At the third transition “State 2”, CRN unfolds and extracts N’s S1N, TKN, VDN and CaN as it learned IDN from the received message. The computations and extraction for S1N, TKN, VDN and CaN follow the description of our scheme. CRN will send back (GCRN'.TCRN’) message to N in order to complete the authentication process for N. CRN generates a fresh value for nonce TN and computes GCRN. The computation for GCRN follows the description of our scheme. The “end role” at the end of the CRN role denotes the end of the role controller played by CRN.

Fig. 4.11 shows the role of the manufacturer fog node played by MFR. Node MFR knows all agents in the protocol (SA, N, CRN and MFR), her identity IDMFR, and Node
Figure 4.11: HLPSL code for role Manufacturer fog node played by MFR

N identity (IDN)), the public key of controller CRN (Kcrn_pub), her own public key (Kmfr_pub), Kmfr, the hash function $H(\cdot)$ and the send/receive channels Snd/Rcv. All local variables are declared under the local section. At the first transition “State 0”, MFR receives the IDCRN’.PoF’.TN’.TCRN’_Kmfr_pub message which was sent by CRN in role controller played by CRN in the previous figure. At the second transition “State 1”, MFR extracts IDN from PoF parameter that was received in the “state 0” and retrieves the IDN to be sent to the CRN. Then it generates fresh value for nonce TMFR and sends IDMFR.IDN.TMFR’_Kcrn_pub message encrypted with the controller public key. The “end role” at the end of the MFR role denotes the end of the role manufacturer fog played by MFR.

Fig. 4.12 shows the session role where all the four agents’ roles are invoked and all the session parameters are defined. First, all known constant parameters and their declarations are presented. The predefined constants which are SK, Kmfr_pub, Kcrn_pub, KCRN, Kmfr, IDN, IDCRN, IDMFR, VDN, CaN are included in this role. A send and a receive
channels are assigned to each agent under the local section. Under the composition section, the role is invoked for each agent along with its constant values and functions. The system administrator role is invoked with SA, N, CRN and MFR as agents, KCRN, IDN, VDN and CaN as predefined constants, SK as a predefined symmetric key, H as the hash function, and SCH1 and RCH1 as the send and receive channels for SA. Similarly, the remaining roles are invoked in the same manner. The “end role” at the end of the session role denotes the end of this role.

Fig. 4.13 shows the environment role. In this role, one or more sessions are instantiated. First, all constants are instantiated and defined. The constants, sa, n, crn and mfr instantiate the four agents SA, N, CRN and MFR, respectively. The sk instantiates the symmetric key SK, and Kmfr_pub and Kcrn_pub instantiate the public keys Kmfr_pub and Kcrn_pub, respectively. Kcrn, kmfr, idn, idcrn, idmfr, vdn and can instantiates KCRN, Kmfr, IDN, IDCRN, IDMFR, VDN and CaN, respectively. h instantiates the hash function H. The protocol identifiers which are secKCRN, secKmfr, secIDN, secCaN, secVDN, secTKN,
controller_node, and crn_mfr_pof are also instantiated and defined. In the intruder knowledge section, all relevant values that the intruder is assumed to know before the execution are provided. The attacker is assumed to know sa, n, crn and mfr; she is also assumed to know the hash h. In the composition section, the session is instantiated with sa, n, crn, mfr, sk, kmfr_pub, kcrn_pub, kmfr, idn, idcrn, idmfr, vdn, can and h instances. The “end role” at the end of the environment role denotes the end of this role.

Figure 4.13: HLPSL code for role environment

guest

$\text{def=}$

$\text{const sa,n,crn,mfr:agent, sk:symmetric_key, kmfr_pub, kcrn_pub:}$

$\text{public_key, kcrn, kmfr, idn, idcrn, idmfr, vdn, can:text, h:hash\_func, seckrn, secKmfr,}$

$\text{secidn, secCan, secVdn, sectkn, controller\_node, crn\_mfr\_pof:protocol\_id}$

$\text{intruder\_knowledge =\{sa,n,crn,mfr,h\}}$

$\text{composition}$

$\text{session(sa,n,crn,mfr,sk,kmfr\_pub, kcrn\_pub,kcrn,kmfr,idn,idcrn,idmfr, vdn,can,h)}$

$\text{end\ role}$

Figure 4.14: HLPSL code for goal
Fig. 4.14 shows the simulation goals which are declared under the “goal” keyword using the protocol identifiers declared as ‘protocol_id’. The simulator is dictated to check the secrecy of KCRN at different states using secrecy_of secKCRN’, ‘secrecy_of secKmfr’, ‘secrecy_of secKIDN’, ‘secrecy_of secKCaN’, ‘secrecy_of secVDN’, and ‘secrecy_of sec-TKN’. The authentication is checked using ‘authentication_on controller_node’ and ‘authentication_on crn_mfr_pof’. The “end role” at the end of the goal section denotes the end of this role.

```
environment()
```

Figure 4.15: HLPSL code for the call of the main role environment

Fig. 4.15 finally shows the call of main role ‘environment’.

### 4.4.3.2 Simulation results

The simulation results of our proposed protocol are based on the two widely-accepted back-end model checkers, namely, OFMC and CL-AtSe. We use a security protocol animator (SPAN) to interactively build a Message Sequence Chart (MSC) of the protocol execution from the HLPSL specification outlined earlier.

Moreover, SPAN automatically creates attacks on HLPSL specification using the well-known “Dolev-Yao” intruder model. The SPAN protocol simulation’s MSC corresponding to our HLPSL specification is shown in Fig. 4.16.

Fig. 4.17 shows the protocol execution animator using SPAN software. It illustrates the full execution of our protocol under the intruder’s control.

In AVISPA tool, the security properties such as authentication, integrity and secrecy
Figure 4.16: Protocol Simulation in AVISPA

Figure 4.17: The full execution of the protocol using SPAN

are specified in a separate section. Thus, when SPAN is executed, it verifies if the protocol satisfies the specified properties. SPAN will generate the attack trace if any attack is found and it will consider the protocol unsafe. The simulation results of our protocol were achieved by the OFMC back-end checker and the CL-AtSe back-end checker. Fig 4.18 presents the CL-AtSe back-end checker report which assures that our scheme is SAFE and satisfies all the specified security goals.

Fig. 4.19 presents the OFMC back-end checker report which shows that our scheme is SAFE, thus meets the specified security goals.
However, as our code includes XOR operation, we were not able to use the TA4SP back-end checker due to its limitation in supporting XOR operation. The SATMC model checker has reported NOT SUPPORTED.
4.5 Implementation using OMNeT++

The implementation of the proposed scheme is accomplished using the OMNeT++.

In our implementation, the top-level model is the system model, which includes the complete simulation setup for our scenario and is referred to as the “network”. The system contains multiple modules implemented in C++, using the OMNeT++ simulator. These modules communicate by message passing. Modules send messages directly to their destinations. The simulation was performed for different network sizes (10, 50, and 100 nodes). Fig. 4.20 gives an overview of the simulation scenario.

![Figure 4.20: OMNeT++ simulation environment](image)

4.5.1 System main modules

The model consists of three separate parts: the first module is the Manufacturer, which simulates the behavior of the Manufacturer (MFR); the second module is the Controller,
which simulates the behavior of the Controller (CRN); and the third module is IoT N, which simulates IoT node ($N_x$), where $1 \leq x \leq n$ and $n$ represents the number of IoT nodes in the network. The modules of the system are shown in Fig. 4.21.

4.5.1.1 IoT node (N) module

The IoT node module is able to effect the “knowledge” and behavior of the IoT nodes. During the initialization of the class node, it fills the node instance with its predefined parameters, including $S1_N$, $S2_N$ and $S3_N$, $ID_{MFR}$, $ID_{CRN}$, and $K_{MFR}$. During the handling of messages process, the authentication parameters will be generated by a pseudo-random generator in OMNeT++. The IoT node parameters will be labeled in the database to avoid reading the same IoT node parameters twice (i.e., no duplicated node in the system). Next, the authentication message is created and sent to the controller using wireless connections.

Later on, when the IoT node receives the authentication message from the controller,
it performs some operation to verify and check the authenticity of the message. Finally, it either accepts or rejects the message based on the outcome of the verification process.

4.5.1.2 Controller (CRN) module

The controller module is able to effect the “knowledge” and behavior of the controller. During the initialization of the class controller, the controller loads the predefined parameters $ID_{CRN}$ and $K_{CRN}$. When the controller receives the authentication message from the IoT node module, it checks the timestamp, and encrypts some of the authentication parameters and forwards them to the Manufacturer module in order to obtain the IoT node real identity ($ID_{N}$), which allows it to process the authentication message.

Later on, when the controller receives the node ID from the Manufacturer, it resumes the authentication process of the IoT node and performs some operations to verify and check the authenticity of the IoT node message. Next, the controller constructs the authentication message and sends it to the IoT node.

4.5.1.3 Manufacturer (MFR) module

The Manufacturer module is able to effect the “knowledge” and behavior of the Controller. During the initialization of the class Manufacturer, the Manufacturer loads the predefined parameters $ID_{MFR}$ and $K_{MFR}$. When the Manufacturer receives the authentication message from the controller module, it decrypts it and checks the timestamp, and finds out if a particular IoT node belongs to it by performing some operations. If the IoT node is authentic, the Manufacturer constructs the authentication message, which contains the IoT node ($ID_{N}$). Next, it decrypts it and sends it to the Controller (CRN).
Table 4.15: The various message types

<table>
<thead>
<tr>
<th>Message types</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>SMGncrn</td>
<td>The authentication message IoT node → Controller</td>
</tr>
<tr>
<td>SMGcrnn</td>
<td>The authentication message Controller → IoT node</td>
</tr>
<tr>
<td>SMGcrnmfr</td>
<td>The message Controller → Manufacturer</td>
</tr>
<tr>
<td>SMGmfrcrn</td>
<td>The message Manufacturer → Controller</td>
</tr>
</tbody>
</table>

4.5.2 The structure of messages

There are four message types in the simulation, namely SMGncrn, SMGcrnn, SMGcrnmfr, and SMGmfrcrn. Each message has different fields. Table 4.15 shows the various message types which were used in the simulation.

4.5.3 Message line module

The message line module is a FIFO (First In, First Out) buffer, which resides between Controller and IoT nodes. This indicates the limited ability of the controller because FIFO is usually a small memory, which operates on first in first out basis; no packets are prioritized over any other packets. The Message Queue class uses built-in OMNeT++ cQueue class to store messages. The size parameter defined in the NED file gives the number of the storable messages. It starts to drop incoming packets when the buffer is full.

4.5.4 The communication between the modules

Fig. 4.22 shows the message flow chart, which describes the communication between the various modules. A successful authentication process can be seen in the diagram.
4.5.5 Implementation of attacks

We handle some attacks which can occur in the system, such as data modification. Data modification is performed by a malicious node (attacker) to disturb the network. The attacker can replay the message (replay attack), relay and possibly alter the communications between two parties (Man in the Middle attack), and masquerade as another node (masquerade attack). We add a Hacker module which is able to effect the “knowledge” and behavior of the hacker as shown in Fig. 4.23.

4.5.5.1 Replay attack

A replay attack is a form of network attack in which a message is intercepted and maliciously repeated or delayed. In this attack, the malicious node intercepts the message between the IoT node and the controller, then it resends it to the controller as shown in Fig. 4.24.

The controller can detect the replay attack by examining the timestamp; so the controller successfully defeats this attack as shown in Fig. 4.25.
4.5.5.2 Man-In-The-Middle (MITM) attack

A MITM attack is an attack where the attacker secretly relays and probably tampers with the communications between two nodes who believe they are directly communicating with each other. This attack can be detected and defeated using timestamp and cumulative hashed value $H_F$, similar to replay attack.

4.5.5.3 Spoofing attack

A spoofing attack is a form of network attack in which a malicious node can successfully masquerade as another legitimate IoT node by falsifying data such as identity, to gain illicit access. In this attack, the malicious node intercepts the message between the IoT node and the controller, and then it spoofs the legitimate IoT node’s TID to masquerade as the
authentic IoT node as shown in Fig. 4.26.

However, the controller can detect this attack since the $TID$ comprises of some fresh and secure parameters, like $ID_N$, $T_N$, and $R_N$, which should only be generated by the legitimate IoT node as shown in Fig. 4.27.

### 4.5.6 Simulation Results

In this section, we present the simulation results in terms of computation cost, communication overhead, scalability, and packet loss.
4.5.6.1 Computation cost of the IoT node (N) and the controller (CRN)

The implementation of the protocol consists of the following elementary operations: SHA-1 cryptographic hash and exclusive OR (XOR) operation. In order to provide a precise computation cost of the IoT node (N), the experimental data reported in [25] are utilized. Kilinc et al. [25] have estimated the running time of different cryptographic operations by using the Pairing-Based Cryptography (PBC) library version 0.5.12 [36] [35] running on a device with Ubuntu 12.04.1 32-bit operating system, CPU: 2.2 GHz, and RAM: 2.0 GB. They stated that the time of RSA signature function, block cipher encryption, block cipher decryption, selecting a random number, a hash function operation, and a hash-based message authentication code operation are approximately 3.8500 ms, 0.0046 ms, 0.0046 ms, 0.539 ms, 0.0023 ms, and 0.0046 ms, respectively. In addition, they reported that the time of XOR operation is negligible.

In this setting, the IoT node N performs 8 hash invocations and 5 XOR operations, which yields a total computation cost of \((7 \times T_h) + (1 \times T_{MAC}) + (5 \times T_{xor})\). Therefore, the computation cost of N is \(7T_h + T_{MAC} \approx (7 \times 0.0023 \text{ ms}) + (1 \times 0.0046 \text{ ms}) = 0.0207 \text{ ms}\). Furthermore, N needs to generate one random number, which yields a total computation cost of 0.539 ms. Hence, the total computation cost of N is 0.0207 ms + 0.539 ms = 0.5597 ms. On the other hand, the controller node CRN performs 9 hash invocations and 7 XOR operations, which yield a total computation cost of \((8 \times T_h) + (1 \times T_{MAC}) + (7 \times T_{xor})\). The computation cost of CRN corresponds to \(8T_h + T_{MAC} \approx (8 \times 0.0023 \text{ ms}) + (1 \times 0.0046 \text{ ms}) = 0.023 \text{ ms}\). The computation cost of IoT node (N) and Controller (CRN) are
Table 4.16: Computation cost of IoT node (N) and the Controller (CRN)

<table>
<thead>
<tr>
<th>Node</th>
<th>Computation cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>IoT node (N)</td>
<td>0.5597 ms</td>
</tr>
<tr>
<td>Controller (CRN)</td>
<td>0.023 ms per node</td>
</tr>
</tbody>
</table>

summarized in Table 4.16.

We also present a comparison between our proposed scheme and other related schemes [56], [45], [32], [63] in terms of the computational cost of the controller (gateway/server) as shown in Table 4.17.

- In [56], the server performs 2 encryption and 2 decryption operations, 2 XOR operations, and generates one random number, which yield a total computation cost of \( (2 \times T_{ENC}) + (2 \times T_{DECB}) + (2 \times T_{xor}) + (1 \times T_{RNG}) \). The computation cost of the server corresponds to \( 2T_{ENC} + 2T_{DECB} + 1T_{RNG} \approx (2 \times 0.0046 \text{ ms}) + (2 \times 0.0046 \text{ ms}) + (1 \times 0.539 \text{ ms}) = 0.5574 \text{ ms} \).

- In [45], the server performs 1 encryption and 1 decryption operations, 4 hash invocations, and 7 XOR operations, which yield a total computation cost of \( (1 \times T_{ENC}) + (1 \times T_{DECB}) + (4 \times T_{h}) + (7 \times T_{xor}) \). The computation cost of the server corresponds to \( 1T_{ENC} + 1T_{DECB} + 4T_{h} \approx (1 \times 0.0046 \text{ ms}) + (1 \times 0.0046 \text{ ms}) + (5 \times 0.0023 \text{ ms}) = 0.0207 \text{ ms} \).

- In [32], the server performs 2 encryption and 2 decryption operations, 4 hash invocations, and generates one random number, which yield a total computation cost of \( (3 \times T_{ENC}) + (3 \times T_{DECB}) + (4 \times T_{h}) + (1 \times T_{RNG}) \). The computation cost of the server corresponds to \( 3T_{ENC} + 3T_{DECB} + 4T_{h} + (1 \times T_{RNG}) \approx (3 \times 0.0046 \text{ ms}) + (3 \times 0.0046 \text{ ms}) + (4 \times 0.0023 \text{ ms}) + (1 \times 0.539 \text{ ms}) = 0.5758 \text{ ms} \).
• In [63], the server performs 1 decryption operations, 6 hash invocations, and generates one random number and one signature function, which yield a total computation cost of \((1 \times T_{ENCB}) + (6 \times T_h) + (6 \times T_{xor}) + (1 \times T_{RNG}) + (1 \times T_{SIGN})\). The computation cost of the server corresponds to \(1T_{DECB} + 6T_h + 6T_{XOR} + T_{RNG} + T_{SIGN} \approx (1 \times 0.0046\text{ ms}) + (6 \times 0.0023\text{ ms}) + (1 \times 0.539\text{ ms}) + (1 \times 3.8500\text{ ms}) = 4.4074\text{ ms.}\)

Table 4.17 shows the comparison of the computational cost of our scheme to the aforementioned related schemes.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Computation cost</td>
<td>0.5574</td>
<td>0.0207</td>
<td>0.5758</td>
<td>4.4074</td>
<td>0.023</td>
</tr>
<tr>
<td>of the controller/gateway per node in ms</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

As Table 4.17 shows, our scheme requires less computational cost than in [56] [32] [63] and a little more than in [45]. Our scheme requires just a little more computation cost than in [45] (approximately 0.0023 ms) because our scheme incorporates different security features and mechanisms like cumulative Keyed-hash chain, anonymity, etc. We also provide a comparison graph for the computational costs, as shown in Fig. 4.28.

### 4.5.6.2 Communication overhead

The communication overhead is the total number of packets transferred or transmitted from one node to another (total size in bits). In the transmission \((N \rightarrow CRN)\), \(N\) sends the tuple, \(TID_N, ID_{MFR}, PoF, Y_N, S2_N, S3_N, T_N, H_F\). Assume \(|T_N| = 32\text{ bits}\), therefore, the size of this tuple is \(6 \times 160 + 32 + 16 = 1008\text{ bits}\). In the transmission \((CRN \rightarrow N)\), \(CRN\) sends the tuple, \(ID_{CRN}, G_{CRN}, T_{CRN}, CH_F\). Assume \(|T_{CRN}| = 32\text{ bits}\), hence, the size of this tuple is
$2 \times 160 + 32 + 16 = 368$ bits. The communication overheads of our scheme is shown in Table 4.18.

Table 4.18: Communication cost in bits between $N$ and CRN

<table>
<thead>
<tr>
<th>Number of Nodes</th>
<th>$N \rightarrow$ CRN</th>
<th>CRN $\rightarrow$ N</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1008</td>
<td>360</td>
</tr>
<tr>
<td>10</td>
<td>10080</td>
<td>3680</td>
</tr>
<tr>
<td>50</td>
<td>50400</td>
<td>18400</td>
</tr>
<tr>
<td>100</td>
<td>100800</td>
<td>36800</td>
</tr>
<tr>
<td>1000</td>
<td>1008000</td>
<td>368000</td>
</tr>
</tbody>
</table>

We separately present a graph in Fig. 4.29 that shows the communication cost between the controller and IoT node in the number of bits as the number of IoT nodes grows.

Fig. 4.29 provides the communication cost of our scheme for an increasing number of nodes. It can be noticed that as the number of IoT nodes increases, the communication cost in bits increases steadily as each successful authentication between IoT node and the
controller requires total of 1008 bits (from \( N \) to \( CRN \)) + 368 bits (from \( CRN \) to \( N \)) = 1376 bits. In Table 4.19, we present a comparison between our proposed scheme and the aforementioned related schemes [56] [48] [40] [23] [45] in terms of communication cost based on transmissions in both directions between IoT node and gateway. We use the number of exchanged messages and the number of bits for a successful authentication as the key of the communication cost comparison. As shown in the table, our scheme requires two messages and a total of 1376 bits for successful mutual authentication, while the most similar schemes to ours require a higher number of messages and thus consume more energy than our proposed scheme. It can be observed that our proposed scheme is comparatively more cost-efficient.

Fig. 4.30 and Fig. 4.31 show the comparison between our proposed scheme and the related schemes in terms of number of exchanged messages and total number of bits, respectively.
Table 4.19: Comparison of communication cost between the proposed scheme and other related schemes

<table>
<thead>
<tr>
<th>Authentication scheme</th>
<th>Communication cost number of messages</th>
<th>Communication cost total number of bits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ukil et al. [56]</td>
<td>4 Messages</td>
<td>7600</td>
</tr>
<tr>
<td>Shivraj et al. [48]</td>
<td>4 Messages</td>
<td>Unspecified</td>
</tr>
<tr>
<td>Moosavi et al. [40]</td>
<td>15 Messages</td>
<td>9520</td>
</tr>
<tr>
<td>Hummen et al. [23]</td>
<td>15 Messages</td>
<td>12872</td>
</tr>
<tr>
<td>Risalat et al. [45]</td>
<td>7 Messages</td>
<td>Unspecified</td>
</tr>
<tr>
<td>Proposed scheme</td>
<td>2 Messages</td>
<td>1376</td>
</tr>
</tbody>
</table>

4.5.6.3 Scalability

Scalability is a critical factor for successful network operation. Easy node addition facilitates and improves network scalability. However, the addition of a new node is a challenging task due to two main reasons: (i) the new node could be a malicious node; or (ii) the new node could be a clone of a compromised node. In our proposed scheme, a new node addition is very simple because the new node addition request message is securely forwarded by the controller (CRN) to the Manufacturer (MFR). Suppose a new IoT node (N) needs to be added into the network; the CRN first securely passes some of the node N’s authentication parameters to MFR for verification of true belonging. Thereafter, MFR has to perform the same procedures as outlined in Section 4.2.3. By completing the aforementioned process, N will become a legitimate member of the Smart home network. Furthermore, as discussed in Subsection 4.5.6.1, the computation time required by the controller to authenticate a single IoT node is 0.023 ms. The computation time of the controller (CRN) is shown in Table 4.20.

Fig. 4.32 shows a graph that depicts the required computation time in second as the number of IoT nodes increases.
It can be seen in Fig. 4.32, that as the number of IoT nodes increases, the required computation cost of CRN increases steadily. The results show that for a single IoT node, the required computation cost by CRN to authenticate the IoT node is 0.000023 s. For 10 IoT nodes, the required computation cost by CRN to authenticate these IoT nodes is 0.00023, and for 1000 IoT nodes, the required computation cost by CRN to authenticate these nodes is 0.023 s.

CRN is required to store the tuple $ID_N$, $ID_{MFR}$, $TID_N$, $TK_N$, $CH_F$, $VD_N$, $Ca_N$, in
addition to the CRN master key $K_{CRN}$. By applying these settings, we obtain $|TID_N| = |TK_N| = |\chi CH_F| = 160$ bits, while $|ID_N| = |ID_{MFR}| = |K_{CRN}| = |VD_N| = |Ca_N| = 16$ bits, which as aforementioned is assumed short. Thus, the total storage required by CRN is $(m \times (5 \times 16) + (160 \times n) + (2 \times 160)) = (80m + 160n +320)$ bits, where $m$ is the number of registered IoT nodes and $n$ represents the number of $\chi CH_F$ values. The storage cost of the controller is shown in Table 4.21.

<table>
<thead>
<tr>
<th>Number of Nodes</th>
<th>Storage cost in bits</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>560</td>
</tr>
<tr>
<td>10</td>
<td>2720</td>
</tr>
<tr>
<td>50</td>
<td>12320</td>
</tr>
<tr>
<td>100</td>
<td>24320</td>
</tr>
<tr>
<td>1000</td>
<td>240320</td>
</tr>
</tbody>
</table>

Figure 4.33 illustrates the storage cost of the controller in bits as the number of IoT
Figure 4.32: Computation time of the controller (CRN)

It can be seen in Fig. 4.33, that as the number of IoT nodes increase, the required storage cost of CRN increases moderately. Also, we can see that for a network of 1000 IoT nodes, the required storage cost of CRN is approximately 240,320 bits (29.3KB). Moreover, adding a new IoT node $N$ to the smart home network is easy and dynamic. When $N$ wants to join in the smart home network, it uses the predefined parameters, namely $S1, S2, S3, ID_N$ and a secure key shared with $MFR (K_{MFR})$, which are stored in its memory, to generate an authentication message. Next, the authentication process between CRN and the IoT node is executed. After the authentication process is successfully completed, $N$ is authenticated and added to the smart home network. Furthermore, the information of IoT nodes are indexed by unique real identities (ID$_S$) by the controller CRN; thus, providing efficient searching.

Based on the above discussion, it can be concluded that the proposed scheme is lightweight, scalable, and efficient: the scheme only requires lightweight cryptographic
90

Figure 4.33: Storage cost of the controller (CRN)

operations (i.e., hash function and XOR (exclusive-or) operations). Moreover, considering
the memory constraint on the IoT nodes, each IoT node is required to store only 1008 bits;
and on the other hand, the CRN is required to store 560 bits per IoT node. Hence, the
computational and storage requirements on both N and CRN are low. Hence, the scheme is
scalable.

4.5.6.4 Packet loss

We measure the packet loss ratio as the average number of packets discarded divided by
the total number of packets transmitted during communication. We transmit all authenti-
cation messages in interval times of 0.001 seconds. No packet loss was observed for the
authentication messages that were simulated in both sides, N and CRN.
4.6 Summary

The focus of this chapter was on devising a secure lightweight and key exchange protocol for various devices in the IoT network based on a fog computing-based smart home network model. We also presented a secure method based on network segregation and nodes’ capabilities to mitigate insider threats. Furthermore, we took advantage of fog computing and presented a new architecture that helps to support and improve identity assurance. Moreover, we improve the security of the proposed scheme using temporary identities and secret session keys that change in every session and are exchanged in an unlinkable manner. The efficiency of the scheme is evaluated informally, and its security is validated through simulation using SPAN/AVISPA tool and formally using the BAN logic. Finally, we implemented the protocol using the OMNeT++ platform.

The next chapter introduces a new authentication scheme to assure a high level of security and privacy protection in the IoT environment, especially in the smart homes.
Chapter 5

Anonymous Mutual IoT Interdevice Authentication and Key Agreement Scheme Based on the ZigBee Technique

Like many other traditional authentication schemes, IoT authentication is not immune to cybersecurity attacks [15, 33, 51]. However, until recently, most of the published authentication protocols have depended on public key encryption, although IoT end devices may not have sufficient resources to support the required operations. At the same time, some existing authentication protocols have focused their attention and effort towards the authentication between the server and IoT devices, disregarding the presence of interdevice authentication (among IoT devices). Some protocols can achieve only partial coverage of the essential security properties required or have unsatisfactory performance.

This chapter introduces an anonymous device-to-device mutual authentication and key exchange scheme based on the ZigBee technique and designed for a smart home network, an important domain in the IoT. The proposed protocol relies on symmetric encryption and
enables IoT devices to authenticate in the network and agree on a shared secret session key when communicating with each other via a trusted intermediary (home controller). To achieve perfect forward secrecy, the session keys are changed frequently after every communication session. The proposed scheme achieves secure, anonymous authentication with the unlinkability and untraceability of IoT devices’ transactions. The overhead and efficiency of the proposed scheme are analyzed and compared with other related schemes. In addition, the security of the scheme is evaluated using three different methods: informal analysis, formal analysis using the Burrows–Abadi–Needham logic (BAN), and a model check using the automated validation of internet security protocols and applications (AVISPA) toolkit.

5.1 Network Model and Security Goals

In this section, we provide an overview of the ZigBee network and introduce the network and attacker models underlying the proposed IoT authentication scheme.

5.1.1 ZigBee Network

A typical Zigbee-based network is comprised of a ZigBee coordinator and ZigBee nodes. The ZigBee coordinator is always the central device and is aware of all the nodes within its network; it is also in charge of managing the information about each node and starting and maintaining the network. The ZigBee coordinator controls each ZigBee node, such as IP camera, door lock, and so forth, in the network. Any communication between any two ZigBee nodes must go through the coordinator before reaching the destination node [19]. Thus, every ZigBee network must have a network coordinator. On the other hand, ZigBee nodes usually only are devices that interact with the physical world. There are several
topologies that are supported by ZigBee, including star, mesh, and cluster tree. The star and mesh topologies are the most common ZigBee types [54]. In the star topology, which is depicted by Fig. 5.1, the coordinator is not only responsible for routing the packets in the network, but also for initiating and maintaining the devices on the network. End devices can communicate only through the coordinator.

![Figure 5.1: Star Topology](image)

### 5.1.2 IoT Network Model

The proposed IoT authentication protocol consists of two kinds of participants: the controller and the devices. The controller denoted as C is always the central device in charge of starting and maintaining the network, and it is aware of all the devices’ real identities. The controller is also responsible for forwarding messages between devices and granting a secure channel. Simply put, the controller controls each device denoted as N, such as IP camera, door lock, and so forth, in the IoT network, and any communication between any two devices is subject to the controller’s permission, as shown in Fig. 5.2.

If the communication is permitted, the controller computes a temporary key and distributes it to each IoT device so that it can be used to secure communication between these devices. The network is more similar to the mesh network topology, as shown in Fig. 5.3.
In our scheme, data security is ensured by encrypting the payload using the AES algorithm with a 128 bits key length (16 Bytes) [6]. In addition, a one-way cryptographic hash function with an incremental counter of 128 bits length (16 Bytes as a nonce) is used to validate and ensure the integrity of the data transmitted between the two devices. This is achieved by using the keyed hash message authentication code (HMAC) [27], which is appended to the following message: \( \text{HMAC} = h(\text{CTR}, \text{M}) \).

Message headers are sent in a clear but authenticated way, while the message payload is encrypted and then authenticated. In this way, we ensure that the device only reads a valid message because the HMAC filters out the invalid ciphertext before decryption, thus protecting against any attacks. In addition, the HMAC does not reveal any information.
about the plaintext in the message.

The number of IoT devices can vary throughout the lifetime of the network. Moreover, IoT devices could possibly be destroyed or stolen. Moreover, because the addition of new IoT devices to the network is highly likely, this addition must be expected within IoT security protocols.

Our proposed scheme enables the dynamic addition of IoT devices to the network without causing any changes in the present security states of the network. The addition of a dynamic IoT device is solely limited by the controller, which is assumed to be a powerful device because the controller stores separate information for each IoT device in the network.

5.1.3 Security Design Goals

To achieve anonymous authentication for a trustworthy IoT, our design should achieve the following security goals:

- **Anonymity**: This is achieved based on both pseudonyms and trust so that devices can communicate anonymously with the controller and with each other without exchanging their real identities.

- **Confidentiality**: This is achieved through symmetric encryption.

- **Integrity**: This is achieved by using a keyed HMAC based on a trusted incremental counter.

- **Untraceability**: This ensures that the IoT devices’ IDs and messages can only be traced by the trusted controller.

- **Unlinkability**: The IoT device uses a pseudonym when transmitting data. The intruder cannot trace back the real device’s identity from the pseudonym. The use of
pseudonyms also ensures that when an IoT device uses network resources multiple times, it will be challenging and difficult to link these uses together by intruders. Thus, the communication sessions are not linkable, and the same property applies to both the real device’s identity and the pseudonym.

- **Forward/backward security**: This ensures that if the sender’s private key is compromised, the past and future messages will remain confidential.

5.2 Proposed approach

Our proposed scheme is a symmetric encryption-based authentication scheme with key agreement. The symmetric encryption is based on an AES 128/CCM (counter with CBC-MAC) mode. Furthermore, this scheme is payload embedded, that is, the authentication and key exchange process are embedded in the payload. In this way, the handshaking overhead is reduced.

In this section, the various phases in the life cycle of an IoT device from the manufacturing phase to the key exchange phase are laid out. Two common problems in IoT cryptography are further explored, as follows:

1. **Device-to-device authentication**: where a device determines that one or more devices are indeed who they say they are.

2. **Key exchange**: where two or more devices agree on a shared key that can later be used to establish an encrypted communications channel.

In our proposed protocol, an IoT device (N) and a controller node (C) are responsible for ensuring secure, anonymous mutual authentication and key exchange. In more detail, the
proposed protocol framework consists of a pre-deployment phase, a registration phase, and a protocol execution phase. The protocol execution phase is broken down into two other phases: the device-to-device authentication and key exchange and the device-to-device communication. In the proposed scheme, all IoT entities will be referred to as IoT devices, with the centralized device named the controller. As aforementioned, our scheme utilizes symmetric encryption between devices similar to ZigBee, in which only the controller that possesses the symmetric keys of the IoT devices can make a direct connection with these devices and encrypt the messages. The devices encrypt their messages using their symmetric keys when communicating with the controller, and these messages can only be read by the controller. Furthermore, communication across the entire network occur from one device to another and are subject to the controller’s permission. If the communication is allowed, the controller will generate a temporary session key and share it with the communication participants. For example, an IP camera wishing to send a signal to open a home’s door lock will go through the controller so that the controller can act and allow the communication session to be established between the IP camera and the home’s door lock. The temporary session keys, which change for every communication session, satisfy the security properties of perfect forward secrecy. The security parameters of the IoT network entities are summarized in Table 5.1.

<table>
<thead>
<tr>
<th>Security property</th>
<th>Phases</th>
<th>Controller (C) ↔ IoT device (N)</th>
<th>IoT device (N) ↔ IoT device (N)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Confidentiality</td>
<td></td>
<td>Symmetric key ($K_N$)</td>
<td>Temporary shared key (TK)</td>
</tr>
<tr>
<td>with symmetric encryption</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Integrity and Authenticity</td>
<td>With keyed-hash Message Authentication Code (HMAC)</td>
<td>Incremental counter (CTR) as a nonce</td>
<td>Nonce (ns)</td>
</tr>
</tbody>
</table>

Furthermore, during the communication process, IoT devices use dynamic IDs (pseudonyms) instead of using their real IDs. Dynamic IDs offer the anonymity of senders’ IDs, receivers’ IDs, and the sender-receiver relationship, in addition to device untraceability and end-to-end
flow untraceability.

The abstract notations used to describe our authentication protocol are listed in Table 5.2. The framework phases are explained below.

5.2.1 Predeployment phase

During the pre-deployment phase, each IoT device is provided with an identity (ID) and assumed to possess a “fingerprint” generated from an accelerometer [66]. The accelerometer is embedded in the device’s inner chips during the device manufacturing process. The main benefit of such an accelerometer is to generate a relevant, unique key for the device [59]. The uniqueness of the generated key in the network would be guaranteed based on the diversity of the manufacturing principles and methods. The key will be considered the symmetric key for a device in the network. Moreover, we assume that each IoT device knows the controller’s public key.

5.2.2 Entities Registration Phase

When the system administrator (SA) receives the IoT devices, he or she will register all devices using their real identities (IDs) in the home controller (C). In this way, C can identify the registered IoT devices and differentiate between them during the authentication process. In addition, SA can capitalize on the access control list to prevent illicit access to and control access between IoT devices using the IoT devices’ real identities (IDs). For example, it may prevent device 1 \(ID_{N1}\) from accessing, say, device 7 \(ID_{N7}\). We emphasize the fact that the IoT devices’ real identities (IDs) are kept secure and never transmitted in plain text because we use only the dynamic IDs during authentication and communication.
Remark 1. The identity $ID_N$ represents the secure permanent real identity for the IoT device, which is never transmitted in plain text. Every IoT device has a unique identity ID and knows the identities of the connected devices that it should communicate with. These permanent real identities facilitate the authentication process between the controller and IoT devices, as shown in Fig. 5.4.

![Figure 5.4: Identity management](image)

5.2.3 Authentication phase

The entity authentication process is performed in the system configuration phase. The first step in the authentication process starts with the IoT device and is based on the fact that the controller’s public key $K_C$ is known by all network devices and, each IoT device is initially provided with a real identity ID by the manufacturer, as discussed in subsection 5.2.1. This ID facilitates the validation process done by the controller, as explained later in this section. The IoT device will send its symmetric key $K_N$ and the counter $CTR_N$ to the controller using $K_C$ because the key exchange has to be in a secure channel. The counter $CTR_N$ is incremented in every message passing between the IoT device and the controller.
Fig. 5.5 describes the steps involved in the authentication stage.

The following steps summarize the authentication phase between N1 and C:

**Step A1**  \( N1 \rightarrow C: \langle ID_{N1}, K_{N1}, ^xCTR_{N1}, HMAC \rangle_{K_C} \). N performs as follows.

First, IoT device N1 generates two parameters, namely, \( K_{N1} \) and \( ^xCTR_{N1} \). \( K_{N1} \) is the IoT device symmetric key that is used to encrypt data between C and N1. \( ^xCTR_{N1} \) is a counter that is incremented on every message, where \( x \) denotes the sequence number corresponding to the previous counter record stored in the database for a given device. Such counter is used to ensure the freshness of the protocol instance, help in the validation process of the integrity of encrypted data, and ensure IoT device anonymity and unlinkability properties. Even if the symmetric key is compromised, the counter \( ^xCTR_{N1} \) will withstand and help protect against replay and data integrity attacks.

N1 creates a dynamic identity \( ^xDID_{N1} = h(ID_{N1}, ^xCTR_{N1}) \) that changes for every session. Because \( ^xCTR_{N1} \) is different in each protocol instance, \( ^xDID_{N1} \) will be unique in each session and can only be tracked by controller C; hence, the untraceability...
Table 5.2: Notations used in our protocol

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>SA</td>
<td>System Administrator</td>
</tr>
<tr>
<td>N1</td>
<td>IoT Device 1</td>
</tr>
<tr>
<td>N2</td>
<td>IoT Device 2</td>
</tr>
<tr>
<td>C</td>
<td>Controller</td>
</tr>
<tr>
<td>$K_{N1}$</td>
<td>Device 1 symmetric key</td>
</tr>
<tr>
<td>$K_{N2}$</td>
<td>Device 2 symmetric key</td>
</tr>
<tr>
<td>$K_{12}$</td>
<td>Temporary shared key between N1 and N2</td>
</tr>
<tr>
<td>$K_C$</td>
<td>Controller’s public key</td>
</tr>
<tr>
<td>$K_{CP}$</td>
<td>Controller’s private key</td>
</tr>
<tr>
<td>OTP$_{N1}$</td>
<td>One-time password for N1</td>
</tr>
<tr>
<td>ID$_{N1}$</td>
<td>Real device 1 identity</td>
</tr>
<tr>
<td>ID$_{N2}$</td>
<td>Real device 2 identity</td>
</tr>
<tr>
<td>ID$_{C}$</td>
<td>Controller identity</td>
</tr>
<tr>
<td>DID$_{N1}$</td>
<td>Dynamic identity of device 1</td>
</tr>
<tr>
<td>DID$_{N2}$</td>
<td>Dynamic identity of device 2</td>
</tr>
<tr>
<td>CTR$_{N1}$</td>
<td>Counter value between N1 and C</td>
</tr>
<tr>
<td>CTR$_{N2}$</td>
<td>Counter value between N2 and C</td>
</tr>
<tr>
<td>ns</td>
<td>Nonce</td>
</tr>
<tr>
<td>PoB</td>
<td>Proof of Belonging</td>
</tr>
<tr>
<td>PoC</td>
<td>Proof of Controller</td>
</tr>
<tr>
<td>HMAC</td>
<td>keyed-hash message authentication code</td>
</tr>
<tr>
<td>M</td>
<td>All message parameters but HMAC</td>
</tr>
<tr>
<td>Msg</td>
<td>All message parameters</td>
</tr>
<tr>
<td>N → C:Msg</td>
<td>Device N sends the message Msg to controller C via a public channel</td>
</tr>
</tbody>
</table>

propriety is achieved. In the first authentication message, N1 concatenates $ID_{N1}$, $K_{N1}$ and $^\dagger CT R_{N1}$ and stores them in $M=(ID_{N1}||K_{N1}||^\dagger CT R_{N1})$. Next, N1 calculates the HMAC=$h(^\dagger CT R_{N1}, M)$. In this way, we guarantee that each HMAC is calculated based on a dynamic key so that if one key is compromised, we can still detect the attack. Next, N encrypts M and HMAC, and sends the message Msg to the controller C. However, in all other messages, HMAC is sent unencrypted. Finally, at the end
of the step, N1 increments $\text{CTR}_{N1}$ by 1 (which becomes $x+1\text{CTR}_{N1}$) and updates its database, as shown in Table 5.3.

**Table 5.3: Device 1 Database**

<table>
<thead>
<tr>
<th>Device 1 (N1)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Device Identity</td>
<td>$ID_{N1}$</td>
</tr>
<tr>
<td>Dynamic of Device Identity</td>
<td>$^dDID_{N1}$</td>
</tr>
<tr>
<td>Device One-time password</td>
<td>-</td>
</tr>
<tr>
<td>Counter</td>
<td>$x+1\text{CTR}_{N1}$</td>
</tr>
<tr>
<td>Symmetric key</td>
<td>$K_{N1}$</td>
</tr>
<tr>
<td>Controller Key</td>
<td>$K_C$</td>
</tr>
</tbody>
</table>

**Step A2**  
$C \rightarrow N1 : \langle ^dDID_{N1}, ID_C, (OTP_{N1})_K_{N1}, \text{HMAC} \rangle$. $C$ performs as follows.

Once controller $C$ receives the message, it decrypts the message using $K_{CP}$ and looks the $ID_{N1}$ up and validates it. Then, it computes $^*\text{HMAC} = (^\text{CTR}_{N1}, M)$ and $^*^dDID_{N1} = h(ID_{N1}, ^\text{CTR}_{N1})$ and verifies whether $^*\text{HMAC}$ and $^*^dDID_{N1}$ are equal to the received HMAC and $^dDID_{N1}$, respectively. $C$ stores N1 information, namely $K_{N1}$, $^\text{CTR}_{N1}$ and $^dDID_{N1}$, in its database. The controller has a random number generator, which contributes to generating $OTP_{N1}$ (used for the first communication established in the configuration stage) for all devices in the network. $C$ increments $^\text{CTR}_{N1}$ by 1 (which becomes $x+1\text{CTR}_{N1}$). Next, $C$ encrypts $OTP_{N1}$ using $K_{N1}$ and concatenates the message parameters as $M = (^dDID_{N1} || ID_C || (OTP_{N1})_K_{N1})$. After that, $C$ computes $\text{HMAC} = h(x+1\text{CTR}_{N1}, M)$. Then, $C$ sends the message $\text{Msg}$ to N1. $C$ increments $x+1\text{CTR}_{N1}$ again by 1 (which becomes $x+2\text{CTR}_{N1}$) and computes $x+1DID_{N1} = h(ID_{N1}, x+2\text{CTR}_{N1})$ for the upcoming session. Finally, $C$ updates N1 information, as shown in Table 5.4.
Table 5.4: Controller Database

<table>
<thead>
<tr>
<th></th>
<th>N1</th>
<th>N2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Device Identity</td>
<td>$ID_{N1}$</td>
<td></td>
</tr>
<tr>
<td>Dynamic of Device Identity</td>
<td>$xDID_{N1}$</td>
<td></td>
</tr>
<tr>
<td>Device One-time password</td>
<td>$OTP_{N1}$</td>
<td></td>
</tr>
<tr>
<td>Device symmetric key</td>
<td>$K_{N1}$</td>
<td></td>
</tr>
<tr>
<td>Counter value</td>
<td>$x+2CTR_{N1}$</td>
<td></td>
</tr>
</tbody>
</table>

**Step A3**  N1: N1 performs as follows.

Upon receipt of the message by N1, N1 computes $*HMAC = h(x+1CTR_{N1}, M)$. Then, it compares the HMAC received in the message with $*HMAC$. If there is a match, the message’s integrity is correctly verified, and the message is considered to be a new message from C because $x+1CTR_{N1}$ is fresh. After that, N1 decrypts the message using $K_{N1}$ and extracts $OTP_{N1}$. N1 increments $x+1CTR_{N1}$ by 1 (which becomes $x+2CTR_{N1}$) and computes a new dynamic identity $x+1DID_{N1} = h(ID_{N1}, x+2CTR_{N1})$ for the upcoming session. Finally, N1 updates its database, as shown in Table 5.5.

Table 5.5: Device 1 Database (updated)

<table>
<thead>
<tr>
<th>Device 1 (N1)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Device Identity</td>
<td>$ID_{N1}$</td>
</tr>
<tr>
<td>Dynamic of Device Identity</td>
<td>$xDID_{N1}$</td>
</tr>
<tr>
<td>Device One-time password</td>
<td>$OTP_{N1}$</td>
</tr>
<tr>
<td>Counter</td>
<td>$x+2CTR_{N1}$</td>
</tr>
<tr>
<td>Symmetric key</td>
<td>$K_{N1}$</td>
</tr>
<tr>
<td>Controller Key</td>
<td>$K_C$</td>
</tr>
</tbody>
</table>

At this stage, the authentication process is done, and the controller will release a secure channel between N1 and itself when the device wishes to send or receive data.
5.2.4 Communication phase (Interdevice authentication and data transfer)

In the proposed scheme, communication can occur between the IoT devices and the controller or among the IoT devices. The first scenario was explained in the previous section. Now, we will explain the second scenario of communication among devices. Fig. 5.6 describes the device communication process. The most important aspect that needs to be addressed before going through the communication scenario is the security of the channel and the exchanged messages. The AES algorithm will be utilized to encrypt the exchanged data among the IoT network devices. As mentioned in the device authentication section, each device has a unique symmetric key, so the messages will be encrypted using the symmetric key when sent to the controller. However, for IoT device N1 (sender) to communicate with another IoT device N2 (receiver) in the smart home network, the sender initially forwards this communication request to the controller, which will check some secure parameters such as nonce, incremental counter, and HMAC, and if these parameters are valid, it will check its database for the receiver’s information and establish a secure communication session between N1 and N2 using some authentication parameters, such as proof of control (PoC), nonce (Ns), and temporary shared key $TK_{12}$, as explained in this subsection. PoC is used to prove to the receiving IoT device that the controller is aware of the data request sent by another IoT device because PoC contains secret parameters.

The communication phase occurs after successful completion of the authentication phase. In this phase, N1 wishes to send data to N2. To deliver the data from N1 to N2, the sequence of steps that are taken is summarized as follows:

**Step C1**  $N1 \rightarrow C : \langle ID_C, x+1DID_{N1}, PoB,(ID_{N2})_K_{N1}, HMAC \rangle$. N1 performs as fol-
Figure 5.6: Entity’s authentication and communication between IoT devices

When N1 wishes to communicate with another IoT device—say N2, where it will be assumed that N2 is an authentic device—it connects with the controller and asks for a secure connection with N2. N1 will load $^{x+1}DID_{N1}$ and $OTP_{N1}$ and compute the proof of belonging $PoB = h(OTP_{N1}, ^{x+2}CTR_{N1})$. PoB is constituted of $OTP_{N1}$ and $^{x+2}CTR_{N1}$. Thus, PoB proves to C the authenticity of N1 and the freshness of the message during the first data communication. Next, N1 loads the destination identity $ID_{N2}$ and encrypts it using $K_{N1}$. Then, N1 concatenates the message parameters as $M = (\ ID_C || ^{x+1}DID_{N1} || PoB || (ID_{N2})_K_{N1})$. After that, N computes HMAC = $h(^{x+2}CTR_{N1}, M)$ and sends the message Msg to C to request a data channel. Finally, N1 increments the counter value (which becomes $^{x+3}CTR_{N1}$) and updates its database.
Step C2  C → N2 : ⟨\(x^{+2}DID_{N2}, ID_C, (ID_{N1}, x^{+1}DID_{N1}, TK_{12})\rangle_{K_{N2}}, HMAC\). N1 performs as follows.

Once C obtains the message, it computes \(*PoB=h(OTP_{N1}, x^{+2}CTR_{N1})\) and \(*HMAC = h(x^{+2}CTR_{N1}, M)\) and verifies whether \(*PoB\) and \(*HMAC\) are equal to the received PoB and HMAC, respectively. Otherwise, the message will be dropped and considered part of a replay attack. After that, C decrypts the received message using \(K_{N1}\) and extracts \(ID_{N2}\). Then, C increments the counter value (which becomes \(x^{+3}CTR_{N1}\)) and updates its database.

Next, C prepares a message to be sent to N2. It first loads \(x^{+3}DID_{N2}\) for \(ID_{N2}\) from its database and then generates the key \(TK_{12}\) using a random number generator, which will be used to encrypt the data communication between N1 and N2. This key will change for each session, ensuring that the data exchange will be safe every time. After that, it encrypts \(ID_{N1}, x^{+1}DID_{N1}\) and \(TK_{12}\) using \(K_{N2}\) and concatenates the message parameters as \(M=(x^{+3}DID_{N2}||ID_C||ID_{N1}, x^{+1}DID_{N1}, TK_{12})_{K_{N2}}\). Then, it computes \(HMAC = h(x^{+4}CTR_{N2}, M)\) based on the most recent counter value of N2—denoted as \(x^{+4}CTR_{N2}\). Then, it sends the message \(Msg\) to N2. Finally, C increments N2’s counter value (which becomes \(x^{+5}CTR_{N2}\)) and updates its database.

Step C3:  N2 → C : \(\langle ID_C, x^{+3}DID_{N2}, (ns)_{K_{N2}}, HMAC \rangle\). N2 performs as follows.

Upon the receipt of the message by N2, N2 computes \(*HMAC = h(x^{+4}CTR_{N2}, M)\) and verifies whether \(*HMAC\) is equal to the received HMAC. Next, N2 decrypts the received message using \(K_{N2}\) and extracts \(ID_{N1}, x^{+1}DID_{N1},\) and \(TK_{12}\). Then, N2 generates a nonce \(ns\) that is used to uniquely identify the request and prove the freshness of the established connection between N1 and N2 later on. This nonce is a
random number guaranteed not to be reused in the lifetime of the device generating it. After that, N2 encrypts ns using $K_{N2}$ and concatenates the message parameters as $M = (ID_C || ^{x+3}DID_{N2} || (ns)_K_{N2})$. N2 increments $^{x+4}CTR_{N2}$ by 1 (which becomes $^{x+5}CTR_{N2}$) and computes HMAC = $h(^{x+5}CTR_{N2}, M)$. Next, it sends the message $Msg$ to C. Finally, N2 increments the counter value (which becomes $^{x+6}CTR_{N2}$) and updates its database.

**Step C4**: $C \rightarrow N1 : \langle ^{x+1}DID_{N1}, ID_C, (^{x+3}DID_{N2}, TK_{12}, ns)_K_{N1}, HMAC \rangle$. N1 performs as follows.

When C receives the message from N2, it will look $^{x+3}DID_{N2}$ up. Next, it will compute *HMAC* = $h(^{x+5}CTR_{N2}, M)$ and compare it with the one in the received message. If both are correct, C decrypts the received message using $K_{N2}$ and extracts ns. Then, C increments N2’s counter value (which becomes $^{x+6}CTR_{N2}$) and updates its database.

Next, C will prepare a message to be sent to N1. It will first compute $PoC = h(ID_{N2}, ID_{N1}, ^{x+3}DID_{N2}, ^{x+1}DID_{N1}, ns, TK_{12}, K_{N2})$, which is used to prove to N2 that C is aware of this request because $PoC$ contains secret parameters, such as $K_{N2}$, which must be known only by C. Next, C loads $^{x+3}DID_{N2}, TK_{12}$ and ns and encrypts them using $K_{N1}$. Then, it concatenates the message parameters as $M = (^{x+1}DID_{N1} || ID_C || PoC || (^{x+3}DID_{N2}, TK_{12}, ns)_K_{N1})$ and computes HMAC = $h(^{x+5}CTR_{N1}, M)$. After that, it sends the message $Msg$ to N1. Finally, C will store N1’s and N2’s counter values and their dynamic identities in its database.

**Step C5**: $N1 \rightarrow N2 : \langle ^{x+3}DID_{N2}, ^{x+1}DID_{N1}, PoC, (M)_K_{12}, HMAC \rangle$. N1 performs as follows.
Upon receiving the message by N1, it will compute *HMAC=h(x+3CTR_{N1}, M) and verify whether *HMAC is equal to the received HMAC. If the verification is successful, N1 will decrypt the received message using $K_{N1}$ and extract $x+3DID_{N2}, TK_{12}$ and $ns$. Otherwise, C will be rejected. After that, N1 will increment the counter value (which becomes $x+4CTR_{N1}$) and update its database.

Next, N1 will prepare a message to be sent to N2. It will first encrypt the intended message using $TK_{12}$ and then concatenate the message as $M=(x+3DID_{N2})||x+1DID_{N1}||PoC||(data)_{TK_{12}}$ and compute HMAC=h(ns,M). Then, it sends the message $Msg$ to N2. Finally, it will compute $x+2DID_{N1}=h(ID_{N1}, x+4CTR_{N1})$ for the upcoming session with C, and update its database.

**Step C6: N2:** N2 performs as follows.

Upon the receipt of the message, N2 computes *PoC = h(ID_{N2}, ID_{N1}, x+3DID_{N2}, x+1DID_{N1}, ns, TK_{12}, K_{N2}) and *HMAC=h(ns,M) and verifies whether *PoC and *HMAC are equal to the received PoC and HMAC, respectively. If the abovementioned parameters match, N2 will decrypt the received message using $TK_{12}$ and accept data input. Finally, it will compute $x+4DID_{N2}=h(ID_{N2}, x+6CTR_{N2})$ for the upcoming session and update its database.

This marks the end of the data communication process.

**Remark 1.** Notice that $TK_{12}$ is a temporary key generated by the controller and is agreed on by the communicating parties. The temporary keys are utilized by IoT devices to establish direct communication channels among them.
Remark 2. As mentioned in subsection 5.2.2, each IoT device is aware of the devices that it should communicate with. The permanent real identities facilitate data communication between IoT devices, as shown in Fig. 5.7.

Figure 5.7: Data communication through the controller

Remark 3. The key used in HMAC calculations (ns) during the communications among IoT devices is randomly generated by the receiving IoT device and is only valid for the particular communication session.

\[ HMAC = h(ns,M) \]

5.3 Protocol Efficiency Evaluation

In this section, we analyze the overhead and efficiency of the proposed protocol in terms of its storage, communication overhead, and performance.
5.3.1 Storage requirements

In our scheme, each IoT node is required to store its real identity $ID_N$, dynamic identity $DID_N$, and secret key $K_N$, incremental counter $CTR_N$, and the controller identity $ID_C$. We use SHA-1 as an example of hash function, and the output of SHA-1 is 160 bits. By applying these settings, we obtain $|DID_N| = |CTR_N| = 160$ bits, while $|ID_N| = |ID_C| = 16$ bits, which is assumed short, and $K_N = 128$ bits. On the other hand, C is required to store the tuple $DID_N, ID_N, K_N, CTR_N$, in addition to $ID_C$. By applying these settings, we obtain $|DID_N| = |CTR_N| = 160$ bits, while $|ID_N| = |ID_C| = 16$ bits, and $K_N = 128$ bits. Hence, the total storage required by each IoT node $N$ is 480 bits, and the total storage required by controller $C$ is $(n \times 464 + 16)$, where $n$ is the number of registered IoT nodes. The storage requirements are summarized in Table 5.6.

<table>
<thead>
<tr>
<th>Node</th>
<th>Storage cost (in bits)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>480</td>
</tr>
<tr>
<td>$C$</td>
<td>$464n + 16$</td>
</tr>
</tbody>
</table>

5.3.2 Communication overheads

In the transmission ($N \rightarrow C$), $N$ sends the tuple, $DID_N, ID_C, ID_N, K_N, CTR_N$ and HMAC. Therefore, the size of the transmitted tuple is $(3 \times 160) + (2 \times 16) + 128 = 640$ bits. In the transmission ($C \rightarrow N$), $C$ sends the tuple, $ID_C, DID_N, OTP_N$ and HMAC of size $(2 \times 16) + (2 \times 160)) = 352$ bits. The transmission ($N1 \rightarrow N2$), $N1$ sends the tuple, $DID_{N1}$, $DID_{N2}$, PoC and HMAC of size $(4 \times 160) = 640$ bits. The communication overheads are summarized in Table 5.7.

<table>
<thead>
<tr>
<th>Node</th>
<th>Storage cost (in bits)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>480</td>
</tr>
<tr>
<td>$C$</td>
<td>$464n + 16$</td>
</tr>
</tbody>
</table>

We separately present the communication overhead graph for our scheme in Fig. 5.8.
### Table 5.7: Communication overheads of our scheme

<table>
<thead>
<tr>
<th>Communication between devices</th>
<th>Communication cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>N → C</td>
<td>640 bits</td>
</tr>
<tr>
<td>C → N</td>
<td>352 bits</td>
</tr>
<tr>
<td>N1 → N2</td>
<td>640 bits</td>
</tr>
</tbody>
</table>

![Communication Cost Graph]

**Figure 5.8:** communication overheads graph for our scheme

### 5.3.3 Performance analysis

In this section, we conduct the performance analysis of our proposed scheme. We specifically compute the total cost required by the mathematical operations of the scheme and the number of terms involved in the communication or messages in transit. We also present a comparison between our proposed scheme and other related schemes [32, 45, 56] in terms of the computational cost of the hash operations ($C_H$), symmetric key encryption operations ($C_E$), symmetric key decryption operations ($C_D$), XOR operations ($C_{XOR}$), and modular operations ($C_{MOD}$). Table 5.8 shows the comparison of the computational cost of our scheme to other related schemes. As shown in Table 5.8, some of the related schemes are missing some phases; thus, these are marked as N/A, which indicates they are not available.
From Table 5.8, it can clearly be seen that the number of hash operations in our scheme is less than those in [32] and the same as those in [45]. In addition, our scheme does not involve any exclusive-OR operations as in [45, 56]. Furthermore, although our scheme consists of more phases, it involves almost the same total number of symmetric key encryption and decryption operations as the aforementioned related schemes. We also provide a comparison graph for the computational costs for authentication and data exchange N ↔ C/S, as shown in Fig. 5.9.

**Table 5.8: Performance analysis of our scheme**

<table>
<thead>
<tr>
<th>Phases</th>
<th>Schemes →</th>
<th>Ukil et al. [56]</th>
<th>Risalat et al. [45]</th>
<th>Lohachab [32]</th>
<th>Proposed scheme</th>
</tr>
</thead>
<tbody>
<tr>
<td>Registration</td>
<td>N/A</td>
<td>N/A</td>
<td>7C_H</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Authentication and data exchange N → C/S</td>
<td>2C_XOR + 4C_E + 4C_D</td>
<td>14C_XOR + 8C_H + 3C_E + 3C_D</td>
<td>5C_H + 3C_E + 3C_D</td>
<td>4C_H + 2C_E + 2C_D</td>
<td></td>
</tr>
<tr>
<td>Authentication and data exchange N → N</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>4C_H + 3C_E + 3C_D</td>
<td></td>
</tr>
<tr>
<td>Credential (ID and Secret key) change</td>
<td>N/A</td>
<td>N/A</td>
<td>C_H + 2C_E + 2C_D</td>
<td>C_H</td>
<td></td>
</tr>
<tr>
<td>Total (Maximum)</td>
<td>2C_XOR + 4C_E + 4C_D</td>
<td>14C_XOR + 8C_H + 3C_E + 3C_D</td>
<td>13C_H + 5C_E + 5C_D</td>
<td>9C_H + 5C_E + 5C_D</td>
<td></td>
</tr>
</tbody>
</table>

**Figure 5.9: Comparison graph for computation cost for Authentication and data exchange N ↔ C/S**
5.4 Protocol security validation

In this section, we validate the security of our proposed protocol using three different approaches: informal security analysis, formal validation using theorem proving based on BAN logic, and formal model checking and simulation using AVISPA.

5.4.1 Security analysis

In this section, the security of the protocol is explored against various known attacks. We discuss various known attacks and elaborate on how our protocol successfully resists and stops these attacks.

5.4.1.1 Replay attack

A replay attack is defeated using the incremental counter $^\chi CTR$ and nonce ns. The counter $^\chi CTR$ is generated by the IoT device in the first message in the authentication and then used in the HMAC that is sent in every transmitted message, ensuring the message cannot be replaced by the attacker. Both the controller and the IoT device maintain the counter value, increment it after every session, and keep it synchronized; ns is generated by the receiving IoT device, and it is different in each session and never used again. This ensures that the message cannot be replaced by the attacker. Furthermore, the attacker cannot find and reach the temporary shared secret key $TK_{12}$ because she or he is totally unaware of the real identity of IoT device $ID_N$ and the counter $^\chi CTR$, which changes for every session. Consequently, the attacker does not know who the message is from or for; thus, any replay attack attempt will fail. Moreover, the HMAC prevents any replay attack attempts. Hence, our protocol protects against the replay attack.
5.4.1.2 Eavesdropping attack

In the authentication phase, the attacker can easily intercept the message in transit between C and N1. However, this kind of attack is prevented because we encrypt the message in transit using symmetric encryption. Moreover, the attacker cannot link the message to a particular device because we use dynamic identities $DID_N$ that change in every session. Moreover, the information that is sent in clear text, such as $DID_N$ and PoC, does not pose any threat because this information is constructed from random parameters that change in every session, such as $CTR_N$ and ns.

5.4.1.3 Impersonation attack

In this attack, when the intruder eavesdrops the messages transmitted from N to C, she or he can use the intercepted information for malicious actions, such as impersonating the IoT device N1 and sending fabricated messages. This attack will not succeed for numerous reasons. First, the dynamic identity of the IoT device $DID_N$ changes for every session. Second, HMAC is protected using the one-way hash function of the message, which includes $CTR_N$. Thus, our protocol protects against the impersonation attack.

5.4.1.4 Man-in-the-middle attack

As discussed above in the replay, eavesdropping, and impersonation attacks, the man-in-the-middle attack is defeated because the real identity of the IoT devices $ID_N$, the counter value $CTR_N$, the symmetric keys, the nonce ns, and the temporary shared key $TK_{12}$ are unknown to the attacker. Moreover, the HMAC is protected using $CTR_N$. Therefore, the man-in-the-middle attack is prevented.
5.4.1.5 Attack against the temporary secret key

The temporary shared key $TK_{12}$ is generated by controller C through random number generation and changes in every session.

5.4.1.6 Device stolen database attack

If an IoT device is hacked, the other devices will not be affected because the device does not store any secret keys of the other devices in its memory. In addition, these secret keys are different, thus overcoming the issue of having any secret key exposed; if an attacker discloses a secret key on one specific IoT device, the secret keys of the other IoT devices will not be compromised. In addition, the attacker is unable to obtain the temporary shared key because it is only used during a particular session, and then, it is destroyed. Moreover, the IoT device stores the real identities of the other IoT devices that it is allowed to communicate with to ask controller C to open sessions with them, but these identities are useless for the attacker because the attacker does not know how to use them to establish any session.

5.4.1.7 Forward/backward security

The objective of the forward/backward security property is to ensure that any past or future session keys will not be affected when any temporary session key $TK_{12}$ is exposed. Recall that our temporary shared key is generated using a random number generator, and it changes for every session. Hence, forward/backward security is achieved by our authentication scheme.
5.4.1.8 Session key Guessing Attack

The temporary shared key $TK_{12}$ is generated by controller $C$ using a random number generator. Because $TK_{12}$ depends on randomness, the attacker cannot obtain it from the protocol. The probability of guessing this is so negligible that the attacker will fail to guess the temporary shared key given that $TK_{12}$ changes for every session.

5.4.1.9 Anonymity Unlinkability, and Untraceability properties

Consider the tuple $\langle DID_{N1}, ID_C, ID_{N1}, K_{N1}, HMAC \rangle$ from $N$ to $C$. We have $DID_N = h(ID_N, \times CTR_N)$, and because $\times CTR_N$ is a fresh random number chosen by $N$ in each session, the attacker cannot link any two different $TID_{NS}$ to the same $N$ and cannot trace a given IoT device to $N$’s messages. The sensitive data, such as $ID_{N1}$, will always be encrypted. The parameter HMAC is protected using a one-way hash function of the message and the incremental counter $CTR_N$, which is out of the adversary’s reach. Now, consider the tuple $\langle ID_C, DID_N, OTP_N, HMAC \rangle$ from $C$ to $N$; these parameters follow the same principle as discussed above for the tuple from $N$ to $C$. $DID_{N1}$ remains the same for each session, while $CTR_N$ is fresh in each message; thus, HMAC is different. Therefore, the use of the random values $DID_N$, HMAC, $\times CTR_N$ and ns, as well as the hash functions, ensure that all messages transmitted by $N$ or $C$ via public channels are anonymous. Furthermore, for two or more authentication messages that are sent by the same device, the attacker cannot decide whether these authentication messages come from the same device or not; this means that device $N$ cannot be linked to different sessions. Hence, our proposed scheme provides anonymity and unlinkability, and the attacker cannot trace the devices by intercepting messages.
5.4.2 Formal proof based on BAN logic

5.4.2.1 Goals of the analysis of our authentication scheme

In this section, the main goals of the analysis of our authentication scheme are defined as follows:

- G1: C believes N believes $K_N$ is a secure shared parameter between N and C.

  $C| \equiv N| \equiv (N^{K_N} \rightarrow C)$

- G2: C believes $K_N$ is a secure shared parameter between N and C.

  $C| \equiv (N^{K_N} \leftarrow C)$

- G3: N believes C believes OTP is a secure shared parameter between N and C.

  $N| \equiv C| \equiv (N^{OTP} \leftarrow C)$

- G4: N believes OTP is a secure shared parameter between N and C.

  $N| \equiv (N^{OTP} \rightarrow C)$

5.4.2.2 Messages transferred in the authentication

The idealized messages that are exchanged in the authentication phase between an IoT device N and controller C are as follows:

- M1: $N \rightarrow C$: $\langle N^{K_N} \leftrightarrow C, ^NCTR, ID_N \rangle_{N^{ID_N} \leftarrow C}$
• M2: \( C \rightarrow N: \langle N \xrightarrow{K_N} C, X^{+1}CTR, ID_N, N \xrightarrow{OTP} C \rangle_{N \leftarrow C} \)

5.4.2.3 Introductory assumptions

The fundamental assumptions of our authentication scheme are as follows:

• A1: C believes \( ID_N \) is a secure shared parameter between N and C.

\[
C| \equiv (N \leftarrow C)
\]

• A2: C believes \( X^{CTR} \) is fresh.

\[
CRN| \equiv \#(X^{CTR})
\]

• A3: C believes N believes \( ID_N \) is a secure shared parameter between N and C.

\[
C| \equiv N| \equiv (N \leftarrow C)
\]

• A4: N believes \( ID_N \) is a secure shared parameter between N and CRN.

\[
N| \equiv (N \leftarrow C)
\]

• A5: N believes \( X^{+1}CTR \) is fresh.

\[
N| \equiv \#(X^{+1}CTR)
\]

• A6: N believes C has jurisdiction over OTP, which is a secure shared parameter
between N and C.

\[ N \equiv CRN \Rightarrow (N^{OTP}C) \]

### 5.4.2.4 Analysis of our authentication scheme

The analysis of our authentication scheme is shown below to prove that the scheme achieves mutual authentication between N and C.

**D1:** From assumption A1 and message M1, and by applying the message meaning rule, we derive the following:

\[
C^\equiv(N \leftrightarrow C), C^\equiv(N \leftrightarrow C)^N \xrightarrow{K_N} C^N \xrightarrow{ID_N} C^N \equiv N^\equiv(N \leftrightarrow C)^N, X^CTR ID_N
\]

**D2:** From assumption A2 and by applying the freshness rule, we derive the following:

\[
C^\equiv(K^N), C^\equiv(K^N) \xrightarrow{ID_N} C^N \equiv N^\equiv(N \leftrightarrow C)^N, X^CTR ID_N
\]

**D3:** From derivations D1 and D2 and by applying the nonce verification rule, we derive the following:

\[
C^\equiv(K^N), C^\equiv(K^N) \xrightarrow{ID_N} C^N \equiv N^\equiv(N \leftrightarrow C)^N, X^CTR ID_N
\]

**D4:** From derivation D3 and by applying the belief rule, we derive the following:

\[
C^\equiv(N \leftrightarrow C)^N, C^\equiv(N \leftrightarrow C)^N, X^CTR ID_N \Rightarrow (Goal \ G1)
\]

**D5:** From assumption A3 and derivation D4 and by applying the jurisdiction rule, we derive the following:

\[
C^\equiv(N \leftrightarrow C), C^\equiv(N \leftrightarrow C)^N, X^CTR ID_N \Rightarrow (Goal \ G2)
\]
D6: From assumption A4 and message M2 and by applying the message meaning rule, we derive the following:

\[
N \equiv (N \leftarrow C, C \leftarrow \langle \text{CTR} \rangle D_N, N \leftarrow \text{OTP}) \\
N \equiv (N \leftarrow C, C \leftarrow \langle \text{CTR} \rangle D_N, N \leftarrow \text{OTP})
\]

D7: From assumption A5 and by applying the freshness rule, we derive the following:

\[
N \equiv \#(\langle \text{CTR} \rangle) \\
N \equiv \#(\langle \text{CTR} \rangle)
\]

D8: From derivations D6 and D7 and by applying the nonce verification rule, we derive the following:

\[
N \equiv C \Rightarrow (X + 1 \leftarrow \text{CTR}, D_N, \text{OTP}) \\
N \equiv C \Rightarrow (X + 1 \leftarrow \text{CTR}, D_N, \text{OTP})
\]

D9: From derivation D8 and by applying the belief rule, we derive the following:

\[
N \equiv C \Rightarrow (X + 1 \leftarrow \text{CTR}, D_N, \text{OTP}) \\
N \equiv C \Rightarrow (X + 1 \leftarrow \text{CTR}, D_N, \text{OTP})
\]

D10: From assumption A6 and derivation D9 and by applying the jurisdiction rule, we derive the following:

\[
N \equiv (\text{OTP}) \\
N \equiv (\text{OTP})
\]

Hence, our authentication scheme achieves mutual authentication and key agreement between N and C.

5.4.3 Simulation based on AVISPA tool

In this section, we show the details and results of the simulation of our protocol when using the AVISPA tool.
5.4.3.1 Simulation details

We begin by determining the security goals for the simulation. Our objective is to ensure the secrecy of a number of values, namely TK12, ns, sec_IDN2, CTRn1, CTRn2, and so forth. In addition, we want to be certain that C and N authenticate each other successfully.

Next, we write the HLPSL script for our authentication scheme. We define five roles: (1) role_C, which is played by the controller, (2) role_N1, which is played by the IoT device N1, (3) role_N2, which is played by the IoT device N2, (4) session, which defines the session role and all its declarations, and (5) environment, which instantiates all agents, variables, and functions and describes the simulation’s security goals. In the remainder of this section, we briefly describe each role.

![Role N2](image)

Fig. 5.10 shows the specification for role_N2 that is played by N2. Device N2 is
aware of all agents in the protocol (N2, C, and N1), the identities IDN1 and IDN2, which should be secured, the controller device identity (IDC), the public key of the controller Kb, the hash function H(·), and the send/receive channels Snd/Rcv. The (dy) notation indicates that the channels are following the Dolev-Yao model. At the first state “state 0,” N2 receives a start message “Rcv(start)” as a signal to begin the protocol run. N2 creates and computes some authentication parameters to authenticate with C; it picks a fresh value as a nonce Ctrn2 to be used as an incremental counter that is shared with C. Next, it generates a symmetric key Kn2 that will be shared with C and used to secure the communication sessions. The computations for DIDN2, Mn2, and HMACn2 follow the description of our scheme. N2 sends (IDC.DIDN2'.{IDN2.Ctrn2'.Kn2'.HMACn2'}_Kb) to C after being encrypted with C’s public key, as described in our scheme. For the second transition “State 2,” N2 receives the (DIDN2.IDC.{OTPn2'}_Kn2.HMACc') message from C. The computations of DIDN2 and HMACc’ follow the description of our scheme. For this transition, if HMACc’ appears as expected by N2, N2 accepts the message and continues processing the message. N2 then stores OTPn2’ to be used in the first data communication message, as explained in our scheme. For the third transition “State 4,” N2 receives the (DIDN2.IDC.{IDN1'.DIDN1'.TK12'}_Kn2.HMACc') message from C, which is about the communication session between N1 and N2. At this point, if HMACc’ appears as expected by N2, N2 accepts the message and resumes processing the message. Next, N2 picks a fresh value as nonce Ns to be used as a secret key in the HMAC between N1 and N2. N2 stores TK12, DIDN1, and Ns for the N1 and N2 session, as explained above in the protocol definition. The computations for M1c2 and HMACn2 follow the description of our scheme. N2 sends (IDC.DIDN2.{Ns'}_Kn2.HMACn2' to C after being encrypted using Kn2. For the fourth transition “State 6,” N2 receives the
(DIDN2.DIDN1’PoC’{M’}_TK12.HMACn12’) message from N1. Here, the validation of PoC and HMACn12 follows the description of our scheme. If these values are authentic, N2 decrypts the message and accepts the data. The “end role” at the end of the N2 role denotes the end of the role’s definition.

Fig. 5.11 shows the specification for the role played by C. C knows all other agents in the protocol (N2, C, and N1), the identities of IDN1 and IDN2, which should be secured, the controller device’s identity (IDC), the public key of the controller Kb, the hash function $H(\cdot)$, and the send/receive channels Snd/Rcv. The remaining part of the specification describes the different states of the protocol execution involving Role_C.

Fig. 5.12 shows the specification of the role played by N1. Device N1 is aware of all agents in the protocol (i.e., N2, C, and N1), the identities of IDN1 and IDN2, which should be secured, the controller device’s identity (IDC), the public key of the controller Kb, the
Figure 5.12: Role_N1

hash function H(·), and the send/receive channels Snd/Rcv.

Figure 5.13: Role_session

Fig. 5.13 shows the specification of the session role where all three agents’ roles are invoked and where all the session’s parameters are specified. First, all parameters and their declarations are presented. The predefined constants, which are Kb, IDN2, IDC, and IDN1, are included in this role. Second, each agent is assigned a send channel and a receive
channel under the local section. Under the composition section, the role is invoked for each agent, along with its constant values and functions. The N2 role is invoked with N2, C, and N1 as agents; Ka, Kb, and Kd as public keys; IDN2, IDC, and IDN1 as predefined constants; H as the hash function; and SA and RA as the send and receive channels, respectively, for N2. Similarly, the remaining roles are invoked in the same way.

```plaintext
role environment() def=
    const n2, c, n1 : agent, ka, kb, kd, ki : public_key, idn2, idc, idn1 : text, h: hash_func,
    ctrn2, ctrl2n2, ns, sec_idn2, tk12, ctrn1, ctr3n2, ctr2n1, ctrn1, ctr2n1, n2_c_ctrn2, n1_c_pob, n2_n2_poc, n1_c_ctr1n2 : protocol_id
    intruder_knowledge = {n2, c, n3, ka, kb, kd, ki, inv(ki)}
    composition
    session(n2, c, n1, ka, kb, kd, idn2, idc, idn1, h)
end role
```

Figure 5.14: Role_environment

Fig. 5.14 shows the specification of the environment role. In this role, one or more sessions are instantiated. At the beginning, all constants are instantiated and defined. The constants n2, c, and n1 instantiate the three agents N2, C, and N1, respectively. Here, ka, kb, and kd instantiate the Ka, Kb, and Kd keys, respectively. Also, idn2, idc, and idn1 instantiate IDN2, IDC, and IDN1, respectively. Next, h instantiates the hash function H. The protocol identifiers—ctrn2, ctr1n2, ns, sec_idn2, tk12, ctr2n2, ctr3n2, ctrn1, ctr1n1, ctr2n1, n2__ctr1n2, n1_c_pob,

n1_n2_poc, n1_c_ctr1n—are instantiated and defined as well. In the intruder knowledge section, all the relevant parameters that the intruder is assumed to know are provided prior to the execution. We assume that the intruder knows n2, c, and n1, as well as the hash h. In the composition section, the session is instantiated with the instances (n2, c, n1, ka, kb, kd, idn2, idc, idn1, h).

Fig. 5.15 shows the simulation goals that are defined under the “goal” keyword using
1. The protocol identifiers declared as “protocol_id.” The simulator is told to check the secrecy of the following parameters: ctr2n, ctr1n2, ns, sec_idn2, tk12, ctr2n2, ctr3n2, ctr1n1, ctr1n1, and ctr2n1. The authentication is performed using “n2_c_ctr1n2,” “n1_c_pob,” “n1_n2_poc,” and “n1_c_ctr1n.”

```plaintext
goal
  secrecy_of ctr2n
  secrecy_of ctr1n2
  secrecy_of ns
  secrecy_of sec_idn2
  secrecy_of tk12
  secrecy_of ctr2n2
  secrecy_of ctr3n2
  secrecy_of ctr1n1
  secrecy_of ctr1n1
  secrecy_of ctr2n1
  authentication_on n2_c_ctr1n2
  authentication_on n1_c_pob
  authentication_on n1_n2_poc
  authentication_on n1_c_ctr1n
end goal
```

---

Figure 5.15: Goal

---

the protocol identifiers declared as “protocol_id.” The simulator is told to check the secrecy of the following parameters: ctr2n, ctr1n2, ns, sec_idn2, tk12, ctr2n2, ctr3n2, ctr1n1, ctr1n1, and ctr2n1. The authentication is performed using “n2_c_ctr1n2,” “n1_c_pob,” “n1_n2_poc,” and “n1_c_ctr1n.”

```plaintext
environment()
```

---

Figure 5.16: Environment

---

Fig. 5.16 finally demonstrates the call of the main role “environment”.

### 5.4.3.2 Simulation results

In this section, the simulation results of our proposed protocol are presented. The results are based on the two widely accepted AVISPA back-end model checkers: OFMC and CL-AtSe. The security protocol animator (SPAN) is employed to interactively construct a message sequence chart (MSC) of the protocol execution from the HLPSL specification outlined earlier. Moreover, SPAN automatically initiates attacks on the HLPSL specification using the Dolev-Yao intruder model. The SPAN protocol simulation’s MSC corresponding to our HLPSL specification is shown in Fig. 5.17.

Fig. 5.18 demonstrates the protocol execution using SPAN animator software [4]. It
shows the full execution of our protocol under the intruder’s control.

In the AVISPA tool, the security properties, such as authentication, integrity, and secrecy, are defined in a separate section. When SPAN is executed, it verifies if the protocol satisfies the specified properties. SPAN will generate the attack trace if any attack is found, and it will consider the protocol unsafe. Fig. 5.19 presents the CL-AtSe back-end checker report that assures that our scheme is safe and that it satisfies all the specified security goals.

Fig. 5.20 shows the OFMC back-end checker report, which states that our scheme is safe, thus meeting the specified security goals.

The other two model checkers—SATMC and TA4SP—reported “NOT SUPPORTED” and produced “INCONCLUSIVE” results. Our protocol includes XOR operations that are not supported by the TA4SP back-end checker.
Figure 5.18: Snapshot of the protocol full execution using SPAN animator under the intruder's control

Figure 5.19: CL-AtSe summary report
Figure 5.20: OFMC summary report

5.5 Summary

The focus of this chapter was on introducing an authentication scheme for IoT systems that provides confidentiality, integrity, anonymity, unlinkability, and untraceability capabilities while achieving mutual authentication between the IoT and controller devices. The security of the proposed scheme was formally verified using the BAN logic and through simulation using the AVISPA toolset, and the results show that our scheme is safe. In addition, we conducted an informal security analysis of our scheme, showing that our scheme resists common attacks. Furthermore, we evaluated the efficiency of the scheme and compared it with other related schemes.
Chapter 6

Conclusion and Future Work

6.1 Conclusion

The Internet of Things (IoT) plays an important role in all facets of our daily lives. It benefits different fields, including healthcare, industrial appliances, sports, homes, etc. The IoT consists of billions of devices connected together over the internet that are able to gather and exchange data using IoT nodes and controllers.

The number of IoT devices is increasing at a very fast pace. It has been predicted by Gartner that the number of IoT devices will reach 20.4 billion by 2020 [17] [41] and 25 billion by 2025 [20]. The anticipated fast growth of IoT devices has led to serious security concerns for networks [18].

Cyber attackers are shifting their attention from traditional computers to IoT devices for malignant activities like exposing smart homeowner private information and/or to launch botnet attacks. Like for conventional networks, the security of IoT networks rests on how properly the authentication process is done. However, unlike conventional networks, the IoT infrastructure faces an uphill battle in deploying and operating strong authentication schemes.
because of inherent limitations on the underlying storage and computation capability.

The first contribution of this work is the introduction of a secure lightweight and key exchange protocol for various devices in the IoT network using a fog computing-based smart home network model. We proposed a secure method based on network segregation and nodes’ capabilities to mitigate insider threats. Moreover, the security of the proposed scheme is augmented using dynamic identities and temporary secret session keys that change in every session, and are exchanged in an unlinkable manner, improve the security of the proposed scheme.

The second contribution is the introduction of a mechanism to enforce the security policy during the authentication phase based on different methods, such as division of devices using virtual domain segregation in IoT smart home network to mitigate the outsider and insider threats. A new architecture based on fog computing was proposed to provide and support the identity assurance of IoT devices. This modified architecture was aimed at preventing identity theft (spoofing and masquerading attacks) by securing the real IoT nodes’ identities and make them known only by trusted players. We also proposed using a cumulative Keyed-hash chain a challenge-response mechanism which, is aimed at improving IoT security. Finally, we proposed an authentication scheme for IoT systems that provides confidentiality, integrity, anonymity, unlinkability, and untraceability properties while achieving mutual authentication between IoT devices and controller devices.

Furthermore, through the rigorous formal and informal security analysis of our protocols using the BAN logic and AVISPA tool, we show that our protocols are resilient against known attack methods. Besides, our protocols achieved the key security properties (e.g., anonymity, unlinkability) with a relatively limited performance overhead. Finally, we compared our protocols with other proposed protocols and showed that our protocols are in general more
efficient than recently proposed protocols.

6.2 Future Work

Our plans for future work include the following:

- We will extend the proposed protocol suite to consider cases where the IoT node leaves one particular home network and joins another network.

- We will allow an IoT device in one home network to communicate with an IoT device in another home network regardless of the underlying communication protocols.

- We will also explore how to reinforce the current capability of our scheme to thwart impersonation by adapting continuous authentication schemes, such as the approach proposed by Tsai et al. [55]. In their work [55], Tsai et al. presented a passive continuous authentication system based on physiological and soft biometrics technologies, namely face recognition and clothes’ color recognition, using interactive artificial bee colony algorithm. In the system, face recognition is considered the key component to controlling the authentication process, while soft biometric is seen as a supporting factor to overcome and remedy any potential security breach, such as account hijacking occurring while the user is temporarily away from the device.

- We will address or mitigate the impact of the key constraints of the proposed schemes, which is its reliance on a too-powerful controller, where the controller knows all the devices’ sensitive data. Under these settings, as soon as the controller is compromised, an intruder can gain knowledge of all sensitive data and then can perform any malicious actions.
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