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Abstract

There are many types of fraudulent activities happening today that open the loopholes of security, but email is a cheaper and widely known method for delivering false messages to potential victims. Spam is a form of email messages that is not only annoying for users but can provide a conduit for fraudulent or deceptive content delivery. In this project, a spam detector to identify an email as either spam or ham is built using n-gram analysis and supervised machine learning models. Three different algorithms are implemented and compared, namely naïve-Bayes, logistic regression and support vector machines (SVM). Experimental evaluation of the detector using a public dataset shows that the SVM and logistic regression attain the highest accuracy.
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Chapter 1 – Introduction

1.1 Background

As the number of internet users is growing, there has been a dramatic increase in the use of electronic email by users as part of their daily life, and as more and more people subscribe to different websites, products services, catalogs, newsletters, etc., users are more prone to receive annoying spam messages and fraudulent phishing messages.

Phishing is defined as a fraudulent attempt to obtain sensitive information such as usernames, passwords, bank account details by disguising oneself as a trustworthy entity in email communication [9]. Over the years, it has been discovered that people have gained an implicit knowledge, through which some users penetrate the walls of security and thus sending junk or spam messages which can direct them to provide sensitive information. It has been reported that the regular email messages sent around the world are about 50 billion [4]. Therefore, dealing and categorizing this huge number of emails is an important concern.

Before we discuss the main objective of this project, it is necessary to understand key aspects of spam messages. According to Information Technology [13], spam is defined as the unwanted email which generally contains content with an advertising or irrelevant content to multiple users, who never requested it. The main aim of spammers here is to attract the users to buy products and services of legitimate or prohibitive nature, with the end target of making money.

It is important to note that an email that contains a message with vendors website URL’s is not associated with a spam message since it contains content that might interest some people, but others don’t. This let us to conclude the common objectives of spamming email are:

- Promoting and selling products and services.
- Harvesting sensible information (from emails and passwords to bank accounts) via online lotteries, bank frauds and requests for help.
- Advertising concepts and ideologies.
- Sending viral spam such as infecting and turning the recipient computers into zombie PC’s and frauds such as identity theft.

Therefore, sending too many spam messages usually overloads the mail-inbox which is the most disturbing factor faced by many users. Hence, to ensure that users only receive messages that are important to them (say an email from a friend) and to prevent malicious activities on the Internet many email service providers use different security mechanisms to filter incoming messages. Some server engines embed white and black distribution host lists and automatically accept email if it is a valid host, otherwise rejects it and sends it into the junk folder. Other server engines use security mechanisms built on machine learning algorithms that classify email messages as spam or ham.

As discussed in [13], the common spam detection techniques that server engines use to determine the likelihood for a message to be spam are:
1. **Blacklist**
   This is one of the popular spamming detection method that works by stopping unwanted emails from the current list of senders that system administrators create. The maintained list contains a record of email addresses and IP hosts that have been previously used to send spam or junk messages. However, this technique sometimes misidentifies legitimate senders as spammers. False positives can result if a spammer happens to be sending junk mail from an IP address that is also used by legitimate email users.

2. **Whitelist**
   This is the opposite of blacklist. Whitelist lets specify which senders to allow mail from, rather than specifying which senders to block mail from. However, this means a valid user who is not registered would automatically be blocked and will be marked as false positive.

3. **Greylist**
   In the greylist system, the receiving inbox will initially discard messages from unknown users and automatically sends failure alerts to the originating server. If the message happens to originate second time, greylist would then let it proceed to the receiver’s mailbox and would add the name in the list of allowed senders. However, such filters cause delay in mail delivery, when you are expecting time sensitive messages.

4. **Content-based Filters**
   These filters evaluate the messages based on the phrases or words present in an email message. Though, such filters maintain a spam and ham words, maintaining the list is a tedious task.

5. **Heuristic Filters**
   As a rule of thumb, these filters process messages based on domain specific words. Instead of discarding messages that contain doubtful words, heuristic filters take multiple terms into concern found in a message. Skeptical words that are commonly found in spam messages such as “alert”, “immediately” receive higher points, while terms commonly used in every other message receive lower points. The filter calculates the final score and evaluates it against a certain value. However, heuristic filters tend to falsely flag legitimate messages as malicious, if the message contains a certain pattern of words.

6. **Bayesian Filters**
   As the name suggests, these filters apply Bayes theorem to calculate the words probabilities that occur in the messages. These filters are considered the superior form of word based filters. To determine the probability of a class, these filters scan every word of a message and computes the probability using a list based probabilistic model.
As discussed, the trending spam detection filters offer security mechanisms that can be embedded into the mail server engines but provide severe drawbacks. The classifiers covered in this project cover some of the severe drawbacks that are discussed above. To accomplish the problem of spam filtering, we are using n-grams on the content of an email message, due to their simplicity and scalability. This happens through the use of larger n values; a model can store more context with a well understood space-time tradeoff, where each word is composed of contiguous sequence of n items from a given message of content [8].

1.2 Objective and Approach

In this project, our primary goal is to filter the messages in such a way that the users only read messages that are important to them based on the email body using n-grams feature extraction technique. The extracted features are analyzed using machine learning classification. We explore three different supervised machine learning algorithms, namely, naïve-Bayes, logistic regression and support vector machine (SVM).

In our proposed approach, the n-grams are generated from the training dataset and are preserved accordingly to predict the unlabeled data for the classifiers. In this project, a spam analyzer is built that initially learns from the Spam Corpus. This helps to increase the accuracy of the classifiers during the testing phase while maintaining the sensitivity of the algorithms.

Another aspect of the proposed approach consists of exploring all the n-grams generated, whose frequencies are typically very low. This methodology consists of using the number of “junk” words contained in the messages, as many spam messages have a lot of rare words (often common words being misspelled and flagged as rare). Also, to predict the class of an email the classifiers use the Bag of Words (BOW) approach.

1.3 Data Sources

The training data used in the project is the ADCG SPAM DATASET, connected with CSDMC2010 SPAM corpus. The dataset consists of a variety of email messages, which include a complete format of standard email MIME (Multipurpose Internet Mail Extensions) defined in RFC22 and some of them contain scripting tags such as HTML or XML.

The training dataset consists of 2,500 mails both in .eml file, including 1,721 ham messages labeled as 1 and 779 spam messages labeled as 0. The files are shuffled in a single folder and their associated labels are stored in different folders, to ensure that a specific .eml file maps to its correct label when training a classifier [1].

The testing dataset used is from a different source. This allows checking the accuracy of classifiers on data samples completely different from the training samples. The testing dataset consists of the SpamAssassin public email messages, fit for testing the trained classifiers [10]. The corpus is distributed into three parts – ham, spam, and hard spam/ham. For the testing, we used a subset of the emails consisting of typical ham and spam.
1.4 Report Outline

The remaining chapters in the report are structured as follows: Chapter 2 discusses the most popular algorithms used to classify an email as spam or ham. Background information on these classification models is provided in this chapter. Chapter 3 illustrates the data pre-processing technique used to extract an email body and for feature extraction. The implementation of the classifiers and the evaluation of their performances are presented in Chapter 4. Chapter 5 makes concluding remarks and discusses future work.
Chapter 2 – Supervised Models

In this project, we are using a supervised learning approach in which a model learns from the training data, and then make predictions on the new samples, based on generalizing trend. In simple words, a supervised model classifies new samples based on mapped input-output pairs in the training stage. In this, every input sample is mapped to an output object called input-output pairs in the training phase which is then used to predict new examples in the testing phase [12].

In summary, supervised learning algorithms analyze the training data and produce an inferred function. The inferred function would then be used for assigning new examples. This way, the classifier will determine the class labels for unseen instances [12].

There are many different supervised learning algorithms. In the current project, we explore three popular algorithms, namely, naïve Bayes, logistic regression and support vector machine (SVM). We provide an overview of each of these algorithms in the following.

2.1 Naïve-Bayes

In machine learning, naïve Bayes is a commonly used classifier, known for its simplicity. It is so-called “naïve” because it assumes that each feature is independent [3]. It is a probabilistic classifier, which uses Bayes theorem to calculate probabilities used to train the model.

In probability theory, the Bayesian theorem is used to calculate the posterior probability \( P(A|B) \) from the prior probability \( P(A) \), \( P(B) \) and \( P(B|A) \) the probability of \( B \) given \( A \). The equation is shown below:

\[
P(A|B) = \frac{P(B|A)P(A)}{P(B)}
\]

Equation 2.1: Bayes theorem

Where,

- \( P(A|B) \) is the conditional probability of \( A \) given \( B \).
- \( P(A) \) is the prior probability of \( A \).
- \( P(B|A) \) is the conditional probability of \( B \) given \( A \).
- \( P(B) \) is the prior probability of \( B \).

In other words, say we are given some data sample \( X \) and binary query variable \( Q_1 \) and \( Q_2 \). Using the information given, naïve-Bayes classifier calculates the probability \( P(X|Q_1) \) and \( P(X|Q_2) \) inferred from the data sample for all effect variables. The probabilities are calculated and are used in the testing stage to label a variable.
To better understand with an example, suppose we have a group of data samples, each sample contains a feature “review” (can have the possible values such as good, best, bad and word) for a movie and its label “feedback” as positive and negative, referring whether a response is negative or positive) as depicted by table 2.1.

<table>
<thead>
<tr>
<th>Review</th>
<th>Feedback</th>
</tr>
</thead>
<tbody>
<tr>
<td>Good</td>
<td>Positive</td>
</tr>
<tr>
<td>Bad</td>
<td>Negative</td>
</tr>
<tr>
<td>Good</td>
<td>Negative</td>
</tr>
<tr>
<td>Best</td>
<td>Positive</td>
</tr>
<tr>
<td>Best</td>
<td>Positive</td>
</tr>
<tr>
<td>Bad</td>
<td>Negative</td>
</tr>
<tr>
<td>Good</td>
<td>Positive</td>
</tr>
<tr>
<td>Bad</td>
<td>Positive</td>
</tr>
<tr>
<td>Bad</td>
<td>Negative</td>
</tr>
<tr>
<td>Best</td>
<td>Negative</td>
</tr>
</tbody>
</table>

**Table 2.1:** Sample training set

From the above data sample, we get the following probabilities as illustrated in table 2.2.

| P(Feedback|Review) | Feedback |
|----------|----------|
| Good given positive | 2/10 |
| Good given negative  | 1/10 |
| Bad given positive  | 1/10 |
| Bad given negative  | 3/10 |
| Best given positive | 2/10 |
| Best given negative | 1/10 |

**Table 2.2:** Trained probabilistic model

To classify, whether a review “Best” is positive or negative feedback, we will calculate P(Positive|Best) and P(Negative|Best) and choose either of the maximum value. Now, according to naïve Bayes classifier:

\[
P(\text{Feedback}|\text{Review}) = \frac{P(\text{Review}|\text{Feedback})P(\text{Feedback})}{P(\text{Review})}
\]

**Equation 2.2:** Probability function

Putting values in the above equation, as depicted in the equation below:

\[
P(\text{Positive}|\text{Best}) = \left(\frac{2}{10}\right) * 0.5 = 0.1
\]
Equation 2.3: Probability of Positive (feedback) given Best (review)

\[ P(\text{Negative}|\text{Best}) = \left( \frac{1}{10} \right) \times 0.5 = 0.05 \]

Equation 2.4: Probability of Negative (feedback) given Best (review)

So, from the above calculations, it is evident that \( P(\text{Positive}|\text{Best}) > P(\text{Negative}|\text{Best}) \), and therefore labeled as “Positive”. Since the probability of feedback (good, bad and best) is a fixed constant value, so its presence does not affect the overall probability. Therefore, we can ignore the denominator when calculating the spam and ham probabilities in our case.

From the above description, we can say that naïve Bayes classifier is easy to implement and very powerful, especially when used in large datasets. With its completely feature independent attribute, it is popular in various modern applications. This includes text classification, spam filtering, sentiment analysis, real-time predictions and recommendation systems [11].

In summary, Naïve Bayes is a straightforward classifier to categorize classes of data set. It uses the concept of Bayes theorem, for holding independence between features to predict values in the testing dataset. It requires less training data and outperforms many other complex classifiers.

2.2 Logistic Regression

Logistic regression is a supervised learning approach that is based on regression models [5]. Logistic regression classifier predicts the value of a binary (dependent) variable, given the target variable is categorical and builds the model using the sigmoid function, and the same goes for continuous variable. This can be better understood with an example taken from [6].

Assume, we want to know a person is a male or female, given a factor of height. We can talk about the likelihood of being male or a female. Since males are considered to have a longer height than females in the majority of the population. As an example, assume that given the height, odd of being male are 0.9. Therefore, the probability of being male would be calculated using equation 2.5.

\[ \text{Odds} = \frac{p}{1 - p} \]

Equation 2.5: Odds function

Now, to calculate the odds of being female would be 0.1 \((1 - 0.9)\). So, the probability of female to male would be 0.11 \((1/9)\) from the sample distribution. After taking the natural log for each of the possibility calculated, we can also plot the logarithmic graph.

In logistic regression classifier, the dependent variable is a logit, which is the natural log of the odds, that is,
\[
\log(\text{Odds}) = \logit(P) = \ln \left( \frac{P}{1-P} \right)
\]

**Equation 2.6:** Odds Logit function

So, a logit is a log of odds and odds are a function of P. The classifier also involves a penalty factor C, with different values, that can make logistic regression to retain strength. This is typically used to regulate against overfitting, by not training the model to memorize, instead to generalize while learning from a trend.

In summary, logistic regression is more robust when compared with other classifiers, since the independent features don’t have to be normally distributed. It uses the concept of logit function, to weigh the features for calculating their frequencies in a binary variable. It takes less time to train the high volume of data.

### 2.3 Support Vector Machine

Support vector machine (SVM) is a supervised learning approach that is used to categorize samples of data, typically used for classification and regression analysis. In simple words, an SVM classifier makes likelihoods on hyper-planes, given the decision boundaries. For a given labeled training data, an SVM classifier produces an optimal hyperplane that labels new samples.

To illustrate in detail, an SVM is a representation of the points drawn in space (say a graph), mapped in a way that the various labels of different classes are depicted by a clear gap as wide as possible. The gap defines the width of the region to categorize new samples, on either side of the region obtained. Therefore, an SVM classifier builds a model that organizes new instances to either category, thus, a non-probabilistic binary linear classifier [2].

To better understand SVM with an example, say we are given a set of training examples, each marked as belonging to one or the other between the two categories. Here, we are discussing an instance of SVM classification based on a dataset for diagnosing cancer given in the UCI machine learning repository. Our main goal here is to find a region (separating line, say) for the two classes, as given in figure 2.1.
Figure 2.1: Purple and yellow class labels mapped in high dimensionality space

It is evident from figure 2.2 that the width of the region (separating line) should be somewhere between the purple and yellow dots mapped in space.

Figure 2.2: A sample partition of the region

The line separating the two classes should be between Y-axis 1.5 to 2, as shown in Figure 2.2. Therefore, given the separating line, if the new data point is mapped above the specific width of the region, it should be labeled to class purple, otherwise labeled as class yellow. SVM also provides a penalty factor C, which enables training a classifier in an efficient way.
In summary, SVM is more effective, in high dimensional spaces. It performs well when a suitable kernel function is used for the decision function. It is also memory efficient since it uses a subset of the training samples in the decision function called support vectors.
Chapter 3 – Data Analysis

An important aspect of data analysis is pre-processing. Pre-processing refers to the process of sanitizing the data, which means the conversion of raw data into a clean format and make it readable. This is done to ensure that the data gathered from various sources can be used in the analysis for making predictions. For example, various websites use analytical techniques to see what influences customers to buy products. Therefore, keeping only those words that will contribute to making assumptions increases the dimensionality of the problem.

For our project, pre-processing is done on all emails (.eml files) before any message is passed to any of the classifiers used. This includes all the training and testing emails. The processed data is then fed to an algorithm for the initial training, followed by the testing to classify the samples to either ham or spam. Our data analysis approach involves several phases; every phase is designed in a way that it takes input from an output received from its previous stage, to control the flow of data effectively. The basic flow diagram is illustrated in figure 3.1.

3.1 Email Extraction

The first step is the extraction of the email body. In this step, an email file is inputted to the program, where all HTML/XML tags, scripting, and the complete header information are removed. Header information such as sender/receiver address, subject, date, time and any other related data, included in an email header is eliminated and therefore returning a simple message for an algorithm to operate on. An example is shown in figure 3.2.
3.2 Email Lowercase

The second step is to lower case all email messages since we want our classifiers to treat two same words with different cases, the same. This means that keeping all features lowercase would have a higher impact on selecting features that contribute to marking text as either positive or negative. Therefore, this will help our classifiers to maintain similarity throughout the program, and we don’t have to use any logistics to treat the same words with different cases. An example is shown in figure 3.3.

Figure 3.2: Sample of email extraction

3.2 Email Lowercase

Martin A posted:
Tassos Papadopoulos, the Greek sculptor behind the plan, judged that the limestone of Mount Kerdylio, 70 miles east of Salonika and not far from the Mount Athos monastic community, was ideal for the patriotic sculpture. As well as Alexander's granite features, 240 ft high and 170 ft wide, a museum, a restored amphitheatre and car park for admiring crowds are planned.
---------------------
So is this mountain limestone or granite?
If it's limestone, it'll weather pretty fast.
---------------------

Figure 3.3: Sample of email lowercase

Martin A posted:
Tassos Papadopoulos, the Greek sculptor behind the plan, judged that the limestone of Mount Kerdylio, 70 miles east of Salonika and not far from the Mount Athos monastic community, was ideal for the patriotic sculpture. As well as Alexander's granite features, 240 ft high and 170 ft wide, a museum, a restored amphitheatre and car park for admiring crowds are planned.
---------------------
So is this mountain limestone or granite?
If it's limestone, it'll weather pretty fast.
---------------------

Figure 3.3: Sample of email lowercase
3.3 Email Digits

The third step is to remove all the digits from the email messages, since numbers don’t provide any relevant information for our analysis, except in visual form such as charts, graphs, etc. Also, going forward, our classifiers are designed to treat only text features and not any numbers, so any number in the range of (0 - 9) is removed. An example is shown in figure 3.4.

![Figure 3.4: Sample of email digits removed](image)

3.4 Email Punctuation

The fourth step is to remove all the punctuation marks because such marks are not helpful to operate on for an exploration of patterns, and messages including punctuation generally do not significantly convey any special meaning to classify whether an email is a spam or ham. Instead, such symbols terminate the programs from normal execution and break the flow of control. So, from the email messages, the set of symbols “[!” $#%&’()*+,-./:;<=>?@[\]^_`{|}~” are thoroughly removed. An example is shown in figure 3.5.

![Figure 3.5: Sample of email punctuation removed](image)
3.5 Email Spaces

The fifth step is to remove all the leading, trailing, middle and multiple duplicate spaces, to make the text more efficient and readable. This is done because invalid and extra spaces in the features generally increase the noise in text classification, and therefore reduces the precision and accuracy in the classifiers used. Also, n-grams generated for feature selection are generally composed of character phonemes constituting of spaces in between. Hence multiple spaces between the same words would let used classifiers to treat the same words differently.

3.6 Email Stop Words

The sixth step is to eliminate the words that are used in almost every email communication known as stop words. Words like the, are, all, are usually basic and non-informative words, and these words are not specific to either positive or negative domain and thus fail to provide any high-level meaning information to the classifiers used.

3.7 Email N-Grams

The seventh step is where the feature or attribute extraction is done to make n-grams for every email message called Bag of Words (BOW). These are then passed and processed by classifiers to initially train and then test the model by classifying an email sample as spam or ham. An instance of generated n-grams is shown in figure 3.6.

Figure 3.6: Email n-grams extraction
Chapter 4 – Evaluation and Results

The focus of this chapter is to test the email files with various classifiers and then discuss the conducted experiment built on top of the various supervised classifiers. The implementation is done in Python and the libraries used are pandas, NumPy, sci-kit-learn, together with the Jupyter Notebook and Sublime Text 3 used as an IDE.

4.1 Evaluation Metrics

To classify an email as spam and ham and for analyzing in-depth detail for each of the classifiers, the confusion matrix seems to be a perfect choice. This is because it is often used for binary classification and provides the required number of possible outcomes, which are best suited for predicting emails.

<table>
<thead>
<tr>
<th>Actual Spam (0)</th>
<th>Prediction Spam (0)</th>
<th>Prediction Ham (1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual Ham (1)</td>
<td>FP</td>
<td>TN</td>
</tr>
</tbody>
</table>

**Figure 4.1:** Confusion matrix

As depicted in Figure 4.1, the matrix shows all possible outcomes, which are defined as follows:

- True Positive (TP) – Observation is spam and is predicted to be spam.
- False Positive (FP) – Observation is ham but is predicted to be spam.
- True Negative (TN) – Observation is ham and is predicted to be ham.
- False Negative (FN) – Observation is spam but is predicted to be ham.

For the above-stated illustrations, terms that are commonly used to evaluate the efficiency of the classifiers include accuracy rate, recall, and precision, which are defined as follows:

- **Accuracy Rate** – Defined as the ratio of a total number of correctly predicted samples (ham and spam), divided by the total number of samples taken. Equation 4.1 defines accuracy.

\[
Accuracy = \frac{TP + TN}{TP + FN + FP + TN}
\]

**Equation 4.1:** Accuracy

- **Recall** – Defined as the ratio of correctly predicted spam samples divided by the total number of actual spam samples. This means that higher the value, the lesser the wrongly classified spam samples and hence, the class is correctly assigned.
Recall = \frac{TP}{TP + FN}

\textbf{Equation 4.2: Recall (TPR)}

- Precision – Defined as the ratio of correctly assigned spam samples, divided to the total number of predicted spam samples (out of ham and spam samples). The higher value of precision indicates that the class assigned as spam is indeed spam.

Precision = \frac{TP}{TP + FP}

\textbf{Equation 4.3: Precision}

Given the confusion matrix and the above-stated terms, terms such as True Positive Rate (TPR) and False Positive Rate (FPR) are also used to evaluate the labels assigned to either ham or spam. The terms TPR and FPR are defined as follows:

- TPR – It is a synonym of recall and is also directly proportional to the number of correctly classified spam samples.
- FPR – Defined as the ratio of falsely predicted ham samples to the total number of ham samples.

FPR = \frac{FP}{FP + TN}

\textbf{Equation 4.4: False Positive Rate}

TPR and FPR are used to sketch an ROC (Receiver Operating Characteristic) curve, by pointing FPR on X-axis against TPR on Y-axis, keeping in mind that for each axis the maximum range is 1. The ROC curve is used for graphical plotting of different threshold values for a specific parameter (in this case, a penalty factor C in LR and SVM). The plot usually describes the proportion of correctly classified spam samples when compared with falsely classified ham samples to estimate a classifier as the best, good or an average one. An illustration of the ROC curve is shown in figure 4.2.
It is important to note from the figure 4.2 that when the ROC curve is more towards the left side of the diagonal line, the classifier is described to be the best one, and a curve closer evaluates a classifier as a good or an average one, depending on the rates calculated. The classifier is described to assume samples rather than generalizing from what was previously learned as a poor evaluator when the ROC curve is approximately towards the right side of the line that separates the two regions in the best and poor classification range.

4.2 Experimental Results

The conducted experiment results are presented and examined in this section. The dataset used is pre-processed in the first stage, followed by the training and then tested by each of the classifiers to analyze their accuracies in different contexts. Table 4.1 lists the metrics used to evaluate the classifiers.

<table>
<thead>
<tr>
<th>Performance Metrics</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>TP</td>
<td></td>
</tr>
<tr>
<td>TN</td>
<td></td>
</tr>
<tr>
<td>Precision</td>
<td></td>
</tr>
<tr>
<td>Recall (TPR)</td>
<td></td>
</tr>
<tr>
<td>FPR</td>
<td></td>
</tr>
<tr>
<td>Accuracy</td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.1: Evaluation metrics

It is important to note here that we are calculating running time in context of predicting new message samples. The following hardware setup is used to run and test the classifiers:
1. OS – 4-core Intel Core i7 (MacBook Pro)
2. RAM – 16 GB
3. Storage – 256 GB
4. Language used – Python
5. Libraries – Pandas, scikit-learn, NumPy
6. IDE – Jupyter Notebook and Sublime Text3
7. Websites – Leetcode, Geeksforgeeks

4.2.1 Data Pre-Processing

To convert the raw data into a clean format, a step by step procedure is followed as discussed in chapter 3. The output is a clean body message, that is understandable and can easily be read. An instance is shown in figure 4.3 of how the typical email message looks like and its corresponding message in figure 4.4 when the same email is processed.

<table>
<thead>
<tr>
<th>Header Information</th>
<th>this is to inform that you have an assignment due on 27 August 2018. Assignments submitted after that date will be marked late and for each day &quot;1&quot; mark will be deducted.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sender – <a href="mailto:learncoding@school.com">learncoding@school.com</a></td>
<td></td>
</tr>
<tr>
<td>Receiver – <a href="mailto:student@uvic.ca">student@uvic.ca</a></td>
<td></td>
</tr>
<tr>
<td>Date – Sept 9, 2019</td>
<td></td>
</tr>
<tr>
<td>Time – 11:45 AM</td>
<td></td>
</tr>
<tr>
<td>Subject – Easy programming hacks</td>
<td></td>
</tr>
<tr>
<td>Priority – Very high</td>
<td></td>
</tr>
</tbody>
</table>

**Figure 4.3:** Typical email message  
**Figure 4.4:** Email pre-processed

4.2.2 N-Grams Features and Labeling

After the body messages are obtained, the features are extracted using the character phonemes of (5,5) n-grams in a Bag of Words (BOW). We are using label 1 to associate a ham email and label 0 for spam email.

Then, for training the naïve-Bayes classifier, we constructed the spam and ham dictionary which contained the n-grams constructed from the training dataset contained in both spam and ham emails. Each dictionary contained approximately 200,000 n-grams associated with their frequencies in both ham and spam dataset. An illustration is shown in figure 4.5 and 4.6.
Then for logistic regression and support vector machine, we store all the training email messages into a single .txt file (in a way that each row will correspond to one message) and all the labels associated with it into a separate .txt file. The labels are stored in a way that a message stored at 1st row in a file, its corresponding label will also be at the same row in a labeling file. This is illustrated through an example given in figure 4.7 and 4.8. Now that we have both the messages and labels, the data can be fed into the classifiers.
4.2.3 Naïve-Bayes Classifier

For the naïve-Bayes algorithm, we assume different values (say the probability of ham is greater than spam) to differentiate a ham message from a spam one. Since the features generated are discrete, so we do not have any tuning parameters. The results are shown in Table 4.2.

<table>
<thead>
<tr>
<th>Threshold</th>
<th>Test &lt; 1e-10</th>
<th>Test &lt; 1e-20</th>
<th>Test &lt; 1e-30</th>
<th>Test &lt; 1e-40</th>
</tr>
</thead>
<tbody>
<tr>
<td>TP (1398)</td>
<td>1124</td>
<td>1135</td>
<td>1139</td>
<td>1143</td>
</tr>
<tr>
<td>TN (2552)</td>
<td>2030</td>
<td>1992</td>
<td>1936</td>
<td>1857</td>
</tr>
<tr>
<td>Precision</td>
<td>68.28%</td>
<td>66.96%</td>
<td>64.90%</td>
<td>62.18%</td>
</tr>
<tr>
<td>Recall (TPR)</td>
<td>80.40%</td>
<td>81.18%</td>
<td>81.47%</td>
<td>81.75%</td>
</tr>
<tr>
<td>FPR</td>
<td>20.45%</td>
<td>21.94%</td>
<td>24.13%</td>
<td>27.23%</td>
</tr>
<tr>
<td>Accuracy</td>
<td>79.8%</td>
<td>79.1%</td>
<td>77.8%</td>
<td>75.9%</td>
</tr>
<tr>
<td>Time</td>
<td>5s</td>
<td>7s</td>
<td>6s</td>
<td>5s</td>
</tr>
</tbody>
</table>

Table 4.2: Classification results for naïve-Bayes classifier by varying the threshold. Note that TP and FN refer to the total numbers of true positives and false negatives, respectively.
Figure 4.9: ROC curve for naïve-Bayes

It can be observed from the table 4.2 that NB gives encouraging results with an average accuracy of about 78.15%. Since the calculated probabilities are very small (decimal point to 50s and even more), we have used the thresholds in the range of [1e-10, 1e-20, 1e-30, 1e-40]. We see that the classifier predicts ham samples more correctly when the ham probability is about 1e-10, and the detection rate decreases when the probability is too small.

Also, it is seen from the ROC curve depicted in figure 4.9 that the false positive and true positive rate increases as the true positive rate increases since the number of ham samples are correctly recognized when the test probe is rounded to a maximum value.

4.2.4 Logistic Regression

For the LR classifier, we select a specific kernel value of “rbf” and the penalty factor C to be [0.1, 0.2, 1, 5, 10]. The results are shown in table 4.3.

<table>
<thead>
<tr>
<th>Threshold</th>
<th>C = 0.1</th>
<th>C = 0.2</th>
<th>C = 1</th>
<th>C = 5</th>
<th>C = 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>TP (1398)</td>
<td>1341</td>
<td>1358</td>
<td>1362</td>
<td>1366</td>
<td>1377</td>
</tr>
<tr>
<td>TN (2552)</td>
<td>2412</td>
<td>2420</td>
<td>2443</td>
<td>2469</td>
<td>2493</td>
</tr>
<tr>
<td>Precision</td>
<td>90.54%</td>
<td>91.14%</td>
<td>92.59%</td>
<td>94.27%</td>
<td>95.89%</td>
</tr>
<tr>
<td>Recall (TPR)</td>
<td>95.92%</td>
<td>97.13%</td>
<td>97.42%</td>
<td>97.71%</td>
<td>98.49%</td>
</tr>
<tr>
<td>FPR</td>
<td>5.48%</td>
<td>5.17%</td>
<td>4.27%</td>
<td>3.25%</td>
<td>2.31%</td>
</tr>
<tr>
<td>Accuracy</td>
<td>95.01%</td>
<td>95.64%</td>
<td>96.32%</td>
<td>97.08%</td>
<td>97.97%</td>
</tr>
<tr>
<td>Time</td>
<td>8s</td>
<td>9s</td>
<td>8s</td>
<td>8s</td>
<td>10s</td>
</tr>
</tbody>
</table>
Table 4.3: Performance results for logistic regression by varying the penalty factor C.

![ROC curve for LR](image)

**Figure 4.10:** ROC curve for LR

It can be observed from the table 4.3 that LR guesses the number of spam and ham samples correctly when the penalty factor (C) is highest, and it then achieves the highest accuracy with top precision and recall values. We see that larger values of C provide more freedom to the model and conversely smaller values of C restrict the model more. It is also noted from the ROC curve depicted in figure 4.10 that LR provides the false positive rate with an average value of 4.09% and the rate is exponentially decreased as the detection rate (i.e. TPR) increases.

It is also noted that LR provides the moderate FPR value that consistently decreased as the true positive and true negative values increased with the increase in the regularization parameter C. This means that the classifier can offer a minimum value of 2.31 associated with the penalty factor C = 10, and after that point the rates calculated were same throughout.

4.2.5 SVM

For the SVM classifier also, we select a specific kernel value of “rbf” and the penalty factor C to be [0.1, 0.2, 1, 5, 10]. The results are shown in table 4.4.
<table>
<thead>
<tr>
<th>Threshold</th>
<th>C = 0.1</th>
<th>C = 0.2</th>
<th>C = 1</th>
<th>C = 5</th>
<th>C = 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>TP (1398)</td>
<td>1325</td>
<td>1336</td>
<td>1331</td>
<td>1323</td>
<td>1328</td>
</tr>
<tr>
<td>TN (2552)</td>
<td>2482</td>
<td>2492</td>
<td>2540</td>
<td>2544</td>
<td>2542</td>
</tr>
<tr>
<td>Precision</td>
<td>94.98%</td>
<td>95.70%</td>
<td>99.10%</td>
<td>99.39%</td>
<td>99.25%</td>
</tr>
<tr>
<td>Recall (TPR)</td>
<td>94.77%</td>
<td>95.56%</td>
<td>95.20%</td>
<td>94.63%</td>
<td>94.99%</td>
</tr>
<tr>
<td>FPR</td>
<td>2.74%</td>
<td>2.35%</td>
<td>0.47%</td>
<td>0.31%</td>
<td>0.39%</td>
</tr>
<tr>
<td>Accuracy</td>
<td>96.37%</td>
<td>96.91%</td>
<td>98%</td>
<td>97.97%</td>
<td>97.89%</td>
</tr>
<tr>
<td>Time</td>
<td>14s</td>
<td>16s</td>
<td>15s</td>
<td>16s</td>
<td>15s</td>
</tr>
</tbody>
</table>

Table 4.4: Performance results for SVM by varying the penalty factor C.

Figure 4.11: ROC curve for SVM

It can be observed from the table 4.4 that SVM produces the top results when the penalty factor (C) is chosen with the value of 1. The detection rate (i.e. TPR) increases with the increase in penalty factor and provides an average accuracy of about 97%, however at a certain point of time the detection rate decreases. This happens due to large value of penalty factor C, that makes SVM classifier to over fit the training data and thus leads to loss in generalization properties of the classifier. The recall value is approximately the same for all factors, but the precision value increased when the maximum number of samples were exactly determined. It is also noted from the ROC curve depicted in figure 4.11 that SVM provides the lowest false positive rate of about 1.25% that is continuously decreased when the penalty factor is highest.

It is also distinguished that the true positive and true negative rates calculated by using SVM classifier provided similar false positive rates when the value of C was chosen in the range of [1,10] and no such difference in the values of true positive and true negative.
To summarize the results obtained, Table 4.5 illustrates a comparison between each of the classifiers used w.r.t the factors such as TP, TN, Precision, Recall (TPR), FPR, accuracy and the time taken. For each of the classifiers, the average results are presented.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Naïve-Bayes</th>
<th>LR</th>
<th>SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>TP</td>
<td>1135</td>
<td>1360</td>
<td>1328</td>
</tr>
<tr>
<td>TN</td>
<td>1953</td>
<td>2447</td>
<td>2520</td>
</tr>
<tr>
<td>Precision</td>
<td>65.58%</td>
<td>92.88%</td>
<td>97.68%</td>
</tr>
<tr>
<td>Recall (TPR)</td>
<td>81.19%</td>
<td>97.33%</td>
<td>95.03%</td>
</tr>
<tr>
<td>FPR</td>
<td>23.43%</td>
<td>4.09%</td>
<td>1.25%</td>
</tr>
<tr>
<td>Accuracy</td>
<td>78.15%</td>
<td>96.40%</td>
<td>97.42%</td>
</tr>
<tr>
<td>Time</td>
<td>6s</td>
<td>9s</td>
<td>15s</td>
</tr>
</tbody>
</table>

Table 4.5: Comparison of NB, LR and SVM

As evident from the Table 4.5, the results strongly settle with the classifiers as explained in chapter 3. By analyzing the results, it is clear that:

- Naïve-Bayes classifier performs above average with an accuracy of approximately 78% which is a decent performance in this context. This means that the classifier predicts new samples correctly most of the time, considering all the n-grams and no tuning parameter required. However, NB has the highest FPR compared to other classifiers which make it less optimal.

- Logistic regression classifier offers an accuracy rate of about 96% comparatively higher than naïve-Bayes and takes more time when predicting new samples. On the other side, SVM also offered similar performance and produces satisfactory recall and precision values as is clear from the TPR value calculated.

- It is also noticed that out of the three classifiers, LR provides the best true positive rate (highest TP value means lower value of FN), since it guesses number of spam samples correctly than SVM, which provides the best precision value (highest TP value), means that the class is correctly recognized (small number of FP).

- It is also obvious that SVM offers the minimum FPR value when compared with LR. This is the result of providing a reasonable set of training data that guided SVM to provide...
optimal results in the testing stage, whereas LR on the other side, attained the maximum detection rate with the increase in penalty factor C.

- In summary, for the given dataset used, SVM has demonstrated to be the best classifier and is efficient in terms of recognition capability. The performance rate calculated is approximately 97% and top recall and precision values. This happens because of the specific kernel value used. However, SVM might not be the optimal choice when the dataset is huge as it is demonstrated to consume the maximum time, whereas naïve-Bayes delivers the same results, but less robust than LR.
Chapter 5 – Conclusion

5.1 Summary

In this project, an attempt to review various machine learning classifiers for classification of messages as either spam or ham is discussed. The conducted study started with data analysis, followed by the training of supervised models used and then the testing for evaluating performance. The experiment used publicly available datasets and common evaluation metrics for estimating the performance.

During analysis, it is observed that naïve-Bayes is a good classifier for spam filtering problems by applying Bayes theorem with a strong assumption that the n-grams generated are individually contributing. However, the initial training time to construct both the spam and ham dictionaries (which contain n-grams with their associated probability from the total training dataset) took around 9 hours and hence proven to be time and memory consuming in the initial stage, but once the probabilistic model was trained, naïve-Bayes performed extremely fast when compared with other classifiers.

On the other hand, logistic regression and SVM offered similar performance and each of them has proven to be optimal for spam detection. Despite all the factors mentioned, it is noted that a classifier is best fitted when it provides the highest precision value (precision is inversely proportional to FP, therefore the lower value of FP provides higher precision value by predicting the number of ham samples correctly), even if it compensates accuracy.

5.2 Future Work

The supervised models discussed in this project have their pros and cons and, there is no universal classifier which is a suitable fit for every classification problem. To further improve the performance of the classifiers used, there exists the possibility of additional steps of data analysis. In the conducted experiment, we have only eliminated stop words that are generally used in every other email, therefore keeping those words that are specific to spam and ham domain can provide much more information to the classifiers during the training stage.

Another scope of this project is that we have studied classifiers that are in trend for almost every real-time analysis problem and so, there is still space for complex supervised models such as random forest, neural networks and decision trees, etc.
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