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ABSTRACT

A grid graph is a finite embedded subgraph of the infinite integer grid. A solid grid graph is a grid graph without holes, i.e., each bounded face of the graph is a unit square. The reconfiguration problem for Hamiltonian cycle or path in a solid grid graph $G$ asks the following question: given two Hamiltonian cycles (or paths) of $G$, can we transform one cycle (or path) to the other using some “operation” such that we get a Hamiltonian cycle (or path) of $G$ in the intermediate steps (i.e., after each application of the operation)? In this thesis, we investigate reconfiguration problems for Hamiltonian cycles and paths in the context of two types of solid graphs: rectangular grid graphs, which have a rectangular outer boundary, and L-shaped grid graphs, which have a single reflex corner on the outer boundary, under three operations we define, flip, transpose and switch, that are local in the grid.

Reconfiguration of Hamiltonian cycles and paths in embedded grid graphs has potential applications in path planning, robot navigation, minimizing turn costs in milling problems, minimizing angle costs in TSP, additive manufacturing and 3D printing, and in polymer science.

In this thesis, we introduce a complexity measure called bend complexity for Hamiltonian paths and cycles in grid graphs, and using those measures we measure complexity of a grid graph $G$ and give upper and lower bounds on the maximum bend complexity of an $m \times n$ grid graph. We define three local operations, flip, transpose and switch, where local means that the operations are applied on vertices that are close in the grid but may not be close on the path or cycle. We show that any Hamiltonian cycle or path can be reconfigured to any other Hamiltonian cycle or path in an $m \times n$ rectangular grid graph, where $m \leq 4$, using $O(|G|)$ flips and transposes, regardless of the bend complexities of the two cycles. We give algorithms to reconfigure 1-complex Hamiltonian cycles in a rectangular or L-shaped grid graph $G$ using $O(|G|)$ flips and transposes, where the intermediate steps are also 1-complex Hamiltonian cycles. Finally, we establish the structure of 1-complex Hamiltonian paths between diagonally opposite corners $s$ and $t$ of a rectangular grid graph, and then provide a strategy, based on work in progress, for designing an algorithm to reconfigure between any two 1-complex $s, t$ Hamiltonian paths using switch operations.
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Chapter 1

Introduction

The existence of Hamiltonian cycles and paths, named after the Irish mathematician Sir William Rowan Hamilton, is a very well known and well studied topic in mathematics and computer science. Hamilton [59] invented a game he called the Icosian game which asks the player to find a Hamiltonian cycle, i.e., a cycle that visits every vertex exactly once, in the edge graph of the dodecahedron. This gave rise to the Hamiltonian cycle or path problem: given a graph, is there a cycle, or a path between two specific vertices of the graph, that visits every vertex of the graph exactly once?

Researchers have explored the existence of Hamiltonian cycles or paths in a graph, and the time and space complexities of algorithms finding such a cycle or path when it exists; they have also enumerated, counted and generated Hamiltonian cycles and paths as we will discuss in Section 1.2. But until recently, the reconfiguration of Hamiltonian cycles and paths has remained unexplored.

Reconfiguration problems arise from exploring the solution space of some particular problem. For example, a solution space of the Hamiltonian cycle problem for a specific graph $G$ would contain all possible solutions of the problem, i.e., all possible Hamiltonian cycles in $G$. Reconfiguration of the Hamiltonian cycles of $G$ asks the following question: can we transform one Hamiltonian cycle of $G$ to another Hamiltonian cycle of $G$ using some operations such that the intermediate steps are also Hamiltonian cycles of $G$? In this thesis we seek the answer to this question for Hamiltonian cycles and paths in grid graphs.

The rest of the chapter is organized as follows. In the next section, we give a formal account of the research questions we solve in this thesis. Section 1.2 discusses background and related work, and Section 1.3 describes some of the many theoretical and practical applications that have motivated our research. Section 1.4 gives the
main contributions of this thesis, and presents the organization of the chapters of the thesis for the reader.

1.1 Research Questions

A grid graph is a finite subgraph of the infinite integer grid. In this thesis, we assume that the grid graphs are always embedded. When studying the reconfiguration of Hamiltonian cycles and paths in a grid graph, we first try to measure the complexity of a grid graph and ask the following questions.

Question 1. How can we measure the complexity of a Hamiltonian cycle or path in an embedded grid graph $G$?

![Figure 1.1: How much “more complex” is the Hamiltonian cycle in (a) than the Hamiltonian cycle in (b)?](image)

Question 2. Can we measure the complexity of $G$ itself in terms of the complexities of the cycles and paths of the graph $G$?

In Chapter 2 we propose answers to these questions that also give us insight into the structures of Hamiltonian paths and cycles in grid graphs. Understanding the structures of Hamiltonian cycles and paths in grid graphs helps us define operations local in the grid (see Chapter 2) that we use in the design of algorithms for reconfiguration in later chapters.

Question 3. Can we define operations to reconfigure Hamiltonian cycles and paths in grid graphs using properties of grid graphs such as limited degree and the fact that the graph is embedded? When do the operations preserve Hamiltonicity?

Question 4. How is the complexity of the cycle or path affected by these operations?
Question 5. How are the operations related to each other?

By defining the operations we are going to use to reconfigure one Hamiltonian cycle (or path) of some grid graph $G$ to another, we are actually also implicitly defining the solution space graph $G(G)$, where the vertices of $G(G)$ are Hamiltonian cycles (paths) of $G$, and an edge $(u, v)$ between two vertices $u$ and $v$ of $G(G)$ denotes that one of the operations we defined transforms a Hamiltonian cycle (path) represented by $u$ to the other cycle (path) represented by $v$. We then explore connectivity of the solution space graph $G(G)$ by asking the following questions.

Question 6. Given two Hamiltonian cycles/paths of a grid graph, can we reconfigure one to the other using the operations we defined, i.e., is the solution space graph connected under the operations we defined? How many operations do we need?

Question 7. In a reconfiguration problem for Hamiltonian cycles (paths), if the complexities of the starting and ending cycles (paths) are the same, can we give an algorithm that keeps the complexity unchanged in the intermediate cycles/paths?

We answer these questions in Chapters 4 and 5 for cycles, and in Chapter 6 we address them for paths. We describe our contributions in more detail in Section 1.4.

1.2 Background

In this section, we discuss previous work on Hamiltonian cycles and paths, and on reconfiguration problems in general.

1.2.1 Knight’s Tour and Traveling Salesperson Problems

Historically, the root of Hamiltonian cycle and path problems can be traced back to the knight’s tour problem: give a sequence of moves for a knight on a chessboard so that the knight visits every square of the board exactly once. This problem was studied by Euler in 1759 [43] for an $8 \times 8$ chessboard. Later researchers studied the problem extensively by considering variations of the size of the board (e.g., $7 \times 7$ [40], $4 \times 4$ [66], boards with an even number of squares [22], etc.); by considering the problem in which the knight must visit all the squares except a specific square; and by applying various techniques [8, 30, 106, 41, 42]. Takefuji [117] gave a parallel algorithm to solve the knight’s tour problem on an $m \times n$ board using neural network
computation, while Lin and Wei [89] gave a linear time \((O(mn))\) sequential algorithm to solve the problem for arbitrary \(m, n\).

Another generalization of the Hamiltonian cycle and path problem is the Traveling Salesperson Problem or TSP for short: given a list of cities and the distance between each pair of cities, what is the shortest route for a traveling salesperson to visit each city and return to the first city? Although the origin of this problem can be traced back to a German handbook printed in 1832 [86], the problem was not of mathematical interest until Thomas Kirkman and William Hamilton studied it in the later half of the 19th century; a detailed account of their work can be found in the book Graph Theory 1736–1936 by Biggs, Lloyd and Wilson [10]. In the 1920’s and 1930’s, Karl Menger popularized the problem. Whitney coined the term “Traveling Salesperson Problem” around 1932 [123]. A chronological account can be found in the article entitled “On the History of Combinatorial Optimization (Till 1960)” by Alexander Schrijver [113]. Since the 1930’s, numerous variations of the TSP have been studied by many researchers [34, 93, 4, 85, 90, 47, 63, 58, 45, 32, 11] as a fundamental problem in the theory of computer science. Arora [7] gave a polynomial time approximation scheme for the Euclidean TSP, which had been proved to be an NP-complete problem by Garey et al. [49] and Papadimitriou [105].

1.2.2 Hamiltonian Cycles and Paths in General Graphs

The Hamiltonian cycle problem was one of the first problems to be proved to be NP-complete [48, 38]. In his seminal paper “Reducibility among Combinatorial Problems” in 1972, Richard Karp proved NP-completeness of several problems including the Hamiltonian cycle problem for both directed and undirected graphs [79]. Tait conjectured in 1884 that every three-connected cubic planar graph has a Hamiltonian cycle which was disproved by Tutte in 1946 [118]. Tutte provided a counterexample by constructing a graph of 46 vertices. Later Garey, Johnson and Tarjan [50] showed that the Hamiltonian cycle problem remains NP-complete for planar cubic graphs that are 3-connected, using Tutte’s example from [118] as a base for their gadget construction. Plesník [108] proved NP-completeness of the problem for planar digraphs with maximum degree three and degree bound two (i.e., the indegree or outdegree of any vertex is at most two).

Apart from computational complexity results, sufficient conditions were given by Dirac [39], Pósa [109], Bondy [15], Ore [103], Chvátal and Erdős [28, 27], Rahman
and Kaykobad [110] among many others. For more detailed surveys please check [56, 9, 82, 21, 33, 87, 65, 13].

1.2.3 Hamiltonian Cycles and Paths in Grid Graphs

Hamiltonian path and cycle problems have been studied in detail in the context of grid graphs as initiated by Luccio and Mugnia in 1978 [91]. In 1982, Itai, Papadimitriou and Szwarcfiter [68] showed that it is NP-complete to decide whether a general grid graph (i.e., the boundary of the grid graph is not necessarily a rectangle and the graph may have holes; see Figure 1.2(a)) has a Hamiltonian path or a Hamiltonian cycle. They also gave necessary and sufficient conditions for a rectangular grid graph to have a Hamiltonian cycle, and gave an algorithm to find a Hamiltonian path between any two vertices in a rectangular grid graph if it exists. Recently, Chen et al. [25] improved their algorithm for finding a Hamiltonian path between any two vertices.

Itai et al. left the Hamiltonian cycle problem open for solid grid graphs (a grid graph without holes but the outer boundary is not necessarily rectangular; see Figure 1.2(b)). Later Umans and Lenhart [119, 120] gave a polynomial time algorithm to find a Hamiltonian cycle (if it exists) in a solid grid graph using a cycle merging technique. They start by finding a 2-factor (i.e., a set of disjoint cycles that exactly
covers the vertices of the given solid grid graph $G$). Then they repeatedly transform the 2-factor to reduce the number of components. This process ends either with one component that is a Hamiltonian cycle, or with multiple components, in which case no Hamiltonian cycle exists. Their work is partly based on the findings of Bridgeman in her Bachelor’s thesis [20].

Everett [44] solved the Hamiltonian path problem in several specific restrictions of grid graphs by breaking the graphs into rectangular subgraphs. Afrati [1] gave a linear time algorithm for finding Hamiltonian cycles in restricted grids, which are left-aligned stacks of decreasing-length grid strips. Cho and Zelikovsky [26] studied spanning closed trails containing all the vertices of a grid graph. They showed that the problem of finding such a trail is NP-complete for general grid graphs, but solvable for a subclass of grid graphs that they called polyminoes; see Figures 1.3(b)–(c). Sheffield [114] gave an algorithm to determine whether a polyomino graph (which is a polymino without holes by Cho and Zelikovsky’s definition [26]) with $V$ number of vertices is Hamiltonian or not in $O(V^2)$ steps.

![Figure 1.3](image)

Figure 1.3: (a) Restricted grid graphs studied by Afrati [1]. (b) A polyomino is a grid graph where every edge of the graph appears on a unit size bounded cell, (c) a grid graph that is not a polyomino; the red edges do not appear on the boundary of any unit cell of the graph.

Researchers have explored other grids as well. Reay and Zamfirescu [111] and Gordon et al. [55] studied triangular grid graphs that are Hamiltonian. Islam et al. [67] showed that the problem of finding a Hamiltonian cycle is NP-complete for hexagonal grid graphs by reduction from the problem of finding a Hamiltonian circuit in a planar bipartite graph of maximum degree 3 (which is also an NP-complete
problem). In 2009, Arkin et al. [6] studied the Hamiltonicity of grid graphs (i.e. the existence question for a Hamiltonian cycle) and proved several complexity results for different classes of square grids, triangular grids, and hexagonal grids. Zamfirescu and Zamfirescu [125] gave sufficient conditions for a grid graph to be Hamiltonian. Hou and Lynch [64] proved NP-completeness of the Hamiltonian cycle problem for grid graphs of “semiregular tessellations”.

Apart from the computational complexity of Hamiltonian cycle problem, combinatorial aspects of the problem have also been studied. Conway et al. [31] gave an algorithm to compute self-avoiding walks on $n \times n$ grid graphs for up to 39 steps. Based on Conway’s method, Bousquet-Mélou et al. [19] gave an algorithm to compute all the self-avoiding walks from the top left corner of a square lattice to the bottom right corner, where $n \leq 19$. Knuth [81] gave an algorithm called Simpath to enumerate all simple paths between any two vertices in a graph. Following Knuth’s algorithm, Iwashita et al. [76] gave an algorithm in 2013 to enumerate all Hamiltonian paths from the top left corner to the bottom right corner of an $n \times n$ grid graph. Their algorithm can compute up to $n = 25$, which is an improvement over previous results. Jacobsen [77] counted the number of Hamiltonian chains (defined as sets of $k$ disjoint paths whose union visits each vertex exactly once, where $k = 0$ and $k = 1$ correspond to a Hamiltonian cycle and a Hamiltonian path, respectively) on square lattices in two and three dimensions. In two dimensions, they enumerated chains on an $n \times n$ lattice up to $n = 12$, walks up to $n = 17$, and cycles up to $n = 20$. Pettersson [107] used a dynamic programming technique to enumerate Hamiltonian circuits on a square lattice of size 26.

Niderhausen [99] gave recurrence relations for the number of paths between diagonally opposite corners of a rectangular grid graph that pass through at least $I$ points from a fixed lattice. Myers [97] gave an algorithm to enumerate Hamiltonian cycles in a grid graph of specific size. Göbel [51] gave the exact number of Hamiltonian cycles for a $3 \times n$ grid and the denominator of the generating function for the $4 \times n$ grid.

Kwong and Rogers [84] and Kwong [83] introduced and studied a matrix method to count the number of Hamiltonian cycles in an $m \times n$ grid graph when $m = 4, 5$. Collins and Krompart [29] used their method to give generating functions to count the number of Hamiltonian paths between the lower left corner and upper right corner of an $m \times n$ rectangular grid for $m \leq 5$ and $n$ arbitrarily large. Recently, Keshavarz-Kohjerdi and Bagheri [80] gave necessary and sufficient conditions for the existence of Hamiltonian paths in some “alphabet” grid graphs. Ruskey and Sawada [112]
studied “bent Hamiltonian cycles”, i.e., Hamiltonian cycles that have each edge in a successive pair of edges in a different dimension, in $d$-dimensional grid graphs. Stoyan and Strehl [115] gave an algorithm to enumerate the number of Hamiltonian cycles in an $m \times n$ grid graph by systematically constructing a finite automaton.

### 1.2.4 Reconfiguration Problems

Reconfiguration problems have attracted much attention in recent years. Although arising mostly from theoretical interest, some reconfiguration problems suggest practical applications. For example, the POWER SUPPLY RECONFIGURATION problem [70] deals with a scenario in which a power supply network has to be reconfigured while providing power to all the customers during the transition steps. Insight into the solution space of a reconfiguration problem may be useful in developing heuristics. Other practical applications of reconfiguration problems include maintaining a firewall in a changing network, assigning frequencies in a changing mobile network, and motion planning and robot movement [94, 121].

A very natural reconfiguration problem arises in the popular “sliding block puzzles”, where usually a rectangular block has to be slid into a desired position. Hearn and Demaine [61] showed that the problem is PSPACE-hard even when all the blocks (and the free space that allows the sliding) are $1 \times 2$ rectangles packed in a rectangle. Bonsma and Cereceda [17] showed that the reconfiguration of $k$-colorings of graphs, where at each step the color of one vertex is changed to get another valid $k$-coloring of the graph, is PSPACE-complete for $k \geq 4$, and it remains PSPACE-complete for bipartite graphs and planar graphs. Bonamy et al. [14] studied vertex coloring reconfiguration as well.

A SAT reconfiguration problem asks the following question: given two satisfying truth value assignments $A$ and $B$ for a boolean SAT formula $F$, can we move from $A$ to $B$ by changing the truth value of one variable at a time such that the truth value assignments satisfy $F$ in the intermediate steps? Gopalan et al. [52] showed that reconfiguration problems of all intractable (i.e., NP-complete) SAT problems are PSPACE-complete. Ito et al. [70] studied complexity of several reconfiguration problems including POWER SUPPLY RECONFIGURATION, INDEPENDENT SET RECONFIGURATION, VERTEX COVER RECONFIGURATION, CLIQUE RECONFIGURATION. In the POWER SUPPLY RECONFIGURATION problem, the initial and final configurations can be represented as subsets $G'$ and $G''$ of a bipartite graph $G = (U, V, E)$ where
one vertex set $U$ represents power stations with fixed capacities and the other vertex set $V$ represents customers with fixed demands, such that the supply from each power station does not exceed its capacity in $G'$ and $G''$; and at each reconfiguration step one of the customers is moved from one supplier to another such that the move does not violate the capacity restrictions of the power stations. In INDEPENDENT SET RECONFIGURATION, the initial and final configurations are independent sets of a given graph of size at least $k$ (a given integer); and at each step one vertex can be added or removed such that the size of the independent set is at least $k - 1$. The VERTEX COVER RECONFIGURATION and CLIQUE RECONFIGURATION problems have definitions similar to the INDEPENDENT SET RECONFIGURATION problem. Ito et al. [70] showed that although all of the above reconfiguration problems are PSPACE-complete, there are some reconfiguration problems that are in P, such as MINIMUM SPANNING TREE RECONFIGURATION (replace an edge of the given MST with another edge of the graph such that we get another MST) and MATCHING RECONFIGURATION (add or remove one edge from the current matching at a time such that there are at least $k - 1$ edges in each intermediate matching).

Reconfiguration of independent sets was studied by Kamiński et al. [78] under three models: token sliding, token jumping and token addition/removal, where token means a vertex of the current independent set, and token sliding means replacing a vertex with one of its neighbors such that we get another independent set of the same size, and token jumping means replacing a vertex with any other vertex of the graph which is not necessarily a neighbor of the vertex removed, and token addition/removal means either adding or removing a vertex at any step. Reconfiguration of independent sets was also studied by de Berg et al. [35] where they exchanged exactly $k$ vertices (or tokens) at each step instead of just one, and by Demaine et al. [36]. Haddadan et al. [57] showed that the reconfiguration of dominating set is PSPACE-complete for planar graphs, where each of the initial, the final, and the intermediate dominating sets has cardinality at most $k$ and at each step exactly one vertex is either added or deleted. Mouawad et al. [95] later proved that problem to be W[2]-hard.

Ito et al. [73] studied reconfiguration of cliques and showed that the problem is PSPACE-complete for perfect graphs; Ito et al. [74] studied reconfiguration of vertex covers. Cereceda et al. studied reconfiguration of vertex coloring [23] (where the color of a single vertex is changed at any one step) and also reconfiguration of 3-coloring [24]. Reconfiguration of list vertex coloring was studied by Ito et al. [72], Hatanaka et al. [60], and Osawa et al. [104], while Ito and Marcin studied list edge
coloring reconfiguration [71]. Other reconfiguration problems that have been studied recently include subset sum reconfiguration by Ito and Demaine [69], shortest path reconfiguration by Bonsma [16], Steiner tree reconfiguration by Mizuta et al. [92], reconfiguration of drawings of planar graphs by Alamdaru et al. [3], reconfiguration of maximum-weight matchings by Ito et al. [75], and reconfiguration of dominating sets of cardinality at most $k$ by Mynhardt [98]. For a detailed survey, please see [102].

1.2.5 Reconfiguration of Hamiltonian Cycles and Paths

There have been very few and only recent works on reconfiguration of Hamiltonian cycles. Lignos [88] showed in his PhD thesis that it can be decided in linear time whether a Hamiltonian cycle can be reconfigured to another Hamiltonian cycle using switch operations in a graph of maximum degree 5. Takaoka [116] has shown that deciding whether there is a sequence of switch operations between two given Hamiltonian cycles is a PSPACE-complete problem for chordal bipartite graphs, strongly chordal split graphs, and bipartite graphs with maximum degree 6. On the other hand, a sequence of switches to reconfigure one cycle to another can be obtained in linear time for bipartite permutation graphs and unit interval graphs. None of the above work considers embedded graphs, however, and hence the structure of the embedded Hamiltonian cycle does not play a role in the reconfiguration.

We introduced the notion of bend complexity for Hamiltonian cycles in grid graphs, and studied reconfiguration of Hamiltonian cycles of bend complexity 1 in a rectangular grid graph [100] and in an $L$-shaped grid graph [101]. We presented our results in international conferences with review committees. This previously published work is described in detail in Chapter 4 and Chapter 5, respectively.

1.3 Motivations and Applications

The idea of applying local operations to reconfigure one cycle or path into another was inspired by the study of transforming triangulations by “flipping” one edge at a time. In 1936, Wagner introduced the problem by showing that any “triangulation” (i.e., a planar graph where every face including the outer face is a triangle) can be transformed into a canonical form, and hence can be transformed into any other triangulation [122]. Researchers since have studied different aspects of this problem (see [18] for a detailed survey).
Our interest in reconfiguration of Hamiltonian cycles and paths in grid graphs increased as we discovered many theoretical and practical applications as we describe below.

### 1.3.1 Path Planning and Robot Navigation

Hamiltonian paths and cycles in grid graphs model a variety of applications including robotic path planning problems [54]. Suppose a vacuum cleaning robot is cleaning an indoor environment mapped as a grid graph, and to prevent damage to the floor, the robot must visit each vertex exactly once. The problem then gives rise to a Hamiltonian path or cycle problem [53]. Another application is exploring an area (e.g., a forest, a university campus) with a given map. By overlaying the map with a grid graph, exploring the whole area is reduced to a Hamiltonian cycle problem.

Winter [124] studied modeling routes for robots by considering the cost of turns, for example the turning angle or the necessity to turn. Reconfiguration of Hamiltonian cycles or paths can be applied to find cycles or paths where turn cost is minimized.

### 1.3.2 Turn Costs and Angle Costs

A fundamental problem of manufacturing is to produce mechanical parts from metal or wooden blocks by clearing areas within a region defined by a specified boundary, called a **pocket**, from the material. The process of clearing is called **milling**. It is a well known computational geometry problem to find an **optimal** tour for the cutting tool or head [62], where the objective function to be optimized may have a variety of definitions.

Arkin et al. considered milling tours where turn cost is minimized [5]. Fellows et al. [46] considered graph milling problems with turn cost minimization. In both these cases, our study in bend complexity and reconfiguration to change bend complexity would be applicable, as it would be in minimizing angle costs in TSP as studied by Aggarwal et al. [2].

### 1.3.3 Additive Manufacturing

In Additive Manufacturing such as 3D printing, finding a Hamiltonian cycle for the printing head is of utmost importance [96], and the print head moves in a grid. A popular technique is to start with any initial **cycle** and then to reconfigure it to a
cycle with desired properties, e.g., least number of turns, least number of switchings between different colored regions, etc. Our reconfiguration technique using operations that are local in the grid may help to keep computation and manufacturing costs relatively low in this scenario.

1.3.4 Application in Chemistry

Enumeration of Hamiltonian paths and cycles has found application in polymer science [37, 12], where Hamiltonian cycles have been used to model what are called “collapsed polymer globules”. In this model, the number of Hamiltonian cycles on a lattice (or grid graph) corresponds to the entropy of a polymer system on the grid in what is called “a collapsed but disordered phase”.

1.4 Our Contributions

We now list our contributions as well as lay out the organization of the rest of the chapters.

- In Chapter 2, we have the following results.
  
  1. We study the structure of Hamiltonian cycles in grid graphs. We introduce a measure called bend complexity to measure the complexity of a Hamiltonian cycle or path in a rectangular grid graph.

  2. By studying the complexity of Hamiltonian cycles and paths in a grid graph, we determine the complexity of the embedded graph. We give upper and lower bounds on the maximum complexity of the graph.

  3. We define three operations, flip, transpose and switch, that are local in the graph for reconfiguration. Note that Lignos [88] and Takaoka [116] did not take locality in the graph into consideration.

- In Chapter 3, we show that the solution space of the Hamiltonian cycle and path problems in rectangular grid graphs is connected under our local operations when one of the grid dimensions is less than 5.

- In Chapter 4, we show that any Hamiltonian cycle with bend complexity 1 can be reconfigured to any other such cycle using a linear number of flips and
transposes in a rectangular grid graph, while preserving the bend complexity in the intermediate steps.

• In Chapter 5, we achieve similar results for L-shaped grid graphs, i.e. grid graphs without holes and an L-shaped polygon tracing the outer boundary.

• In Chapter 6, we establish the structure of a Hamiltonian path $P$ of bend complexity 1 from the top left corner to the bottom right corner of a rectangular grid graph by providing structure theorems (Theorems 6.1, 6.2 and 6.3). We then give a research program to design an algorithm to reconfigure any such path to any other such path using switch operations.

• Chapter 7 summarizes our results, discusses some work in progress, and provides some interesting open problems arising from our work.
Chapter 2

Grid Graphs: Definitions

A grid graph is a finite embedded subgraph of the infinite two-dimensional integer grid. A solid grid graph is a grid graph without holes, i.e., each bounded face of the graph is a unit square. The boundary of a solid grid graph is the boundary cycle of the outer face of the grid graph. In this thesis, we discuss solid grid graphs with two specific boundary shapes: rectangular and L-shaped.

An $m \times n$ rectangular grid graph (or $m \times n$ grid graph for short) is a solid grid graph such that the outer boundary is an $(m - 1) \times (n - 1)$ rectangle as shown in Figure 2.1(a). An L-shaped grid graph is a solid grid graph whose boundary is L-shaped with a single reflex corner as shown in Figure 2.1(b).

Figure 2.1: (a) A rectangular grid graph embedded on the grid. (b) An L-shaped grid graph with labeled corners and boundary edges.
In this chapter we do the following.

1. In Sections 2.1 and 2.2, we define some terminology for rectangular and L-shaped grid graphs, and for Hamiltonian cycles and paths, respectively.

2. In Section 2.3, we define three operations flip, transpose and switch that are “local” in the grid. These operations are used in reconfiguration algorithms in later chapters (namely Chapters 3, 4, 5, and 6).

3. In Section 2.4, we give a new complexity measure for Hamiltonian cycles and paths in grid graphs that we call bend complexity. Using this complexity measure we define bend complexity of a grid graph. We then give upper and lower bounds on the “bend complexity of a rectangular grid graph”.

2.1 Grid Graph Terminology

Let $G$ be a grid graph, either rectangular or L-shaped. Throughout this thesis, we assume that $G$ is embedded on the integer grid such that the top left corner vertex is at $(0,0)$. We also assume that the positive $y$ direction is downward and that the positive $x$ direction is to the right, as shown in Figure 2.1. A vertex of $G$ with integer coordinates $(x,y)$ is denoted by $v_{x,y}$. For a vertex $v$ of $G$, $x(v)$ and $y(v)$ denote its $x$– and $y$–coordinates, respectively.

2.1.1 Subgrids

Let $G'$ be an embedded subgraph of $G$ such that $G'$ is either a rectangular or an L-shaped solid grid graph. We call $G'$ a subgrid of $G$. If $G'$ has a rectangular boundary, we call it a rectangular subgrid of $G$; otherwise, $G'$ has an L-shaped boundary and we call it an L-shaped subgrid of $G$. See Figure 2.2.

A cell is the $1 \times 1$ square outlined by a bounded face of $G$.

2.1.2 Tracks

Row $j$ is the subgraph of $G$ induced by the set of vertices of $G$ with $y$-coordinate $j$, and Column $i$ is the subgraph of $G$ induced by the set of vertices of $G$ with $x$-coordinate $i$. A horizontal track $t^h_j$ is a rectangle determined by the pair of Rows $j$ and $j+1$ (including the boundary vertices and edges) that is inside $G$; a vertical track
Figure 2.2: Examples of subgrids: (a) a rectangular grid graph, and (b) an L-shaped grid graph. L-shaped subgrids are shown in blue and rectangular subgrids are shown in pink.

$t_i^v$ is the rectangle determined by the pair of Columns $i$ and $i + 1$ that is inside $G$. See Figure 2.3.

Figure 2.3: (a) A vertical track $t_2^v$ in a rectangular grid graph. (b) A horizontal track $t_4^h$ in an L-shaped grid graph.

The *interior of a track* is the interior of the rectangle that defines the track.
2.1.3 Boundaries of the Grid Graph

The boundary of $G$ is the boundary cycle of the outer face of $G$. Note that the boundary of $G$ is the only face boundary of $G$ that may have more than four vertices. If $G$ is a rectangular grid graph, then we call Columns 0 and $n - 1$ the west (W) and east (E) boundaries, and Rows 0 and $m - 1$ the north (N) and south (S) boundaries. See Figure 2.1(a).

On the other hand, if $G$ is an L-shaped grid graph, then we call Columns 0 and $x(e)$ the west (W) and far-east (FE) boundaries; Rows 0 and $y(e)$ are the near-north (NN) and south (S) boundaries. The vertices on Column $x(d)$ from $b$ to $d$ (inclusive) comprise the near-east (NE) boundary and the vertices on Row $y(d)$ from $d$ to $f$ (inclusive) comprise the far-north (FN) boundary. See Figure 2.1(b).

2.2 Hamiltonian Paths and Cycles

In this thesis we give algorithms to reconfigure Hamiltonian cycles in rectangular and L-shaped grid graphs ( Chapters 4 and 5, respectively). Using the reconfiguration results of those two kinds of cycles we design algorithms to reconfigure Hamiltonian paths between the top-left and bottom-right corners $s$ and $t$ of a rectangular grid graph (Chapter 6). We now define the terminology we use throughout the thesis.

**Definition 2.1** (Hamiltonian cycle). A Hamiltonian cycle in a grid graph is a cycle that visits each vertex of the graph exactly once.

**Definition 2.2** ($s, t$ Hamiltonian path). An $s, t$ Hamiltonian path in an $m \times n$ rectangular grid graph $G$ is a path from the top-left corner vertex $s = v_{0,0}$ to the bottom-right corner vertex $t = v_{n-1,m-1}$ of $G$ that visits each vertex of $G$ exactly once.

In this thesis, any Hamiltonian path we discuss has endpoints at $s$ and $t$.

2.3 Local Operations

In this section, we define three operations on Hamiltonian cycles and paths that are local on the grid. By local we mean that the operations are performed on vertices and edges that are close in $G$ but may be far apart on the Hamiltonian cycle/path. Let $G$ be an $m \times n$ grid graph and let $C$ be a Hamiltonian cycle of $G$. We define the first
two of our three operations as operations on cycle $C$, noting that these operations are also applicable to paths of $G$.

### 2.3.1 Flip

We define some terminology needed to define the flip operation.

**Definition 2.3** (Flippable subgrid). Let $G'$ be a $3 \times 2$ or a $2 \times 3$ rectangular subgrid of $G$, where the vertices $a, b, d, f, e, c$ appear on the boundary of the outer face of $G'$ in clockwise order, and the corner vertices of $G'$ are $a, b, f, e$. Let $C$ be a Hamiltonian cycle of $G$ such that only the edges $(a, c), (c, d), (d, b)$ and $(e, f)$ of $G'$ are included in $C$. We call $G'$ a flippable subgrid of $G$ with respect to $C$.

**Definition 2.4** (Flip). Let $G'$ be a flippable subgrid of $G$ in $C$. A flip operation on $C$ in $G'$ is performed by replacing the path $a, c, d, b$ with edge $(a, b)$, and by replacing edge $(e, f)$ with path $e, c, d, f$.

We denote a flip operation on $C$ in the subgrid $G'$ by $\text{Flip}(a, f)$ or $\text{Flip}(b, c)$, where $\{a, f\}$ and $\{b, c\}$ are the two pairs of diagonally opposite corner vertices of $G'$. See Figure 2.4(a). We now prove some properties of flip.

**Lemma 2.1.** Let $G'$ be a flippable subgrid of $G$ with respect to $C$. Then a flip operation on $C$ in $G'$ gives another Hamiltonian cycle $C'$ of $G$.

**Proof.** Without loss of generality, assume that $G'$ is the $3 \times 2$ subgrid shown in Figure 2.4(a). A flip on $G'$ is performed in two steps. First, replacing the path $a, c, d, b$ with edge $(a, b)$ gives a Hamiltonian cycle on $G - \{c, d\}$. The next step is replacing edge $(e, f)$ with path $e, c, d, f$, which gives a Hamiltonian cycle $C'$ of $G$. See Figure 2.4(b). \qed

**Observation 2.1.** Let $C$ be a Hamiltonian cycle of $G$ and let $G'$ be a flippable subgrid of $G$ with respect to $C$. Let $C'$ be a Hamiltonian cycle of $G'$ obtained by applying a flip on $C$ in $G'$. Then $G'$ is flippable with respect to $C'$ and applying a flip on $C'$ in $G'$ gives back the Hamiltonian cycle $C$ of $G$.

### 2.3.2 Transpose

We define some terminology needed to define the transpose operation.
Figure 2.4: (a) A flip on a Hamiltonian cycle $C$ in a grid graph. (b) Illustration for the proof of Lemma 2.1.

**Definition 2.5** (Transposable subgrid). Let $G''$ be a $3 \times 3$ rectangular subgrid of $G$, where the vertices $a, b, g, h, i, f, e, c$ appear on the boundary of the outer face of $G''$ in clockwise order, and the corner vertices of $G''$ are $a, g, i, e$. The vertex $d$ of $G''$ is the only vertex that does not appear on the boundary of the outer face of $G''$. Let $C$ be a Hamiltonian cycle on $G$ such that the edges $(a, c), (f, d), (d, b), (b, g), (g, h), (h, i)$ are included in $C$. Either or both or neither of the edges $(e, c)$ and $(e, f)$ might be on $C$. We call $G'$ a transposable subgrid of $G$ with respect to $C$ with pin vertex $e$.

Now we define our second operation, transpose. The terminology is roughly inspired by matrix terminology as we interchange the roles of rows and columns. Here, we are rotating around the diagonal $(c, g)$, without affecting the grid edges incident to the pin vertex $e$. The pin vertex pinpoints those grid edges in the transposable subgrid $G'$ that are not affected by the transpose operation.

**Definition 2.6** (Transpose). Let $G''$ be a transposable subgrid of $G$ with respect to $C$ with pin vertex $e$. A transpose operation on $C$ in $G''$ is performed by replacing the path $f, d, b, g, h, i$ with edge $(f, i)$, and by replacing the edge $(a, c)$ with path $a, b, g, h, d, c$.

We denote a transpose operation on $C$ in the transposable subgrid $G''$ with the pin vertex $e$ by $Xpose(e, g)$, where $g$ is the corner of $G'$ that is diagonally opposite of $e$. See Figure 2.5(b). We now prove some properties of transpose.

**Lemma 2.2.** Let $G''$ be a transposable subgrid of $G$ with respect to $C$. Then a transpose operation on $C$ in $G''$ gives another Hamiltonian cycle $C'$ of $G$.

**Proof.** Without loss of generality, assume that $G''$ is the $3 \times 3$ subgrid shown in Figure 2.5(a) with pin vertex $e$, and the vertices of $G$ appear on $C$ in the cyclic order...
shown in Figure 2.5(b). A transpose on $G''$ is performed in two steps. First, replacing the path $f, d, b, g, h, i$ with edge $(f, i)$ gives a Hamiltonian cycle on $G - \{b, g, h, i\}$. The next step is replacing edge $(a, c)$ with path $a, b, g, h, d, c$, which gives a Hamiltonian cycle $C'$ of $G$. See Figure 2.5(b).

**Observation 2.2.** Let $C$ be a Hamiltonian cycle of $G$ and let $G''$ be a transposable subgrid in $C$ with pin vertex $e$. Let $C'$ be a Hamiltonian cycle of $G$ obtained by applying a transpose on $C$ in $G'$. Then $G''$ is transposable with respect to $C'$ with pin vertex $e$, and applying a transpose on $C'$ in $G''$ with the same pin vertex $e$ gives back the Hamiltonian cycle $C$ of $G$.

### 2.3.3 Switch

Let $G$ be a rectangular grid graph. We first define some terminology needed to define our third local operation, *switch*.

**Definition 2.7 (Cycle-Path Cover).** A cycle-path cover $P$ of $G$ is a set of cycles and paths that collectively covers all the vertices of $G$.

**Definition 2.8 (Switchable cell).** Let $P$ be a cycle-path cover of $G$. Let $f$ be a cell of $G$ such that $P$ covers exactly two edges of $f$, and these are not incident to a common vertex. Then $f$ is a switchable cell.

We now make a definition of *switch* based on the definition of *switch* given by Lignos [88] and Takaoka [116], but in contrast to their definition, our switch is applied locally to a cell of an *embedded* grid graph.
**Definition 2.9 (Switch).** Let $\mathbb{P}$ be a cycle-path cover of $G$. Let $f$ be a switchable cell of $G$ with the vertices $a, b, d, c$ on the boundary of $f$ in clockwise order, and let the edges $(a, c)$ and $(b, d)$ be the only edges of $f$ that are in $\mathbb{P}$. Then a switch operation on $\mathbb{P}$ in $f$ replaces $(a, c)$ and $(b, d)$ with $(a, b)$ and $(c, d)$.

![Figure 2.6](image-url)

Figure 2.6: (a) A switch replaces edges $(a, c)$ and $(b, d)$ with $(a, b)$ and $(c, d)$. (b) A switch on an $s, t$ Hamiltonian path $P = \mathbb{P}$ gives a cycle-path cover $\mathbb{P}'$ consisting of one path from $s$ to $t$ and one cycle.

See Figure 2.6 for an example of switch. We now observe some properties of switch.

**Lemma 2.3.** Let $P$ be an $s, t$ Hamiltonian path of $G$ and let $f$ be a switchable cell of $G$. Then a switch operation in $f$ gives a cycle path cover of $G$ consisting of a single cycle and a single path from $s$ to $t$.

**Proof.** Without loss of generality, assume that $f$ is as shown in Figure 2.6(a). We consider two cases.

**Case 1.** If neither of $s$ and $t$ is incident to $f$, we assume without loss of generality that $P = s, \ldots, a, c, \ldots, d, b, \ldots, t$. Removing the two edges $(a, c)$ and $(b, d)$ gives us a cycle-path cover of $G$ consisting of three paths $s, \ldots, a; c, \ldots, d; \text{ and } b, \ldots, t$. Adding the edge $(a, b)$ gives a cycle path cover of $G$ consisting of two paths $s, \ldots, a, b, \ldots, t; \text{ and } c, \ldots, d$. Then adding the edge $(c, d)$ connects the two endpoints of the second path to make it a cycle. Therefore, the final cycle-path cover of $G$ consists of a single path from $s$ to $t$ and a single cycle.

**Case 2.** Suppose that $s = a$. The case when $t = d$ is similar. Without loss of generality assume that $P = s, c, \ldots, d, b, \ldots, t$. Removing the two edges $(s = a, c)$ and $(b, d)$ gives us a cycle-path cover of $G - s$ consisting of two paths $c, \ldots, d, \text{ and } b, \ldots, t$.\[\text{ }\]
Adding the edge \((s, b)\) gives a cycle path cover of \(G\) consisting of two paths \(s, b, \ldots, t\); and \(c, \ldots, d\). Then adding the edge \((c, d)\) connects the two endpoints of the second path to make it a cycle. Therefore, the final cycle-path cover of \(G\) consists of a single path from \(s\) to \(t\) and a single cycle.

**Lemma 2.4.** Let \(\mathcal{P}\) be a cycle path cover of \(G\) consisting of a single cycle \(C\) and a single path \(P\) from \(s\) to \(t\). Let \(f\) be a switchable cell of \(G\) such that each of \(C\) and \(P\) covers one edge of \(f\). Then a switch operation in \(f\) gives an \(s, t\) Hamiltonian path of \(G\).

**Proof.** Without loss of generality, assume that the vertices \(a, b, d, c\) appear on the boundary of \(f\) in clockwise order, and let \(C\) and \(P\) cover the edges \((c, d)\) and \((a, b)\), respectively. See Figure 2.6(b). We consider two cases.

**Case 1.** If neither of \(s\) and \(t\) is incident to \(f\), we assume without loss of generality that \(P = s, \ldots, a, \ldots, b, \ldots, t\). Removing the two edges \((a, b)\) and \((c, d)\) gives us a cycle-path cover of \(G\) consisting of three paths \(s, \ldots, a; b, \ldots, t\); and \(c, \ldots, d\). Adding the edge \((a, c)\) gives a cycle path cover of \(G\) consisting of two paths \(s, \ldots, a, c, \ldots, d\); and \(b, \ldots, t\). Then adding the edge \((b, d)\) connects the two paths giving the \(s, t\) Hamiltonian path \(s, \ldots, a, c, \ldots, d, b, \ldots, t\) of \(G\).

**Case 2.** Suppose that \(s = a\). The case when \(t = d\) is similar. Without loss of generality assume that \(P = s, b, \ldots, t\). Removing the two edges \((s, a, b)\) and \((c, d)\) gives us a cycle-path cover of \(G - s\) consisting of two paths \(c, \ldots, d;\) and \(b, \ldots, t\). Adding the edge \((s, c)\) gives a cycle path cover of \(G\) consisting of two paths \(s, c, \ldots, d\) and \(b, \ldots, t\). Then adding the edge \((b, d)\) connects the two paths to give the \(s, t\) Hamiltonian path \(s, c, \ldots, d, b, \ldots, t\) of \(G\).

### 2.3.4 Relationships among Local Operations

We now show that the operations flip and transpose can be described as a pair switch operations. Although we describe the operations in the context of Hamiltonian cycles, they are applicable in the context of Hamiltonian paths as well.

**Relationship between Flip and Switch**

Let \(C\) be a Hamiltonian cycle of \(G\) with the \(3 \times 2\) flippable subgrid \(G'\) as shown in Figure 2.7(a). The only switchable cell in \(G'\) is shown in blue. Then we can perform a *flip* in \(G'\) by applying two switches. The first switch is applied in the blue cell which
Figure 2.7: (a) A flip operation done by performing two switch operations, and (b) a transpose operation done by performing a pair of switch operations.

Relationship between Transpose and Switch

Assume that $G''$ is a $3 \times 3$ transposable subgrid of $G$ in $C$ as shown in Figure 2.7(a). Then we can perform a transpose in $G'$ by applying two switches. The first switch is applied in the blue cell which gives a cycle-path cover $\mathcal{P}$ of $G$ consisting of two cycles: a cycle $b,d,h,g,b$ of length 4 and another cycle covering all the other vertices of $G$. The pink cell of $G'$ now contains an edge from each of the cycles of $\mathcal{P}$. The second switch is performed in the pink cell to merge the two cycles of $\mathcal{P}$ to give a Hamiltonian cycle of $G$. 

then gives a cycle-path cover $\mathcal{P}$ of $G$ consisting of two cycles: one cycle covers the vertices $a,c,e$ and the other cycle covers the vertices $b,d,f$ of $G'$. Then the pink cell of $G'$ also becomes a switchable cell of $G$ such that it contains an edge from each of the cycles of $\mathcal{P}$. The second switch is performed in the pink cell to merge the two cycles of $\mathcal{P}$ to give a Hamiltonian cycle of $G$. 

Figure 2.7: (a) A flip operation done by performing two switch operations, and (b) a transpose operation done by performing a pair of switch operations.

Relationship between Transpose and Switch

Assume that $G''$ is a $3 \times 3$ transposable subgrid of $G$ in $C$ as shown in Figure 2.7(a). Then we can perform a transpose in $G'$ by applying two switches. The first switch is applied in the blue cell which gives a cycle-path cover $\mathcal{P}$ of $G$ consisting of two cycles: a cycle $b,d,h,g,b$ of length 4 and another cycle covering all the other vertices of $G$. The pink cell of $G'$ now contains an edge from each of the cycles of $\mathcal{P}$. The second
switch is performed in the pink cell to merge the two cycles of \( \mathbb{P} \) to give a Hamiltonian cycle of \( G \).

### 2.4 Bend Complexity

Let \( G \) be a solid grid graph, and let \( C \) be a Hamiltonian cycle of \( G \). The *bend complexity of a vertex \( v \) on \( C \) is the minimum number of turn-free subpaths of \( C \) needed to connect \( v \) to a boundary of \( G \). Thus the boundary vertices of \( G \) have bend complexity 0. We now introduce a new complexity measure for Hamiltonian cycles in \( G \).

**Definition 2.10 (Bend Complexity of a Cycle).** The *bend complexity* \( B(C) \) of \( C \) is the maximum bend complexity of any of the vertices of \( G \) on \( C \).

![Diagram](image)

**Figure 2.8:** An 18-complex cycle. The vertex \( u \) on the N boundary has bend complexity 0. The internal vertices \( v, p \) and \( q \) have bend complexities 3, 11 and 18, respectively. Note that \( v \) is a bend vertex whereas \( p \) and \( q \) are not bend vertices.

We call \( C \) a *\( k \)-complex Hamiltonian cycle* when \( B(C) = k \); see Figure 2.8 for an example. Similarly we define *bend complexity for Hamiltonian paths* as follows.

**Definition 2.11 (Bend Complexity of a Path).** Let \( P \) be a Hamiltonian path of \( G \). The *bend complexity* \( B(P) \) of \( P \) is the maximum bend complexity of any of the vertices of \( G \) on \( P \).

The *cycle bend complexity* \( B(G) \) of a grid graph \( G \), or simply the *bend complexity* of \( G \), is the maximum bend complexity \( B(C) \) of any Hamiltonian cycle \( C \) of \( G \), i.e.,
$B(G) = \max\{B(C)|C \text{ is a Hamiltonian cycle of } G\}$. Note that the minimum possible bend complexity, taken over all Hamiltonian cycles for $G$, is 1. In this section we prove an asymptotically tight linear bound $\Theta(mn)$ for $B(G)$.

The rest of this section is organized as follows. In Section 2.4.1, we show how local operations can change or preserve bend complexity of a cycle or a path. We then give upper and lower bounds on $B(G)$ in Sections 2.4.2 and 2.4.3, respectively.

### 2.4.1 Changing Bend Complexity with Local Operations

As we will see in Chapter 3, local operations such as flip can reduce or increase the bend complexity of a cycle. Take the example in Figure 2.9. The bend complexities of the two cycles $C$ and $C'$ are 1 and 2, respectively. $C'$ can be obtained from $C$ by performing the flip operation $\text{Flip}(v_0,1,v_2,2)$ which increases the bend complexity of the cycle. On the other hand, a flip in the same subgrid performed on $C'$ gives back $C$ reducing the bend complexity of the cycle $C'$.

![Figure 2.9: Flip operation changing bend complexity of Hamiltonian cycles $C$ and $C'$ between 1 and 2.](image)

However, in Chapters 4 and 5, we will only perform flips and transposes on 1-complex Hamiltonian cycles that preserve the bend complexity, i.e., the operations we perform keep the cycle 1-complex. Figure 2.10 shows examples of such flip and transpose operations.

### 2.4.2 Upper Bound on $B(G)$

Let $G$ be an $m \times n$ grid graph, where $m, n \geq 3$, and let $C$ be a Hamiltonian cycle of $G$. Since any bend on $C$ that is on the boundary of $G$ has level 0, the bend
complexity of $C$ arises from bends at the internal vertices (i.e., the vertices not on the boundary). There are $mn$ vertices in total in $G$ and $2(m + n - 2)$ of them are boundary vertices. Therefore, the number of internal vertices is $mn - 2(m + n - 2)$.

From each of the internal vertices, we can take two subpaths on the cycle to reach a boundary (N, S, E, or W). Let $v$ be any internal vertex and let $P_1$ and $P_2$ be the two subpaths of $C$ from $v$ to a boundary. Then the bend complexity of $v$ on $C$ is the number of segments on the subpath $P \in \{P_1, P_2\}$ that has the lowest number of segments on it. To compute the highest possible bend complexity for $v$, assume that $P_1$ and $P_2$ cover all the internal vertices of $G$, and the two subpaths bend at each internal vertex of $G$. Then there would be at most half of the internal vertices on $P$. Therefore, the bend complexity of $v$, and hence the bend complexity $B(C)$ of $C$, is at most $\frac{mn - 2(m + n - 2)}{2} = \frac{mn}{2} - m - n + 2$. Thus $B(G) \leq \frac{mn}{2} - m - n + 2$. 

Figure 2.10: (a) Flip and (b) transpose operations preserving the bend complexity of 1-complex Hamiltonian cycles.
2.4.3 Lower Bound on $B(G)$

Let $G$ be an $m \times n$ grid graph, where we assume that $m$ is even without loss of generality. For $m = 4$ and $n \geq 6$, we show in Chapter 3 that $B(G) = 3$. Now we assume $m$ is even and $m \geq 6$.

We can construct a Hamiltonian cycle $C$ with high bend complexity as shown in Figure 2.11(a), where all the vertices of $G$ where $C$ bends are shown as black circles and the other vertices of $G$ are shown as white circles. Observe that a high bend complexity arises by repeating the structure in the subpath of $C$ starting from $v_{2,m-3}$ and ending at $v_{3,m-3}$, as shown in Figure 2.11(b). Let us call each such subpath in $C$ that starts from $v_{x',m-3}$ and ends at $v_{x'+1,m-3}$, where $(x' - 2) \mod 4 = 0$, a tree structure. Each tree structure except the rightmost one occupies the subgrid defined by four columns, from $x' - 1$ to $x' + 2$, and $m - 3$ rows, from 1 to $m - 3$. The rightmost tree structure occupies $4 + ((n - 2) \mod 4)$ columns, where the horizontal line segments on its right side, which begin in column $x$ in the figure and end at column $n - 2$, are stretched to have length $1 + ((n - 2) \mod 4)$.

![Figure 2.11: (a) A Hamiltonian cycle $C$ with high bend complexity on an $m \times n$ grid graph, where $m$ is even and $n \geq 6$. (b) The leftmost tree structure.](image-url)

To determine the bend complexity of $C$, we first count the number of bends in one
tree structure. From Figure 2.11(b), we see that a tree structure that occupies four columns has \( m - 4 \) bends in each of the four columns. The rightmost tree structure, which may occupy more than four columns, will have the same number of bends. Therefore, the total number of bends in each of the tree structures is \( 4(m - 4) \).

We now count the number of tree structures. Since each tree structure occupies at least 4 columns and none of them is incident on the east or west boundary, there are exactly \( \lfloor \frac{n-2}{4} \rfloor \) tree structures.

Any internal vertex \( v \) of \( G \) can only connect to the S boundary on \( C \), and only through two subpaths of \( P \). One of those subpaths must go through the vertices \( v_{2,m-3}, v_{1,m-3}, \) and \( v_{1,m-2} \); and the other subpath must go through the vertices \( v_{n-2,m-3}, v_{n-2,m-2} \) and \( v_{3,m-2} \). Therefore, the bend complexity \( B(C) \) of \( C \) is \( (\lfloor \frac{n-2}{4} \rfloor \times 4(m - 4))/2 + 3 = \lfloor \frac{n-2}{4} \rfloor \times 2(m - 4) + 3 \). Thus \( B(G) \geq \lfloor \frac{n-2}{4} \rfloor \times 2(m - 4) + 3 \).

### 2.5 Conclusion

In this chapter, we defined terminology on grid graphs that is used throughout the thesis. We also defined three local operations \( \text{flip}, \text{transpose} \) and \( \text{switch} \) that will later be used to reconfigure Hamiltonian paths and cycles. We introduced a new complexity measure called \( \text{bend complexity} \) for Hamiltonian paths and cycles in grid graphs. Based on the bend complexities of cycles in a grid graph, we defined \( \text{bend complexity} \) of the graph itself. Finally, we gave an asymptotically tight linear bound \( \Theta(|G|) \) for the bend complexity of a rectangular grid graph \( G \).

We conclude the chapter with some open problems.

1. The \( \text{flip} \) and \( \text{transpose} \) operations we defined in this section are equally applicable to Hamiltonian cycles and paths. Are they applicable to any paths or cycles in a grid graph? Are they applicable to cycle covers or cycle-path covers of a grid graph?

2. Can we define local operations for Hamiltonian cycles and paths in higher dimensions that are performed in a small subgrid and preserve Hamiltonicity?

3. What local operations can we define for Hamiltonian cycles or paths on other grids such as \( \text{triangular} \) or \( \text{hexagonal} \) grids that preserve Hamiltonicity?

4. The \( \text{bend complexity} \) measure can be applied to measure complexities of \( \text{triangular} \) or \( \text{hexagonal} \) grids. It would be interesting to achieve tight bounds for the bend
complexity for those graphs as well.
Chapter 3

Narrow Grid Graphs

We consider a restricted case of grid graphs which we use to introduce some terminology, and concepts used throughout the thesis. In particular, we introduce the notion of cookies and canonical paths and cycles. This chapter also serves to illustrate the application of the flip, transpose, and switch operations in a simple setting.

We consider $m \times n$ grid graphs for $m \leq 4$, which we call narrow grid graphs. Our reason for considering $m \leq 4$ is this: as we will see in Sections 3.2 and 3.3, the bend complexity of an $m \times n$ grid graph remains constant for $m \leq 4$ whereas for $m > 4$, the bend complexity can be arbitrarily large. Indeed Figure 3 shows an example of a Hamiltonian cycle $C$ on a $5 \times n$ grid graph $G$ where the bend complexity $B(C)$ of $C$ is $n - 2$, and hence $B(G)$ is at least $n - 2$.

![Figure 3.1: A Hamiltonian cycle $C$ on a $5 \times n$ grid graph, where $B(C) = n - 2$.](image)

On the other hand, in a $2 \times n$ grid graph where $n \geq 2$, there is exactly one Hamiltonian cycle as shown in Figure 3.2(a) and exactly one Hamiltonian path between the top-left corner $s$ and the bottom-right corner $t$ as shown in Figure 3.2(b). (Recall from Chapter 2 that throughout the rest of the thesis, unless otherwise stated, an $s, t$ Hamiltonian path starts at the top-left corner and ends at the bottom-right corner of the grid graph.) Therefore, we now consider the remaining cases, namely where $m \in \{3, 4\}$, in this chapter.
The rest of the chapter is organized as follows.

1. In Section 3.1, we define some terminology for Hamiltonian cycles and paths that is heavily used in the rest of the chapter and also throughout the thesis. In particular we define cookies and canonical paths and cycles.

2. In Section 3.2, we show that the bend complexity of a $3 \times n$ grid graph is 1. We then give an algorithm to reconfigure any Hamiltonian cycle in a $3 \times n$ grid graph to any other Hamiltonian cycle using a linear number of flips and transposes.

3. In Section 3.3, we show that the bend complexity of a $4 \times n$ grid graph is 3. We then give an algorithm to reconfigure any Hamiltonian cycle in a $4 \times n$ grid graph to any other Hamiltonian cycle using a linear number of flips and transposes, where the bend complexities of the two cycles are not necessarily the same.

4. In Section 3.4, we give an algorithm to reconfigure any $s, t$ Hamiltonian path in a $3 \times n$ grid graph to any other $s, t$ Hamiltonian path, not necessarily of the same bend complexity, using a linear number of flips and transposes. Here we make use of a reconfiguration algorithm for $4 \times n$ cycles, a technique that we repeat to reconfigure $s, t$ Hamiltonian paths later in Chapter 6.

5. In Section 3.5, we show that the complexity of an $s, t$ Hamiltonian path in a $4 \times n$ grid can be arbitrarily large while a cycle in the same grid has constant bend complexity. We then give an algorithm to reconfigure any $s, t$ Hamiltonian path in a $4 \times n$ grid graph to any other $s, t$ Hamiltonian path using a linear number of flips, transposes and switches. This algorithm illustrates the application of pairs of switches that preserve Hamiltonicity, as we will see again in Chapter 6.

6. Section 3.6 concludes with some open problems.

Figure 3.2: (a) The only $2 \times n$ Hamiltonian cycle, and (b) the only $2 \times n$ Hamiltonian path between the top-left and bottom-right corners.
3.1 Cookies and Canonical Cycles/Paths

Let $C$ be a Hamiltonian cycle in an $m \times n$ grid graph $G$, and let $P$ be an $s, t$ Hamiltonian path of $G$. To avoid trivialities, we assume $m > 2$.

**Definition 3.1** (Cookie). A cookie $c$ is a sequence of consecutive vertices on $C$ or $P$ that begins and ends on adjacent non-corner vertices on a boundary of $G$ and that does not contain any other vertices on the boundaries of $G$.

Refer to Figure 2.11 in Chapter 2 for an example of a cookie in a general case for arbitrary $m$. In that example, all the internal vertices of the grid graph is covered by only one cookie.

We observe some properties of $C$ in terms of cookies.

**Lemma 3.1.** Every internal vertex $v$ of $G$ must be on some cookie of $C$.

*Proof.* Follow $C$ in both directions from $v$ and let $a$ and $b$ be the first boundary vertices encountered. Neither $a$ nor $b$ can be a corner vertex. If they are not adjacent on the same boundary of $G$ then there are some boundary vertices that cannot be covered by $C$, contradicting the Hamiltonicity of $C$. Therefore, $a$ and $b$ must be the endpoints of a cookie of $C$ that covers $v$. \qed

**Lemma 3.2** (Structure of $C$). $C$ consists of cookies, together with sequences of vertices on $C$ that form straight line segments on the boundary connecting two cookies, or a cookie to a corner vertex, or two corner vertices on the same boundary.

*Proof.* The proof follows directly from Lemma 3.1. \qed

We remark that the above definitions and lemmas will be repeated in Chapter 5 where we consider $L$-shaped grid graphs. Indeed, these definitions and lemmas apply to any solid grid graphs (without holes).

The base of a cookie is the boundary edge of $G$ that connects the two endpoints of the cookie. Based on which boundary the base of a cookie lies, we have four types of cookies: $W, E, N$, and $S$.

We now define special kinds of 1-complex cycles and 1-complex paths that we call, respectively, canonical Hamiltonian cycles and canonical $s, t$ Hamiltonian paths. These canonical cycles and paths will be used as intermediate configurations in our reconfiguration algorithms. In more general settings, other definitions of canonical paths and cycles can be considered.
Definition 3.2 (Rectangular canonical Hamiltonian cycles). A rectangular canonical Hamiltonian cycle is a 1-complex cycle in an $m \times n$ rectangular grid graph $G$ such that the cycle has exactly one type of cookie (N,S,E, or W).

If both $m$ and $n$ are even, then $G$ has four canonical Hamiltonian cycles. Otherwise $G$ has two canonical Hamiltonian cycles when one of $m, n$ is even and zero Hamiltonian cycles when both are odd.

Definition 3.3 (Canonical $s, t$ Hamiltonian paths). A canonical $s, t$ Hamiltonian path is a 1-complex path in an $m \times n$ rectangular grid graph $G$ that bends only on the boundaries of $G$.

If both $m$ and $n$ are odd, then $G$ has two canonical Hamiltonian paths; otherwise, $G$ has one canonical Hamiltonian path when one of $m, n$ is odd, and zero Hamiltonian paths when both are even.

3.2 $3 \times n$ Hamiltonian Cycles

The $m = 3$ case is the first non-trivial case of a narrow grid graph. Let $G$ be a $3 \times n$ grid graph. We assume $n$ is even as otherwise, $G$ has no Hamiltonian cycle. We first establish a structure for any Hamiltonian cycle in $G$.

Lemma 3.3 (Structure of $3 \times n$ Hamiltonian cycles). Let $C$ be a Hamiltonian cycle of a $3 \times n$ grid graph $G$, where $n \geq 4$ is even. Then $C$ consists of only N or S cookies, but no W or E cookies, such that each N or S cookie is contained in a track $t^v_{x'}$, where $x'$ is even. The interiors of tracks $t^v_{x'}$, where $x'$ is even, do not intersect any cookies.

Proof. Any vertex of $G$ must have two incident edges in $C$. Since the four corner vertices of $G$ have degree two, they have both their incident edges in $C$. Therefore, there are no W or E cookies in $C$.

Since each internal vertex of $G$ must be on a cookie of $C$ by Lemma 3.1, they must either be on an N or S cookie. Assume that the vertex $v_{1,1}$ is on an N cookie $c$. Thus $c$ has $v_{1,0}$ on the N boundary as an endpoint and $v_{2,0}$ as the other endpoint. Therefore, vertex $v_{2,1}$ and edge $(v_{2,0}, v_{2,1})$ lie on cookie $c$. Since the only path internal to the grid connecting $v_{1,1}$ to $v_{2,1}$ is the horizontal edge between those vertices, that edge must lie on $c$ which completes the cookie, which lies in track $t^v_1$. The case for $v_{1,1}$ on an S cookie is similar. In either case, track $t^v_2$ has an empty interior. In this
way, every alternate edge in Row 1 starting from \((v_{1,1}, v_{2,1})\) must be on \(C\), and the endpoints of each such edge must be connected either to the N or the S boundary in \(C\), forming either an N or an S cookie, respectively, in tracks \(t^h_x\), where \(x\) is odd.

We now show that any Hamiltonian cycle on \(G\) has bend complexity 1, and thus \(B(G) = 1\).

**Lemma 3.4.** Let \(G\) be a \(3 \times n\) grid graph and let \(C\) be any Hamiltonian cycle of \(G\). Then the following hold.

(a) There are exactly \(\frac{n-2}{2}\) cookies in \(C\).

(b) \(B(C) = 1\).

(c) \(B(G) = 1\).

(d) There are \(2^{\frac{n-2}{2}}\) Hamiltonian cycles of \(G\).

**Proof.** By Lemma 3.3, each \(t^c_x\) contains an N or S cookie, where \(x\) is odd. Since there are \(\frac{n-2}{2}\) such tracks, there are exactly \(\frac{n-2}{2}\) cookies in \(C\), proving Claim (a).

Since each internal vertex of \(G\) is connected to the N or S boundary by an edge, they all have bend complexity 1, proving Claims (b) and (c).

For each cookie of \(C\), we have two choices: it can be either an N or an S cookie. So there are \(2^{\frac{n-2}{2}}\) Hamiltonian cycles of \(G\), proving Claim (d).

We now show that for \(3 \times n\) grid graphs, we can reconfigure Hamiltonian cycles using only a linear number of flips.
Theorem 3.1. Let \( G \) be a \( 3 \times n \) grid graph and let \( C_1 \) and \( C_2 \) be any two Hamiltonian cycles of \( G \). Then \( C_1 \) can be reconfigured to \( C_2 \) using at most \( \frac{n-2}{2} \) flip operations.

Proof. For each track \( t_x^v \), where \( x \) is odd, if \( C_1 \) and \( C_2 \) have the same type of cookie (N or S) in that track, do nothing. Otherwise, apply \( \text{Flip}(v_x,0,v_x+1,2) \) on \( C_1 \). Since there are exactly \( \frac{n-2}{2} \) cookies in \( C_1 \) by Lemma 3.4, at most \( \frac{n-2}{2} \) flips are required. \( \square \)

3.3 \( 4 \times n \) Hamiltonian Cycles

In this section, we assume \( n \geq 4 \) as the \( 4 \times 3 \) cycles are covered by the previous section. We define the shapes shown in Figure 3.4 for cookies in a Hamiltonian cycle \( C \) in a \( 4 \times n \) grid. The base \((p,q)\) of an \( I \) shaped cookie lies on some boundary N, S, E or W, of \( G \); the bases of the other shapes lie on the N or S boundary. An E-facing (W-facing) cookie has a vertical edge that is closer to the E (W) boundary than the base of the cookie, which lies either on the N or S boundary.

We now show that these four shapes are the only shapes any cookie of \( C \) can have.

Lemma 3.5. Let \( C \) be a Hamiltonian cycle of a \( 4 \times n \) grid graph \( G \). Then any cookie of \( C \) must have one of the four shapes: I, T, E-facing, and W-facing.

Proof. It is straightforward to see that there can be at most one E cookie and at most one W cookie in \( C \). Since there are only four rows and the vertices of an E or a W cookie can only be in horizontal track \( t_1 \), such a cookie must be \( I \) shaped. On the other hand, an N or an S cookie can have any of the four shapes shown in Figure 3.4. For \( m = 4 \), we enumerate them by applying the following logic. By Lemma 3.1 each internal vertex must be on some cookie of \( C \). Assume that edge \( v_{x,3}, v_{x+1,3} \) of \( G \) is the base of an S cookie \( c \) as shown in Figure 3.5. Then the vertical edges \((v_{x,3}, v_{x,2})\) and \((v_{x+1,3}, v_{x+1,2})\) must be in \( c \).
Figure 3.5: An S cookie c with the base \((v_x,3, v_{x+1}), v_x, v_{x+1}, v_x,3\) and \((v_x,3, v_{x+1}), v_x, v_{x+1}, v_x,3\) for \(x\) and \(x+1\). (a) \(c\) does not intersect Row 1, (b) cookie \(c\) intersects Row 1 but does not have bends in Row 2, (c) cookie \(c\) intersects Row 1 and has two bends on Row 2, (d) in Row 2, cookie \(c\) bends only at \(v_{x+1,2}\) but not at \(v_{x,2}\), and (e) in Row 2, cookie \(c\) bends only at \(v_{x,2}\) but not at \(v_{x+1,2}\).

If \(c\) intersects only one internal row, namely Row 2, then the horizontal edge \((v_{x,2}, v_{x+1,2})\) completes the cookie and it is I shaped (see Figure 3.5(a)). Otherwise \(c\) intersects both Rows 1 and 2. Based on whether the vertices \(v_{x,2}\) and \(v_{x+1,2}\) have bends, we have four different shapes for \(c\): if neither of the vertices has a bend \(c\) is an I shaped cookie (see Figure 3.5(b)); if both vertices have bends \(c\) is a T shaped cookie (see Figure 3.5(c)); if only \(v_{x+1,2}\) has a bend \(c\) is an E-facing cookie (see Figure 3.5(d)); and if only \(v_{x,2}\) has a bend \(c\) is a W-facing S cookie (see Figure 3.5(e)). Similarly, the four different shapes an N cookie with base \((v_x,0, v_{x+1}), v_x, v_{x+1}, v_x,0\) can take are shown in Figures 3.6(a)–(e). We call an I shaped N or S cookie that intersects only one internal row a short cookie.

**Lemma 3.6.** If a vertical track contains a short cookie, then it must also contain another short cookie from the opposite boundary.

**Proof.** Suppose the statement is not true. Let \(t'_x\) be the westmost track for which the statement is not true. Suppose \(t'_x\) contains only a short N cookie. Then the vertex...
$v_{x,2}$ must be covered by a short S cookie contained in track $t'_x$, as it cannot be
covered by a W or E cookie. This is a contradiction to $t'_x$ being the westmost track
containing exactly one short cookie. The case of a vertical track containing only an
S cookie is similar.

Figure 3.7: A $4 \times n$ Hamiltonian cycle, where $t'_2$ contains both an $I$ shaped N and an
$I$ shaped S cookie.

We now compute the bend complexity $B(G)$ of $G$.

**Lemma 3.7.** Let $G$ be a $4 \times n$ grid graph and let $C$ be any Hamiltonian cycle of $G$. Then $B(C) \leq 4$. Moreover, $B(G) = 1$ for $n = 4$, $B(G) = 2$ for $n = 5$, and $B(G) = 4$ for $n \geq 6$.

**Proof.** By Lemma 3.5, any cookie of $C$ must have one of the four shapes: $I$, $T$, E-facing, and W-facing, and by Lemma 3.1 every internal vertex of $G$ must be on a cookie of $C$. The bend complexity of any internal vertex is exactly 1 if it is on an $I$ shaped cookie, at most 2 if it is on an E-facing or W-facing cookie, and at most 4 if it is on a $T$ shaped cookie. Therefore, the bend complexity $B(C) \leq 4$. If $G$ is a $4 \times 4$ grid graph, $C$ can only have $I$ shaped cookies and therefore, $B(G) = 1$. If $G$ is a $4 \times 5$ graph, $C$ can have an E-facing or W-facing cookie but no $T$ shaped cookie. Therefore $B(G) = 2$ for $n = 5$. When $n \geq 6$, $C$ can have cookies of any of the four shapes and therefore $B(G) = 4$.

The proof of the next theorem is constructive and gives an algorithm to reconfigure any Hamiltonian cycle of $G$ to a canonical form.

**Theorem 3.2.** Let $C$ be a Hamiltonian cycle in a $4 \times n$ grid graph $G$. Then $C$ can be reconfigured to any other Hamiltonian cycle $C'$ of $G$ using at most $4n$ flips and transposes.
Proof. Let \( C \) be the canonical Hamiltonian cycle of \( G \) with a W cookie. We show that each of \( C \) and \( C' \) can be reconfigured to \( C \) using \( 2n \) flips and transposes. Hence, by reversing the steps to reconfigure \( C' \) to \( C \), we can transform \( C \) to \( C' \) via \( C \) using at most \( 4n \) flips and transposes.

**Step 1.** Let \( t^v_a \) be a track containing a short cookie. Then it must contain another short cookie from the opposite boundary by Lemma 3.6. We apply \( \text{Flip}(v_{a,0}, v_{a+1,2}) \) in each \( t^v_a, 1 \leq a \leq n-3 \), so that after the flip the track \( t^v_a \) contains only an I shaped S cookie intersecting Rows 1 and 2 (see Figure 3.8(a)). Let the cycle obtained at the end of Step 1 be \( C_1 \). If \( C_1 \) does not have any N or S cookies go to Step 4. Otherwise, go to Step 2.

**Step 2.** For each N or S cookie of \( C_1 \) that is T shaped or E-facing, make it W-facing by applying flips and moving the base of the cookie to the east as follows. Let \( c \) be an N cookie with base \((v_{p,0}, v_{p+1,0})\). Then we do the following as long as vertex \( v_{p+1,1} \) has a bend (that means \( c \) is either T shaped or E-facing): apply \( \text{Flip}(v_{p,0}, v_{p+2,1}) \) and set \( p = p + 1 \).

We repeat this process for all the N and S cookies of \( C_1 \) to obtain a Hamiltonian cycle that has only W-facing and I shaped N or S cookies that all intersect both internal rows (see Figure 3.8(b)). We then move to Step 3.
Step 3. Let $C_2$ be the cycle obtained at the end of Step 2. If $C_2$ has a W cookie let $e = (v_{x,1}, v_{x,2})$ be the only vertical edge of the W cookie; otherwise, $C_2$ does not have a W cookie and we let $e = v_{0,1}, v_{0,2}$. Let $c$ be the N or S cookie of $C_2$ that is closest to the W boundary ($c$ changes as the algorithm progresses and track $t_1$ gradually fills with a W cookie). We consider the following cases.

1. If $c$ is an I shaped S cookie, we apply $Xpose(v_{x,3}, v_{x+2,1})$ and set $x = x + 2$.
2. If $c$ is an I shaped N cookie, we apply $Xpose(v_{x,0}, v_{x+2,2})$ and set $x = x + 2$.
3. Otherwise, $c$ must be a W-facing cookie. Then we apply $Flip(v_{x,1}, v_{x+2,2})$ and set $x = x + 1$.

We continue Step 3 until there are no N or S cookies. If we have just one W cookie covering all the internal vertices, then it is the canonical Hamiltonian cycle $C$. Otherwise, we move to Step 4.

Step 4. Let $C_3$ be the cycle obtained at the end of Step 3. If $C_3$ has a W cookie let $e = (v_{x,1}, v_{x,2})$ be the only vertical edge of the W cookie; otherwise, $C_3$ does not have a W cookie and $e = v_{0,1}, v_{0,2}$. Apply $Flip(v_{x,1}, v_{x+2,2})$ and set $x = x + 1$ until $x = n - 2$. At that point we have obtained $C$.

Steps 1 and 2 take at most $n$ flip operations together, since Step 1 applies flips on I shaped cookies which then remain untouched in Step 2. Steps 3 and 4 take at most $n$ flip and transpose operations in total. So the total number of operations needed in reconfiguring $C$ to $C$ is at most $2n$. Hence the reconfiguration of $C$ to $C'$ takes at most $4n$ operations.

\[\square\]

Remark Figure 3.9 shows an example where the algorithm implicit in the proof of Theorem 3.2 requires exactly $2n - 6$ flips and 1 transpose to reconfigure each of $C_1$ and $C_2$ to $C$, which implies an upper bound of $\theta(n)$ on the number of local operations used by the algorithm implicit in the proof of Theorem 3.2.

Note that for this particular example, it is possible to find a more efficient way to reconfigure with flips and transposes. For example, $C_1$ can be reconfigured to $C_2$ using only two transposes: $Xpose(v_{2,1}, v_{0,3})$ and then $Xpose(v_{2,2}, v_{0,0})$. 
Figure 3.9: Two Hamiltonian cycles $C_1$ and $C_2$ in a $4 \times n$ grid graph.

3.4 $3 \times n$ Hamiltonian Paths

Let $P$ be a Hamiltonian path from the top-left corner $s$ to the bottom-right corner $t$ of a $3 \times n$ grid graph $G$ as shown in Figure 3.10(a). We have the following lemma.

Figure 3.10: (a) $s, t$ Hamiltonian path $P$ of $G$, (b) Hamiltonian cycle $C$ of $G^+$. 

Lemma 3.8. Let $G$ be a $3 \times n$ grid graph and let $P$ be any $s, t$ Hamiltonian path of $G$. Then $B(P) \leq 2$.

Proof. We augment $G$ by adding a row above the N boundary of $G$ and then a column to the right of the E boundary to obtain the $4 \times (n + 1)$ grid graph $G^+$. We then connect $s$ to $t$ through the augmented vertices (see Figure 3.10(b)) to obtain a Hamiltonian cycle $C$ in $G^+$ such that $C$ has no E or N cookies. By Lemma 3.7, $B(C) \leq 4$, and any cookie of $C$ with bend complexity more than one must be based
in the N or S boundary and has one of the four shapes (I, T, E-facing and W-facing).
Clearly in this case such a cookie is an S cookie. All the internal vertices of \( G \) are also internal to \( G^+ \) and hence by Lemma 3.1 must lie on a cookie of cycle \( C \) of \( G^+ \), in this case, a W cookie or an S cookie of one of the four shapes. The statement of the lemma now follows by inspection.

We now have the following reconfiguration result.

**Theorem 3.3.** Let \( P_1 \) and \( P_2 \) be any two \( s, t \) Hamiltonian paths in a \( 3 \times n \) grid graph \( G \). Then \( P_1 \) can be reconfigured to \( P_2 \) using at most \( 4n \) flips and transposes.

*Proof.* Let \( C_1 \) and \( C_2 \) be the two \( 4 \times n \) Hamiltonian cycles obtained from \( P_1 \) and \( P_2 \), respectively, as in the proof of Lemma 3.8. Note that both \( C_1 \) and \( C_2 \) have no N or E cookies and any S cookie of \( C_1 \) and \( C_2 \) intersects both the internal rows of \( G^+ \). By Theorem 3.2, \( C_1 \) can be reconfigured to \( C_2 \) using \( 4n \) flips and transposes. Since neither \( C_1 \) nor \( C_2 \) has any short cookies, Step 1 of the algorithm implicit in the proof of Theorem 3.2 is not applied. Similarly, Step 4 of that algorithm is not applied since neither \( C_1 \) nor \( C_2 \) has any E cookies. Since \( C_1 \) and \( C_2 \) have no N cookies, all the flip operations in Step 2 of the algorithm are applied in \( 2 \times 3 \) subgrids of \( G^+ \) contained in Rows 1 and 2 of \( G^+ \), which are the same as Rows 0 and 1 of \( G \); and all the transpose operations in Step 3 of the algorithm are applied in \( 3 \times 3 \) subgrids of \( G^+ \) contained in Rows 1–3 of \( G^+ \), which are the same as Rows 0–2 of \( G \). Therefore, we can apply the sequence of flips and transposes applied to reconfigure \( C_1 \) to \( C_2 \) by the algorithm implicit in the proof of Theorem 3.2, namely, we apply these operations on \( G \) to reconfigure \( P_1 \) to \( P_2 \) by adjusting the row numbers, i.e., substituting Row \( x \), \( 1 \leq x \leq 3 \), of \( G^+ \) by Row \( x - 1 \) of \( G \). By Theorem 3.2, at most \( 4n \) flips and transposes are required for the reconfiguration. \( \square \)

### 3.5 \( 4 \times n \) Hamiltonian Paths

The \( 4 \times n \) grid graph is interesting because it has constant cycle bend complexity, i.e., \( B(C) \leq 4 \) by Lemma 3.7, but there are \( 4 \times n \) \( s, t \) Hamiltonian paths with arbitrarily large bend complexity. Remember from the introduction of the chapter that the upper bound for the bend complexity of \( 5 \times n \) Hamiltonian cycles is \( \Theta(n) \). The family of \( 4 \times n \) \( s, t \) Hamiltonian paths illustrated in Figure 3.11, similar to the family of \( 5 \times n \) Hamiltonian cycles in Figure 3, has bend complexity \( \Theta(n) \).
Let $P_1$ and $P_2$ be two $s,t$ Hamiltonian paths on a $4 \times n$ grid graph $G$, where $n$ is odd. Let $P$ be the canonical Hamiltonian path of $G$ as shown in Figure 3.12. Since 4 is even, this is the only possible canonical form consistent with Definition 3.3. In this section, we give an algorithm to reconfigure $P_1$ to $P_2$ via $P$. As in the previous sections, we reconfigure both $P_1$ and $P_2$ to $P$, and then reverse the steps to reconfigure $P$ to $P_2$. Therefore, it suffices to show that $P_1$ can be reconfigured to $P$ using a linear number of flips, transposes and *switches*. Here we use the switch operation for the first time.

![Figure 3.11](image)

**Figure 3.11:** An $s,t$ Hamiltonian path on a $4 \times n$ grid graph with bend complexity $\Theta(n)$.

**Theorem 3.4.** Any $s,t$ Hamiltonian path $P$ in a $4 \times n$ grid graph can be reconfigured to $P$ using at most $3(n - 1)/2$ transpose, flip and switch operations.

**Proof.** We look at the rightmost $4 \times 3$ subgraph of $G$, which we call the window. We do a straightforward case analysis based on how many of the edges of Column $n - 3$, namely edges $(v_{n-3,0}, v_{n-3,1})$, $(v_{n-3,1}, v_{n-3,2})$ and $(v_{n-3,2}, v_{n-3,3})$, are on the Hamiltonian path $P$. The case analysis leads to the 16 possible patterns as shown in Figures 3.16 and 3.17. The colored cells indicate the subgrid where we later apply local operations to reconfigure path $P$ to the form shown in Figure 3.13.

![Figure 3.12](image)

**Figure 3.12:** The canonical Hamiltonian path on a $4 \times n$ grid graph, $n$ is odd.

We give an example to show how we obtain the 16 patterns. Suppose only the edge $(v_{n-3,0}, v_{n-3,1})$ of Column $n - 3$ is on $P$. Then the edges $(v_{n-3,2}, v_{n-2,2})$ and $(v_{n-3,3}, v_{n-2,3})$ must also be on $P$. Since every vertex of $G$ other than $s$ and $t$ must contribute two edges to $P$, and the vertex $v_{n-1,0}$ has degree two in $G$, both of its...
incident edges must be on $P$. The vertex $t = v_{n-1,3}$ must have exactly one of its incident edges on $P$.

First we suppose that the edge $(v_{n-2,3}, t)$ on the S boundary is on $P$. Then the vertex $v_{n-1,2}$ just above $t$ cannot connect to $t$ on $P$ and therefore, we must have the edges $(v_{n-2,2}, v_{n-1,2})$ and $(v_{n-1,1}, v_{n-1,2})$ on $P$. Now consider the vertex $v_{n-2,1}$. Since two of its neighbors, $v_{n-2,2}$ and $v_{n-1,1}$, have degree two on $P$ at this point, the edges $(v_{n-3,1}, v_{n-2,1})$ and $(v_{n-2,0}, v_{n-2,1})$ incident to $v_{n-2,1}$ must be on $P$. Thus we obtain Pattern 1.

Now we assume that the vertical edge $(v_{n-1,2}, t)$ is on $P$. Then the vertex $v_{n-2,3}$ cannot have an edge with $t$ on $P$ and the edge $(v_{n-2,2}, v_{n-2,3})$ must be on $P$. The edge $(v_{n-1,1}, v_{n-1,2})$ must be on $P$ since $v_{n-1,2}$ cannot connect to $v_{n-2,2}$ at this point. For vertex $v_{n-2,1}$, the only neighbors that do not have degree 2 on $P$ are $v_{n-3,1}$ and $v_{n-2,0}$. Hence the edges connecting $v_{n-2,1}$ to those two neighbors must be on $P$, resulting in Pattern 2.

It is straightforward to enumerate the other patterns using similar reasoning.

We now sketch the straightforward proof that for each of the 16 patterns, at most 3 flips, transposes and switches reconfigure $P$ to another $s,t$ Hamiltonian path $P'$ such that $P'$ has the following form (see Figure 3.13): all the vertical edges in Columns $n-2$ and $n-1$ must be on $P'$, the edges $(v_{n-2,0}, v_{n-1,0})$ and $(v_{n-3,3}, v_{n-2,3})$ must be on $P'$, and each of the vertical edges of Column $n-3$ may or may not be on $P'$. Consequently, the horizontal edges $(v_{n-3,0}, v_{n-2,0})$, $(v_{n-3,1}, v_{n-2,1})$, and $(v_{n-3,2}, v_{n-2,2})$ between Columns $n-3$ and $n-2$, and the horizontal edges $(v_{n-2,1}, v_{n-1,1})$, $(v_{n-2,2}, v_{n-1,2})$, and $(v_{n-2,3}, v_{n-1,3})$ between Columns $n-2$ and $n-1$ of $G$ must not be on $P'$.

![Figure 3.13: In the window covering the last three columns of $G$: $P'$ must contain the edges of $G$ shown in black and must not contain the dotted edges; the dashed edges may or may not be on $P'$.](image)

We describe the operations on the first two patterns in detail as an illustration.
Pattern 1. We apply a switch in the switchable cell with the vertices \( v_{n-3,2} \) and \( v_{n-2,1} \), shown in pink in Figure 3.14(a). By Lemma 2.3, this switch produces a cycle-path cover \( P \) containing a cycle \( C \) covering the \( 3 \times 2 \) subgrid defined by the intersection of Columns \( n-2 \) and \( n-1 \) of \( G \) and the Rows 0–2 of \( G \), and a path \( P'' \) from \( s \) to \( t \) covering the rest of the vertices of \( G \). We then apply another switch in the switchable cell \( f \) with the vertices \( v_{n-2,2} \) and \( t \), shown in blue in Figure 3.14(b). Since one of the edges of the blue cell belonged to \( C \) and the other belonged to \( P'' \) before the switch, by Lemma 2.4, this operation gives an \( s,t \) Hamiltonian path \( P' \) of \( G \); see Figure 3.14(c).

Pattern 2. For this pattern, we widen our window by one column to the left as shown in Figure 3.15(a). Then the horizontal edge \( (v_{n-4,0}, v_{n-3,0}) \) must be on \( P \) since vertex \( v_{n-3,0} \) is not a terminal vertex of \( P \) and hence must contribute two edges to \( P \). Since the vertical edges \( (v_{n-3,1}, v_{n-3,2}) \) and \( (v_{n-3,2}, v_{n-3,3}) \) cannot be on \( P \) in Pattern 2, and the non-terminal vertices \( v_{n-3,2} \) and \( v_{n-3,3} \) must have two edges on \( P \), the horizontal edges \( (v_{n-4,2}, v_{n-3,2}) \) and \( (v_{n-4,3}, v_{n-3,3}) \) must be on \( P \). We then apply \( Xpose(v_{n-4,1}, v_{n-2,3}) \) to obtain \( P' \) as shown in Figure 3.15(b), since by Lemma 2.2, a transpose operation preserves Hamiltonicity.

Pattern 3. We apply \( Flip(v_{n-3,0}, v_{n-2,2}) \) to get \( P'' \) which has Pattern 1 in the window. On \( P'' \) we then apply the switch operations we applied in the case of
Figure 3.15: (a) An $s,t$ Hamiltonian path $P$ of $G$. (b) An $s,t$ Hamiltonian path $P'$ of $G$, obtained from $P$ by applying transpose in the blue $3 \times 3$ subgrid with the top left corner of the subgrid as the pin vertex.

Pattern 1 to obtain $P'$.

Pattern 4. We apply $\text{Flip}(v_{n-3,0}, v_{n-2,2})$ to get $P''$ which has Pattern 2 in the window. On $P''$ we then apply the switch operations we applied in the case of Pattern 2 to obtain $P'$.

Pattern 5. We apply the transpose operation $Xpose(v_{n-3,2}, v_{n-1,0})$.

Pattern 6. Apply a switch in the pink cell that converts $P$ to a cycle-path cover $\mathbb{P}$ consisting of a cycle and a path. Then apply a switch in the blue cell on the cycle-path cover $\mathbb{P}$ to obtain $P'$.

Pattern 7. Apply the transpose operation $Xpose(v_{n-3,2}, v_{n-1,0})$.

Pattern 8. For this pattern, we widen our window by one column to the left. We apply a switch in the pink cell which converts $P$ to a cycle-path cover $\mathbb{P}$ consisting of a cycle and a path. We then apply a switch in the blue cell on $\mathbb{P}$ to obtain $P'$.

Pattern 9. Apply a switch in the pink cell followed by a switch in the blue cell.

Pattern 10. We apply the transpose operation $Xpose(v_{n-3,2}, v_{n-1,0})$.

Pattern 11. Apply the transpose operation $Xpose(v_{n-1,1}, v_{n-3,3})$.

Pattern 12. Apply the flip operation $\text{Flip}(v_{n-3,2}, v_{n-1,3})$ to obtain an $s,t$ Hamiltonian path $P''$ which has Pattern 2 in the window. On $P''$ we then apply the switch operations we applied in the case of Pattern 2 to obtain $P'$.
Figure 3.16: Possible configurations of the window when exactly one of the edges in Column $n - 3$ is on $P$.

Pattern 13. $P$ is already in the form shown in Figure 3.13; therefore, no operation is applied.

Pattern 14. We widen our window by one column to the left, then apply $Flip(v_{n-4,0}, v_{n-2,1})$.

Pattern 15. $P$ is already in the form shown in Figure 3.13; therefore, no operation is applied.

Pattern 16. $P$ is already in the form shown in Figure 3.13; therefore, no operation is applied.

We then move the window two columns to the left and follow the same procedure on
Columns $n-5$, $n-4$ and $n-3$. Since $n > 3$ is odd, in the final case, the window will cover the first three columns of $G$, and we can only have the patterns 9, 10, 11 or 16 there. Since in each window, we apply at most 2 local operations, and there are $(n-1)/2$ windows to consider, the total number of flips, transposes and switches is at most $3(n-1)/2$.

**Remark** Figure 3.18 shows an example where the algorithm implicit in the proof of the above theorem requires exactly 1 transpose in each window to get to the canonical path $P$, and hence requires $(n-1)/2$ transposes in total. Therefore, the running time of the algorithm is $\Theta(n)$. 

---

**Figure 3.17:** Possible configurations of the window when at least two of the edges in Column $n-3$ are on $P$. 

---

**Figure 3.18:** An example where the algorithm requires exactly 1 transpose in each window to get to the canonical path $P$, and hence requires $(n-1)/2$ transposes in total.
3.6 Conclusion

In this chapter, we proved that the cycle bend complexity of narrow grid graphs \((m \leq 4)\) is constant and small \((B(G) \leq 4)\), while there are \(s,t\) Hamiltonian paths in \(4 \times n\) grid graphs with arbitrarily large bend complexity. We gave linear time algorithms to reconfigure Hamiltonian cycles and \(s,t\) Hamiltonian paths in narrow grid graphs, where the bend complexities of the two Hamiltonian paths or cycles are not necessarily the same. However, it seems that reconfiguration of paths is a more challenging problem than reconfiguration of cycles in general, the challenge perhaps being due to the higher bend complexity of paths than cycles in the same grid.

We introduced the concept of cookies in rectangular grid graphs, and we remarked that the concept and lemmas about cookies apply to more general settings such as \(L\)-shaped grids, which will be discussed in Chapter 5.

We conclude with some open problems.

1. Although we applied switch operations along with flips and transposes for reconfiguring paths, we claim that transposes and flips are sufficient for \(m \leq 4\). We omit the proof, however.

2. Is the concept of cookies applicable to paths and cycles in grid graphs with holes? How can we define boundaries and cookies for grid graphs in general?

3. It would be interesting to count the number of cycles in a \(4 \times n\) grid using the shapes of the cookies.
Chapter 4

1-Complex Cycles in Rectangular Grid Graphs

In this chapter we discuss Hamiltonian cycles with bend complexity 1, i.e., 1-complex cycles, in rectangular grid graphs. We explore the structure of such cycles for any $m, n \geq 4$, as cycles in narrow grids have been discussed in the previous chapter. In particular, we establish properties of cookies (already defined in Chapter 3) in the context of a 1-complex cycle, and define a zip operation, comprised of flips and transposes, that we use later in our reconfiguration algorithms. The purpose of defining the zip operation is to grow a certain type of cookie to a specified size while preserving the bend complexity of the cycle at each intermediate step. Recall from Chapter 2 that although flips and transposes preserve Hamiltonicity, they do not necessarily preserve the bend complexity.

We first give algorithms in Sections 4.2 and 4.3 to reconfigure 1-complex cycles that do not have cookies from all four boundaries of $G$ using the zip operation we define in this chapter such that the bend complexity of the cycle at each intermediate step remains 1. We then give algorithms for the general case in Section 4.4, i.e., for reconfiguring 1-complex cycles with no restriction on cookies, using algorithms from Sections 4.2 and 4.3. This algorithm illustrates a powerful technique: splitting reconfiguration problems into smaller and solvable subproblems. We use the technique in the next chapter to reconfigure 1-complex cycles in L-shaped grid graphs (see Chapter 5).

The rest of the chapter is organized as follows.

1. In Section 4.1, we explore properties of cookies in 1-complex cycles. We then define
a zip operation that is comprised of flips and transposes.

2. In Section 4.2, we give an algorithm to reconfigure any canonical Hamiltonian cycle to any other canonical Hamiltonian cycle using zip operations. The algorithm uses $O(|G|)$ flips and transposes and preserves the bend complexity of the Hamiltonian cycle at each intermediate step.

3. In Section 4.3, we achieve results similar to Section 4.2 for 1-complex cycles with at most three types of cookies by giving a scanline algorithm. This reconfiguration algorithm also uses $O(|G|)$ flips and transposes and preserves the bend complexity of the Hamiltonian cycle at each intermediate step.

4. In Section 4.4, we give an algorithm to reconfigure any 1-complex Hamiltonian cycle, i.e., with at most four types of cookies, to any other 1-complex Hamiltonian cycle using $O(|G|)$ flips and transposes, building on the results from Sections 4.2 and 4.3.

5. Section 4.5 concludes the chapter by summarizing the results of this chapter and discussing some open problems.

4.1 1-Complex Cookies and Zip

Let $C$ be a 1-complex Hamiltonian cycle in a rectangular grid graph $G$, and let $c$ be a cookie of $C$. Recall from Chapter 3 that a cookie $c$ of $C$ is a sequence of consecutive vertices on $C$ that begins and ends on adjacent non-corner vertices on a boundary of $G$ and that does not contain any other vertices on the boundaries of $G$. We now define some terminology and observe some properties of $c$ that are special to cookies in a 1-complex cycle.

**Observation 4.1.** Let $c$ be a cookie of a 1-complex cycle $C$ of $G$. Then $c$ bends exactly twice at two internal vertices of $G$ that are adjacent in $G$.

**Proof.** Let $(p, q)$ be the base of $c$, and let $u$ be the vertex where $c$ bends for the first time after leaving the boundary of $G$ at $p$. Let $v$ be the vertex $c$ visits after $u$. Then $c$ must bend at $v$ and connect straight to $q$, as otherwise the vertex $v$ would have bend complexity at least 2 which is a contradiction to $C$ being 1-complex.

Therefore, $c$ must outline a rectangle such that one of its dimensions is 1 as shown in Figure 4.1.
Definition 4.1 (Size of a cookie). The size $sz$ of a 1-complex cookie is the distance it extends along its track $tr$.

Observation 4.2. The vertices of $c$ lie on a $1 \times sz$ rectangle $R$, where $sz$ is the size of $c$. $R$ is contained in a horizontal track $t^h_y$, $0 < y < m - 2$, when $c$ is an $E$ or $W$ cookie, or in a vertical track $t^v_x$, $0 < x < n - 2$, when $c$ is an $N$ or $S$ cookie.

Definition 4.2 (Set of cookies). A set of cookies is a group of cookies of the same type ($N,S,E$ or $W$) and of the same size that are consecutive on $C$.

In Chapter 3, we defined a canonical Hamiltonian cycle in an $m \times n$ grid graph, where $m,n > 2$, as a 1-complex Hamiltonian cycle that has exactly one type of cookie. Here we reword the definition as follows: a canonical Hamiltonian cycle is a 1-complex Hamiltonian cycle that has exactly one set of cookies. Later, when we consider L-shaped grid graphs in Chapter 5, we will define canonical cycles in terms of sets of cookies, so we use the terminology here by way of introduction. For the case of rectangular grid graphs, the canonical cycles do not change. Since by Observation 4.2, a cookie in a 1-complex cycle outlines a $1 \times sz$ rectangle, where $sz$ is the size of the cookie, the canonical cycles in rectangular grid graphs are as shown in Figure 4.2.

Figures 4.1: An S cookie in a 1-complex cycle.

Figure 4.2: (a) Two canonical cycles on a $5 \times 6$ grid graph. (b) Four canonical cycles on a $6 \times 6$ grid graph.

We now define an operation that we call “zip”, which we later apply on 1-complex Hamiltonian cycles to grow cookies of certain types.
Definition 4.3 (Zip). A zip operation $Z = \text{zip}_{tp}(tr, sz)$ in $C$ of $G$ is a sequence of zero or more transpose operations followed by zero or more flip operations in track $tr$ such that the size of the cookie of type $tp$ in track $tr$ is $sz$ after the zip, where $sz$ does not exceed that maximum size that a cookie of type $tp$ can have, i.e., $n - 2$ for $E$ and $W$ cookies, and $m - 2$ for $N$ and $S$ cookies.

To ensure that a zip preserves the bend complexity of the cycle after each operation in the zip, our reconfiguration algorithms only perform zip under certain conditions. To state these conditions, we define the zone of a zip operation.

Definition 4.4 (Zone of a Zip). The zone of a zip $Z = \text{zip}_{tp}(tr, sz)$ is the closed $1 \times sz$ rectangle in track $tr$ that contains the desired cookie of type $tp$ and size $sz$ (see Figure 4.3).

For the next definition, consider the two closed line segments $s$ and $s'$ that are $\frac{1}{2}$-unit translates of the $sz$-length sides of the zone, such that $s$ and $s'$ are outside the zone and each has one endpoint on the $tp$ boundary. We call them the two sidelines of the zone. Now we can define zippability, which gives the conditions under which we will perform zips.

Definition 4.5 (Zippability). The zone of $Z = \text{zip}_{tp}(tr, sz)$ is zippable if

(i) at least one of its sidelines does not intersect any cookie of $C$,

(ii) any cookie perpendicular to $tr$ that intersects the zone covers exactly 4 internal vertices of $G$ in the zone, and

(iii) any cookie of $C$ of type $tp$ that lies in $tr$ at the start of a possible zip has size $\leq sz$, the desired cookie size, after the zip.

Figures 4.3(a)–(b) show examples of zippable zones and Figures 4.3(c)–(d) show examples of zones that are not zippable. The zone in Figure 4.3(c) is not zippable as it violates Property (ii) of Definition 4.5; both its sidelines intersect cookies. The zone in Figure 4.3(d) is not zippable as it violates Property (iii) of Definition 4.5; a cookie perpendicular to track $tr$ intersects only two vertices in the zone, not four.

The following lemma justifies the definition of zippability for 1-complex Hamiltonian cycles.

Lemma 4.1. Let $C$ be a 1-complex Hamiltonian cycle in a rectangular grid graph $G$ and let $Z = \text{zip}_{tp}(tr, sz)$ be a zip operation on $C$. If the zone of $Z$ is zippable, then
Figure 4.3: Example of zippable and unzippable zones, where zones are shown in gray, and cookies are colored as follows: yellow for N cookies, pink for E cookies and blue for S cookies. The zones in (a)–(b) are zippable, but the zones in (c)–(d) are not zippable. The complete cycle $C$ is not shown. Sidelines are shown dashed.

(a) $Z$ reconfigures $C$ to another 1-complex Hamiltonian cycle $C'$ such that $C'$ has a cookie of type $tp$ and size $sz$ in $tr$,

(b) the cycle remains 1-complex after each transpose and flip operation of $Z$, and

(c) in total, at most $sz$ flips and transposes are performed in $Z$.

Proof. Before proving the claims we establish the structure of the zippable zone of $Z$.

Since the zone of $Z$ is zippable, it must have the following structure. If there is a cookie $c$ of type $tp$ in track $tr$ then $c$ must have size $\leq sz$ by Property (iii) of Definition 4.5. The cookie $c$ then covers all or some of the vertices of the zone closest to the boundary $tp$. Otherwise, if there is no cookie of type $tp$ in $tr$, then there is an edge on boundary $tp$ in $tr$. We can consider this case as $tr$ having the cookie $c$, where the size of $c$ is 0. If the zone has a cookie $c'$ from the boundary opposite to $tp$, $c'$ must cover some (or all) the vertices of $tr$ farthest from the boundary $tp$. If $c$ and $c'$ together do not cover all the internal vertices of the zone, then there must be a number $I$ of cookies perpendicular to $tr$ covering those remaining vertices of the zone. Since the zone is zippable and one of the sidelines of the zone does not intersect any cookies (Property (i) of Definition 4.5), the perpendicular cookies must all be based on the same boundary (east, west, north or south) and must each cover exactly 4 vertices of the zone (Property (ii) of Definition 4.5). See Figure 4.3(a).

We now prove claims (a)–(c). Without loss of generality, assume that the track $tr$ is a horizontal track $t_y^h$, and that the sideline $s$ that does not intersect any cookie that lies just above Row $y$, and that the cookie $c$ is a W cookie of size $x$, where $0 \leq x \leq sz$,
as shown in Figure 4.3(a).

(a) We prove this claim by induction on the number \( I \) of cookies that lie in tracks perpendicular to \( tr \) and that intersect the zone of the zip \( Z \).

If \( I = 0 \), then \( tr \) is covered by just \( c \), or just by \( c' \), or by \( c \) and \( c' \) together. Then we apply \( \text{Flip}(v_{x,y}, v_{x+2,y+1}) \) and set \( x = x + 1 \). The flip operation increases the size of \( c \) by 1 and decreases the size of \( c' \) by 1. We repeat this step until \( x = sz \), completing the base case of the induction.

Suppose that Claim (a) holds for \( I \leq k \), where \( k \geq 0 \). We now assume that \( I = k + 1 \). Then there must be a perpendicular cookie \( c'' \) in vertical track \( t_{x+1} \) that intersects the track \( tr \) and covers exactly 4 internal vertices of \( G \) in the zone.

According to our assumption about track \( tr \) and cookie \( c \), the cookie \( c'' \) must be an S cookie. We can apply \( \text{Xpose}(v_{x+2,y}, v_{x+2,y}) \), reducing the size of \( c'' \) by 2 and increasing the size of \( c \) by 2. The cycle obtained after this transpose has \( k \) perpendicular cookies intersecting the zone. Hence, we are done by induction.

(b) We prove this claim by demonstrating that each transpose and flip operation in \( Z \) produces a 1-complex cycle. Recall from Chapter 2 that flip and transpose preserve Hamiltonicity. Here we prove that, because the zippability condition holds, the Hamiltonian cycle obtained after a single flip or a single transpose of \( Z \) is 1-complex. We consider two cases from the proof of Claim (a), \( I = 0 \) and \( I > 0 \).

---

![Figure 4.4: The case when (i) \( I = 0 \) and we apply a flip in \( Z \), and (ii) \( I > 0 \) and we apply a transpose in \( Z \). The blue highlighting shows the \( 2 \times 3 \) and \( 3 \times 3 \) subgrids for the operations; for transpose operations, the \( 3 \times 3 \) subgrid does not lie completely inside the track \( tr \) where the S cookie is expanding.](image)

When \( I = 0 \), either the size of the W cookie \( c \) is \( x = 0 \) and it has no bends, or the size of \( c \) is \( x > 0 \) and by Observation 4.1, it bends at exactly two vertices \( v_{x,y} \) and \( v_{x,y+1} \); see Figure 4.4(i). If there is an E cookie \( c' \) in \( tr = t^n_{y} \), then it bends at exactly at two vertices \( v_{x+1,y} \) and \( v_{x+1,y+1} \). We perform \( \text{Flip}(v_{x,y}, v_{x+2,y+1}) \) to obtain...
a Hamiltonian cycle $C_1$. In $C_1$ the W cookie $c$ now bends at exactly two vertices $v_{x+1,y}$ and $v_{x+1,y+1}$. If the size of E cookie $c'$ is not zero in $C'$, then it must bend at exactly two vertices $v_{x+2,y}$ and $v_{x+2,y+1}$. Therefore, all the internal vertices on $c$ and $c'$ are still connected to a boundary of $G$ by a bend-free subpath on $C_1$ as is every other internal vertex. Therefore, $C_1$ is a 1-complex Hamiltonian cycle. In this way we can prove that the cycle obtained after each such flip operation of $Z$ is 1-complex.

When $I > 0$, the first operation we perform is a transpose operation $Xpose(v_{x,y+2}, v_{x+2,y})$. Let the cycle obtained after this operation be $C_2$. In $C$, either the size of the W cookie $c$ is $x = 0$ and it has no bends, or the size of $c$ is $x > 0$ and by Observation 4.1, it bends at exactly two vertices $v_{x,y}$ and $v_{x,y+1}$. The S cookie in track $t_{x+1}^v$ bends at exactly two vertices $v_{x+1,y}$ and $v_{x+2,y}$; see Figure 4.4(ii). In $C_2$, $c$ bends at exactly two vertices $v_{x+2,y}$ and $v_{x+2,y+1}$. There is either no S cookie in track $t_{x+1}^v$ in $C_2$, or an S cookie that bends at exactly two vertices $v_{x+1,y+2}$ and $v_{x+2,y+2}$. Since every internal vertex on these cookies is connected to a boundary of $G$ by a bend-free subpath on $C_2$, cycle $C_2$ is a 1-complex Hamiltonian cycle. It is straightforward to prove that the cycle remains 1-complex after each remaining transpose of $Z$.

(c) Each transpose and flip increases the size of $c$ by 2 and 1, respectively. Since the size of $c$ is $sz$ after $Z$ is completed, the number of flip and transpose operations is at most $sz$. 

4.2 Reconfiguration between Canonical Cycles

In this section we show, by giving an algorithm, that any canonical Hamiltonian cycle $C_1$ of an $m \times n$ grid graph $G$ can be reconfigured to any other canonical Hamiltonian cycle $C_2$ of $G$.

Theorem 4.1. Given two canonical Hamiltonian cycles $C_1$ and $C_2$ on an $m \times n$ grid graph $G$, $C_1$ can be reconfigured to $C_2$ by applying at most $O(|G|)$ flip and transpose operations.

Proof. First we provide an algorithm for carrying out the reconfiguration and then we count the number of flip and transpose operations it performs.

Without loss of generality, assume that $C_1$ has W cookies. We consider the following two cases.

Case 1: $C_2$ has E cookies. In this case $m$ must be even. We apply a zip $zip_E(t_1^h, n - 2)$ in track $t_1^h$ of $C_1$ to obtain an E cookie of size $n - 2$. We then move
to track \( t_3 \) and apply zip \( zip_E(t_3^h, n-2) \). We continue this process until there are no more W cookies. See Figure 4.5.

Figure 4.5: Reconfiguring a canonical Hamiltonian cycle with W cookies to another canonical Hamiltonian cycle with E cookies.

**Case 2: \( C_2 \) has N cookies.** In this case both \( m \) and \( n \) must be even. We apply a zip \( zip_N(t_{n-3}^v, m-2) \) in the vertical track \( t_{n-3}^v \) to obtain an N cookie of size \( m-2 \) in that track. We then move to track \( t_{n-5}^v \) and apply a similar zip, \( zip_N(t_{n-5}^v, m-2) \). We continue this process until we have only N cookies. See Figure 4.6.

Figure 4.6: Reconfiguring a canonical Hamiltonian cycle with W cookies to another canonical Hamiltonian cycle with N cookies.

The case when \( C_2 \) has S cookies is similar to Case 2, and if \( C \) has W cookies there is nothing to do. In all the cases above, we need at most \( O(|G|) \) flips and transposes by Lemma 4.1.

We refer to the algorithm in the proof of Theorem 4.1 as Algorithm \textsc{CanToCan}, so called because we are reconfiguring a canonical cycle to another canonical cycle.
4.3 Reconfiguration of Cycles with Three Types of Cookies

Let $G$ be an $m \times n$ rectangular grid graph and let $C_1$ and $C_2$ be two 1-complex Hamiltonian cycles of $G$ with at most three types of cookies each. In this section, we give an algorithm to reconfigure $C_1$ to $C_2$ using a linear number of flips and transposes.

We first give an overview of our approach, which is to use canonical forms as intermediate configurations. Let $C_1$ and $C_2$ be two distinct canonical Hamiltonian cycles of $G$. We show that $C_1$ can be reconfigured to $C_2$ using only flip and transpose operations in four steps as shown in Figure 4.7:

- **Step (a)** we first reconfigure $C_1$ to $C_1$,
- **Step (b)** we reconfigure $C_2$ to $C_2$,
- **Step (c)** if $C_1 \neq C_2$, we then reconfigure $C_1$ to $C_2$, and
- **Step (d)** finally, we reverse the steps of (b) to reconfigure $C_2$ to $C_2$.

Effectively, we reconfigure $C_1$ to $C_1$ to $C_2$ to $C_2$ as shown in Figure 4.7. It suffices to give algorithms for Steps (a) and (c) only.

![Figure 4.7: Steps (a) and (b): reconfiguring 1-complex Hamiltonian cycles $C_1$ and $C_2$ to canonical Hamiltonian cycles $C_1$ and $C_2$, respectively. Step (c): reconfiguring $C_1$ to $C_2$. Step (d): reversing Step (b).](image)

In Section 4.2, we gave an algorithm for transforming any canonical Hamiltonian cycle to another canonical Hamiltonian cycle (Step (c)). We now give an algorithm, which we call Algorithm RECTTHREETYPES, to reconfigure $C_1$ to a canonical Hamiltonian cycle (Step (a)). We then show that $C_1$ can be reconfigured to $C_2$ using a linear number of flips and transposes in Theorem 4.3.

We begin with an overview of Algorithm RECTTHREETYPES. Let $C$ be a 1-complex Hamiltonian cycle on an $m \times n$ grid graph $G$ such that $C$ has at most three
types of cookies. Since we can rotate $G$ by multiples of $90^\circ$ and possibly swap the values of $m$ and $n$, we can assume that $C$ has no E cookies. Thus all the edges on the E boundary, which is also column $n - 1$, must be on $C$. The only bends are at the corner vertices $v_{n-1,0}$ and $v_{n-1,m-1}$.

We start from track $t^u_{n-3}$ and scan the vertices from top ($y$-coordinate 0) to bottom ($y$-coordinate $m - 1$). Scanning down the track, we note that the internal vertices must be covered by an N cookie until either the N cookie ends one row above the south boundary, or until the first encounter with a W or S cookie. If a W cookie is met before any S cookie, subsequent internal vertices must be covered by W cookies, each of which covers exactly four vertices of $t^u_{n-3}$, until either an S cookie is met or the south boundary is reached. If an S cookie is met, it contains all remaining internal vertices of $t^u_{n-3}$. Then the zone of $Z = \text{zip}_N(t^u_{n-3}, m - 2)$ is zippable by Definition 4.5 since the sideline between Column $n - 2$ and the E boundary does not intersect any cookies satisfying Property (i), any W cookie intersecting $t^u_{n-3}$ covers exactly 4 vertices satisfying Property (ii), and any N cookie in this track must have size $\leq m - 2$, which is the maximum size for any N cookie in $C$, satisfying Property (iii).

We apply the zip $Z$ as demonstrated by an example in Figure 4.8. We then move two tracks to the left to track $t^u_{n-5}$. We can prove in a way similar to the above that the zone of zip $\text{zip}_N(t^u_{n-5}, m - 2)$ is zippable as the sideline between Columns $n - 4$ and $n - 3$ does not intersect any cookies. We apply the zip and move two tracks to the left. We repeat the process until we reach Column 1 or Column 0 (the W boundary). Observe that at any time, the internal vertices in the vertical tracks that have already been processed are covered by N cookies.

If $n$ is even, we must reach Column 0 eventually, since we start at track $t^u_{n-3}$ and move two tracks to the left at each step. Then the algorithm ends as the Hamiltonian cycle now has only N cookies, which means that we have obtained a canonical Hamiltonian cycle.

Otherwise, we reach Column 1. By Lemma 4.1, we still have a 1-complex Hamiltonian cycle as we performed each zip in a zippable zone. Therefore, in this case the internal vertices in Column 1 must be covered by only W cookies, since an N or S cookie requires two columns. We then apply zip operations with $tp = W$. We start with the bottommost horizontal track $t^h_{m-3}$. The zone of $\text{zip}_W(t^h_{m-3}, n - 2)$ is zippable by Definition 4.5 since the sideline between Row $m - 2$ and the S boundary does not intersect any cookies (Property (i)), no S or E cookies intersect the track and any N
Figure 4.8: Steps of zip operation $Z = \text{zip}_N(t_{n-3}^v, m - 2)$: (a) apply $Xpose(v_{n-4,0}, v_{n-2,2})$, (b) apply another transpose $Xpose(v_{n-4,2}, v_{n-2,4})$, (c) then $Flip(v_{n-3,4}, v_{n-2,6})$, (d) apply another flip $Flip(v_{n-3,5}, v_{n-2,7})$, and (e) arrive at the final state.

cookie intersecting $t_{m-3}^h$ covers exactly 4 vertices satisfying Property (ii), and the W cookie in $t_{m-3}^h$ has size $1 \leq n - 2$, which is the maximum size for any W cookie in $C$, satisfying Property (iii). We apply the zip and move two tracks above to track $t_{m-5}^h$. The zone of $\text{zip}_W(t_{m-5}^h, n - 2)$ is now zippable by a similar logic as above. Therefore, we apply the zip. We repeat the process until we reach Row 0, which must be the only case as $m$ must be even in the case of $n$ being odd. We now have a Hamiltonian cycle with only W cookies, which is a canonical Hamiltonian cycle.

We give the pseudocode for this algorithm in Algorithm RectThreeTypes and then prove its correctness in Theorem 4.2.
**Algorithm RectThreeTypes** \((G, C)\)

**Input:** An \(m \times n\) grid graph \(G\), \(m, n \geq 3\) where at least one of \(m, n\) is even, and a 1-complex Hamiltonian cycle \(C\) of \(G\) with no E cookies.

**Output:** A canonical Hamiltonian cycle of \(G\) with only one set of cookies of type N or W.

1. Set \(x = n - 3\); // \(t_{n-3}^v\) is the easternmost vertical track
2. //that can contain an N or S cookie.
3. \(\textbf{while} \ x > 1 \ \textbf{do}
4. \quad C = \text{zip}_N(t_x^v, m - 2); // grow an N cookie of maximum size
5. \quad x = x - 2; // move two tracks to the left, and repeat
6. \(\textbf{if} \ x = 1 \ \textbf{then}
7. \quad \text{Set } y = m - 3; // n must be odd and
8. \quad \text{Column 1 is covered by unit size W cookies.}
9. \(\textbf{while} \ y > 0 \ \textbf{do}
10. \quad C = \text{zip}_W(t_y^h, n - 2); // grow a W cookie of maximum size
11. \quad y = y - 2; // move two tracks above, and repeat
12. \textbf{return } C \)

**Theorem 4.2.** Let \(C\) be a 1-complex Hamiltonian cycle on an \(m \times n\) grid graph \(G\) with no E cookies. Then Algorithm RectThreeTypes reconfigures \(C\) to a canonical Hamiltonian cycle \(C\) of \(G\) using \(O(|G|)\) flips and transposes, where \(C\) has only one type of cookie, N or W.

**Proof.** We first assume that \(n\) is even. Then we apply zips only along the vertical tracks \(t_{n-3}^v, t_{n-5}^v, \ldots, t_1^v\). The zone of \(\text{zip}_N(t_{n-3}^v, m - 2)\) is zippable by Definition 4.5 since the sideline between Column \(n - 2\) and the E boundary does not intersect any cookies satisfying Property (i), any W cookie intersecting \(t_{n-3}^v\) covers exactly 4 vertices satisfying Property (ii), and any N cookie in this track must have size \(\leq m - 2\), which is the maximum size for any N cookie in \(C\), satisfying Property (iii). After applying \(\text{zip}_N(t_{n-3}^v, m - 2)\), we obtain a 1-complex Hamiltonian cycle by Lemma 4.1, and the zone of the next zip \(\text{zip}_N(t_{n-5}^v, m - 2)\) is zippable in the newly obtained 1-complex cycle. Therefore, we apply the zip in \(t_{n-5}^v\) and move to \(t_{n-7}^v\). In this way every zip gives a 1-complex Hamiltonian cycle where the zone of the next zip is zippable. Eventually we reach the W boundary, and all the internal vertices in the columns between the E
and W boundaries are covered by N cookies only.

We now assume that \( n \) is odd. Then \( m \) must be even as otherwise there won’t be a Hamiltonian cycle of \( G \). We apply zips along the vertical tracks \( t^v_{n-3}, t^v_{n-5}, \ldots, t^v_2 \) as above and obtain a 1-complex Hamiltonian cycle \( C' \) by Lemma 4.1. \( C' \) has N cookies of size \( m - 2 \) covering the internal vertices of tracks \( t^v_{n-3}, t^v_{n-5}, \ldots, t^v_2 \). Since any N or S cookie needs two columns, Column 1 of \( C' \) must be covered by only W cookies and they must have unit size each. We then apply zips along the horizontal tracks \( t^h_{m-3}, t^h_{m-5}, \ldots, t^h_1 \). The zone of \( \text{zip}_W(t^h_{m-3}, n - 2) \) is zippable by Definition 4.5 since the sideline between Row \( m - 2 \) and the S boundary does not intersect any cookies satisfying Property (i), any N cookie intersecting \( t^h_{m-3} \) covers exactly 4 vertices satisfying Property (ii), and the W cookie in \( t^h_{m-3} \) has size \( 1 \leq n - 2 \), which is the maximum size for any W cookie in \( C \), satisfying Property (iii). We apply the zip to obtain another 1-complex Hamiltonian cycle (by Lemma 4.1) where the zone of \( \text{zip}_W(t^h_{m-5}, n - 2) \) is zippable. In this way we get a 1-complex Hamiltonian cycle after every zip where the zone of the next zip is zippable. We finally get a Hamiltonian cycle with only W cookies of size \( n - 2 \).

We apply \( \lfloor n/2 \rfloor \) zips along vertical tracks and each such zip needs at most \( m - 2 \) flips and transposes by Lemma 4.1. Similarly the zips along the horizontal tracks (when \( n \) is odd) need at most \( n - 2 \) flips and transposes each by Lemma 4.1. Therefore, the total number of local operations in Algorithm RectThreeTypes is \( O(|G|) \).

We now summarize our result in the following theorem.

**Theorem 4.3.** Any 1-complex Hamiltonian cycle \( C_1 \) of \( G \) with at most three types of cookies can be reconfigured to any other 1-complex Hamiltonian cycle \( C_2 \) with at most three types of cookies in \( O(|G|) \) time using \( O(|G|) \) flip and transpose operations.

**Proof.** The given 1-complex Hamiltonian cycles \( C_1 \) and \( C_2 \) can each be reconfigured to canonical Hamiltonian cycles \( C_1 \) and \( C_2 \), respectively, using \( O(|G|) \) flips and transposes by Theorem 4.2. \( C_1 \) can be reconfigured to \( C_2 \), when \( C_1 \neq C_2 \), using \( O(|G|) \) flips and transposes by Theorem 4.1. Therefore, the total number of flips and transposes required to reconfigure \( C_1 \) to \( C_2 \) is \( O(|G|) \). Since each local operation takes \( O(1) \) time, it takes \( O(|G|) \) time to reconfigure \( C_1 \) to \( C_2 \). \( \square \)
4.4 Reconfiguration of Cycles with Four Types of Cookies

In this section, we show how to create certain subproblems we can solve with the algorithms we already have, and how to merge their solutions to obtain reconfiguration of Hamiltonian cycle with all four types of cookies.

We first give a formal definition of a “problem” which will lead to “subproblems”.

Definition 4.6 (Problem $\Pi_R(C, G)$). Given a 1-complex Hamiltonian cycle $C$ in a rectangular grid graph $G$, reconfigure $C$ to a canonical Hamiltonian cycle $C$ of $G$.

The subscript on $\Pi$ indicates that the shape of $G$ is rectangular. When L-shaped grids are considered in Chapter 5, we will introduce an L subscript to indicate that the grid graph is L-shaped.

In this section we give an algorithm that we call RectFourTypes to solve $\Pi_R(C, G)$. The algorithm runs in three steps.

1. First it creates “subproblems of $\Pi_R(C)$”, which we define in Section 4.4.1. The key idea is to define subproblems that can be handled by the algorithms we already have, which reconfigure cycles having at most three types of cookies.

2. Then it solves the subproblems using the algorithms from Section 4.3.

3. Finally, it merges the solutions to the subproblems to obtain $C$.

4.4.1 Creating Subproblems

We first define some terminology that we use to define a subproblem of $\Pi_R(C, G)$.

Definition 4.7 (Splitting Track). A track $t$ of $G$ is a splitting track of $C$ if the interior of $t$ does not intersect any cookies of $C$ and $C$ has cookies on each side of $t$ (i.e., both above and below $t$, or both on the left and on the right of $t$).

Let $t = t^h_i$ be a splitting track of $C$ as shown in Figure 4.9(a). We remove the two edges $(u, u')$ and $(v, v')$ of $C$ at the two ends of $t$ on the W and E boundaries of $G$, to partition $C$ into two disjoint paths $P_{uw}$ and $P_{u'v'}$. Let the rectangular subgrids (defined in Chapter 2) of $G$ that contain $P'$ and $P''$ be $G'$ and $G''$, where $G'$ is above $t$ and $G''$ is below. Now add a copy of Row $i$ from $u$ to $v$ (inclusive) one unit below $G'$ to create the augmented vertex-induced grid graph $(G')^+$. Join $u$ to $v$ by a path
through the new vertices to obtain a 1-complex Hamiltonian cycle $C'$ of $(G')^+$ (see Figure 4.9(b)). Similarly obtain a Hamiltonian cycle $C''$ of $(G'')^+$ (see Figure 4.9(c)), the vertex-induced grid graph created from $G''$ by adding a row above. The rows added to create $(G')^+$ and $(G'')^+$ are their augmented boundaries.

Under the assumption that some splitting track has been found, we now formally define subproblems of $\Pi_R(C,G)$.

**Definition 4.8** (Subproblems). $\Pi_R(C', (G')^+)$ and $\Pi_R(C'', (G'')^+)$ are the subproblems of $\Pi_R(C,G)$.

We observe some properties of $C$ in the following lemma, which we use in the lemma after it to show that there always exists a splitting track if $C$ contains cookies from all four boundaries.

**Lemma 4.2.** If there exists a Column $x$ that intersects an $E$ and a $W$ cookie, then there must exist a pair of $E$ and $W$ cookies intersecting Column $x$ such that if the $E$ cookie is on track $t_i^h$, then the west cookie must be on track $t_{i+2}^h$ or $t_{i-2}^h$.

**Proof.** Let the closest pair of $W$ and $E$ cookies intersecting Column $x$ be in tracks $t_y^h$ and $t_y^h$, respectively. Without loss of generality, we assume that $y' > y$ (see Figure 4.10). Suppose for a contradiction that $y' > y + 2$. Then there would be some vertices of $G$ on Column $x$ in Rows $y + 2, \ldots, y' - 1$ that are not covered by any cookies since no N or S cookies can cover them, and there are no $E$ or $W$ cookies between tracks $t_y^h$ and $t_{y'}^h$, a contradiction. Therefore, $y' = y + 2$. □
Lemma 4.3. (Splitting track) Let $C$ be a 1-complex Hamiltonian cycle in a rectangular grid graph $G$, where $C$ has cookies from all four boundaries: $E$, $W$, $N$ and $S$. Then there is a splitting track $t$ of $C$.

Proof. We sweep a vertical line $i$, column by column, from Column 1 to Column $n - 2$ until one of the following two events occurs:

1. **Sweepline $i$ intersects both E and W cookies.** By Lemma 4.2 there must be a pair of E and W cookies such that if one of them is in track $t_j^h$ then the other is in $t_{j+2}^h$, where $1 \leq j \leq m - 4$. Then the track $t_{j+1}^h$ does not intersect any cookies, and $C$ has cookies both above and below $t_{j+1}^h$. Therefore, $t_{j+1}^h$ is a splitting track $t$. See Figure 4.11(a).

2. **Sweepline $i$ does not intersect any W cookies.** There must be at least one W cookie in $C$ since it has cookies from all four boundaries. Then Column $i - 1$ is intersected by the longest W cookie since Column $i$ is the first column that does not intersect any W cookies. Column $i - 1$ does not intersect any E cookies or we would have been in Case 1.

   If track $t_{i-1}^v$ does not contain any cookies, then it is a splitting track. Note that $i < n - 1$ since $C$ has at least one E cookie by our assumption. Therefore, $t_{i-1}^v$ must have a W cookie on the left and an E cookie on its right. See Figure 4.11(b).

   Otherwise, $t_{i-1}^v$ contains at least one N or S cookie. Without loss of generality, we assume that $t_{i-1}^v$ contains an N cookie. Let the size of the N cookie be $y$. Then $y < m - 3$ since Column $i - 1$ is intersected by at least one W cookie. If there are
no S cookies intersecting Column $i - 1$ then the vertices in Column $i - 1$ from Row $y + 1$ to $m - 2$ must be covered by W cookies as no E cookie intersects Column $i - 1$. If there is an S cookie intersecting Column $i - 1$, then the vertices in Column $i - 1$ between the N and S cookies must be covered by W cookies. In either case the vertex $v_{i-1,y+1}$ is covered by a W cookie lying in the horizontal track $t^h_{y+1}$. Depending on the base of the cookie covering the vertex $v = v_{i,y+1}$ in Column $i$ just below the N cookie, we have to consider the following two cases.

(a) **Vertex $v$ is covered by an E cookie.** Then that cookie must also be in track $t^h_{y+1}$ and the horizontal track $t^h_y$ is a splitting track. See Figure 4.12(a).

(b) **Vertex $v$ is covered by an S cookie.** That S cookie must be in track $t^v_y$. We keep moving $i$ to the right until it intersects an E cookie, which must be in either track $t^h_{y+1}$ (see Figure 4.12(b)) or in track $t^h_{y-1}$ (see Figure 4.12(c)). In either case, the track $t^h_y$ is a splitting track.

\[\square\]

We now give an algorithm **FindSplitTrack** that returns the leftmost vertical splitting track (if it exists) or the southernmost horizontal splitting track of $C$. 

---

**Figure 4.11:** (a) Sweepline $i$ intersecting both E and W cookies. (b) $i$ does not intersect any W cookies and $t^h_{i-1}$ does not contain any N or S cookies.
Algorithm \textit{FindSplitTrack}(G, C)

\textbf{Input}: An $m \times n$ grid graph $G$, and a 1-complex Hamiltonian cycle $C$ of $G$

\textbf{Output}: A splitting track $t$ of $C$

1. for every vertical track $t^v_x$ from $x = 2$ up to $x = n - 4$ inclusive
2. \hspace{0.5cm} if $t^v_x$ has cookies on both sides
3. \hspace{1cm} then return $t = t^v_x$
4. \hspace{1cm} else \hspace{0.5cm} repeat with $x = x + 1$
5. for every horizontal track $t^h_y$ from $y = m - 4$ down to $y = 2$
6. \hspace{0.5cm} if $t^h_y$ has cookies on both sides
7. \hspace{1cm} then return $t = t^h_y$
8. \hspace{1cm} else \hspace{0.5cm} repeat with $y = y - 1$

We prove the correctness of Algorithm \textit{FindSplitTrack} in the following lemma.

\textbf{Lemma 4.4}. Let $C$ be a 1-complex Hamiltonian cycle in an $m \times n$ grid graph $G$ such that $C$ has cookies from all four boundaries: $E$, $W$, $N$ and $S$. Then Algorithm \textit{FindSplitTrack} finds in $O(|G|)$ time the leftmost vertical splitting track if it exists, and the southernmost horizontal splitting track otherwise.

\textbf{Proof}. By Lemma 4.3, a splitting track of $C$ exists. Therefore, if Algorithm \textit{Find-
SplitTrack does not find such a splitting track sweeping eastward, it must find a splitting track when sweeping upward. Let \( t \) be the splitting track returned by the algorithm. It is straightforward that \( t \) is either the leftmost vertical splitting track or the southernmost horizontal splitting track. Since there are two sweeps, the time required to find \( t \) is \( O(|G|) \).

### 4.4.2 Solving the Subproblems

After creating the subproblems \( \Pi_R(C', (G')^+) \) and \( \Pi_R(C'', (G'')^+) \) of \( \Pi_R(C, G) \), we solve the two subproblems separately. Since both \( C' \) and \( C'' \) have no cookies from their augmented boundaries, each of them has at most three types of cookies. We position \( C' \) such that the augmented boundary is the E boundary and apply Algorithm RectThreeTypes from Section 4.3 to obtain canonical Hamiltonian cycle \( C' \) that has no E cookies. Similarly we obtain canonical Hamiltonian cycle \( C'' \) from \( C'' \).

### 4.4.3 Merging the Solutions to the Subproblems

We merge the solutions \( C' \) of \( \Pi_R(C', (G')^+) \) and \( C'' \) of \( \Pi_R(C'', (G'')^+) \) that are output by the algorithms as follows. We remove the augmented boundaries from \( C' \) and \( C'' \) to get two Hamiltonian paths in the original subgrids of \( G \) on both sides of the splitting track. We join the paths using the boundary edges at the ends of the splitting track to obtain a 1-complex Hamiltonian cycle \( C_1 \) of \( G \). \( C_1 \) has at most two sets of cookies. Thus \( C_1 \) has at most two types of cookies. We then apply the Algorithm RectThreeTypes on \( C_1 \) to obtain a canonical Hamiltonian cycle \( C \) of \( G \).

**Theorem 4.4.** Let \( C \) be a 1-complex Hamiltonian cycle of an \( m \times n \) grid graph \( G \). Then Algorithm RectFourTypes solves \( \Pi_R(C, G) \) in \( O(|G|) \) time using \( O(|G|) \) flips and transposes.

*Proof.* Figure 4.13 shows the steps of Algorithm RectFourTypes. It takes \( O(|G|) \) time to create the two subproblems of \( \Pi_R(C, G) \). The subproblems are solved by Algorithm RectThreeTypes, which applies \( O(|G|) \) flips and transposes by Theorem 4.2. When merging the solutions to the subproblems, we may have to apply Algorithm RectThreeTypes one more time, thus, applying \( O(|G|) \) additional flips and transposes. Since each flip or transpose takes \( O(1) \) time, the time complexity of the algorithm is \( O(|G|) \).

We now summarize our result in the following theorem.
Figure 4.13: The steps of Algorithm \textsc{RectFourTypes}, which uses linear $O(|G|)$ time and space.

\textbf{Theorem 4.5.} \textit{Any 1-complex Hamiltonian cycle $C$ of $G$ can be reconfigured to any other 1-complex Hamiltonian cycle in $O(|G|)$ time using $O(|G|)$ flip and transpose operations.}

\textit{Proof.} In Algorithm \textsc{RectThreeTypes}, the total number of operations required is $O(|G|)$ by Theorem 4.2. Since each flip or transpose operation takes $O(1)$ time, the total time required to scan and perform the operations is $O(|G|)$.

Algorithm \textsc{RectFourTypes} takes $O(|G|)$ time by Theorem 4.4.

In Algorithm \textsc{CanToCan}, we need at most $O(|G|)$ local operations by Theorem 4.1. Since each operation requires $O(1)$ time, the total running time of Algorithm \textsc{CanToCan} is $O(|G|)$. \qed
4.5 Conclusion

In this chapter, we gave an algorithm to reconfigure any 1-complex Hamiltonian cycle $C_1$ in a rectangular grid graph to any other cycle $C_2$ using a linear number of flip and transpose operations. We conclude the chapter with some open problems.

- Is there an algorithm to reconfigure $C_1$ to $C_2$ so that the number of flips and transposes used is as small as possible for each input pair?
- Can we achieve similar reconfiguration results for bend complexity $k > 1$?
- What about 1-complex Hamiltonian cycles in $d$ dimension where $d \geq 3$?
- Find other grid graphs that have a splitting track.
- We conjecture that the splitting lemma applies to 1-complex cycles in solid grid graphs with an arbitrary number of reflex corners.
Chapter 5

1-Complex Cycles in L-Shaped Grid Graphs

In this chapter, we take our research on reconfiguration of 1-complex cycles one step closer to the case of general solid grid graphs, which can have an arbitrary number of reflex vertices. Namely, we consider solid grid graphs with a single reflex vertex, which we defined as L-shaped grid graphs in Chapter 2. Given two 1-complex Hamiltonian cycles $C_1$ and $C_2$ of an L-shaped grid graph $G$, embedded with the top left-corner vertex $a$ at the origin as shown in Figure 5.1, we give an algorithm to reconfigure $C_1$ to $C_2$.

![Figure 5.1: A reconfiguration problem on an L-shaped grid graph $G$: can the first 1-complex Hamiltonian cycle be reconfigured to the second by flips and transposes?](image)

The rest of the chapter is organized as follows.

1. In Section 5.1, we define some terminology that is special to L-shaped grid graphs,
and we adapt some terminology such as the *zip* operation that was defined for cycles in rectangular grid graphs to cycles in L-shaped grid graphs.

2. In Section 5.2, we give algorithms to reconfigure a 1-complex Hamiltonian cycle $C_1$ to another 1-complex cycle $C_2$ in an L-shaped grid graph $G$ using $O(|G|)$ flips and transposes, when both $C_1$ and $C_2$ have common *forbidden* boundaries, i.e., boundaries that do not contain any cookie *base*.

3. In Section 5.4, we give an algorithm to reconfigure any 1-complex Hamiltonian cycle to any other such cycle of $G$ using $O(|G|)$ flips and transposes, using the algorithms from Section 5.2. In particular, we prove such a reconfiguration problem can be split into at most *three subproblems* such that each subproblem, whether rectangular or L-shaped, has a forbidden boundary and hence, can be solved using the algorithms we already know, and that the solutions to the subproblems can be merged into a solution to the original problem in $O(|G|)$ time.

4. In Section 5.5, we discuss some open problems.

## 5.1 Preliminaries

The terminology for 1-complex Hamiltonian cycles in rectangular grid graphs from Chapter 4 also applies to Hamiltonian cycles in L-shaped grid graphs except for the following. There are *six* types of cookies (W, NE, FE, S, NN, and N) in an L-shaped grid graph as there are six boundaries. The maximum *size* the different types of cookies can have is as follows: $x(d) - 1$ for NE cookies, $x(e) - 1$ for FE cookies, $y(e) - 1$ for NN cookies, $y(e) - y(d) - 1$ for FN cookies, $x(d) - 1$ for W cookies if they are in tracks $t_y^h$, $1 \leq y < y(d)$, and $x(e) - 1$ when $y(d) < y < y(e) - 2$, and $y(e) - 1$ for S cookies if they are in tracks $t_x^v$, $1 \leq x < x(d) - 1$, and $y(e) - y(d) - 1$ when $x(d) \leq x < x(e) - 2$.

We say cookies are *from* one of the four axis-aligned *directions*: W cookies from *west*, S from *south*, FN and NN from *north*, and FE and NE from *east*.

In an L-shaped grid graph, we now define canonical Hamiltonian cycles using the term *set of cookies* defined in Chapter 4. See Figure 5.2 for some examples of canonical Hamiltonian cycles. Note that this is not an complete list of canonical cycles. Figures 5.2(a) and (c) show canonical cycles with two sets of cookies from the same direction (west and east, respectively). On the other hand, the canonical cycle
in Figure 5.2(b) has two sets of cookies from two different directions: north and east. Figure 5.2(d) shows that a canonical cycle in an L-shaped grid graph can have only one set of cookies.

**Definition 5.1 (L-shaped canonical Hamiltonian cycles).** An L-shaped canonical Hamiltonian cycle is a 1-complex cycle in an L-shaped grid graph that has at most two sets of cookies.

![Diagram of L-shaped grid graphs with different configurations of cookies](image)

Figure 5.2: Some canonical Hamiltonian cycles in L-shaped grid graphs: (a) two sets of S cookies, which are from the same boundary but have two sizes, (b) a set of NN cookies and a set of FE cookies, (c) a set of NE cookies and a set of FE cookies, and (d) one set of S cookies.

The zip operation defined in Chapter 4, along with all related terminology (e.g., zippability, zone of a zip), for 1-complex cycles in rectangular grid graphs also applies to 1-complex cycles in L-shaped grid graphs.

We now show the use of zippability for 1-complex cycles in L-shaped grid graphs in the following lemma, which is very similar to Lemma 4.1. In fact, the proof of Lemma 4.1 suffices for the following lemma as the proof does not rely on the shape of the outer boundary of the graph as long as the graph is a solid grid graph.

**Lemma 5.1.** Let \( C \) be a 1-complex Hamiltonian cycle in an L-shaped grid graph \( G \) and let \( Z = \text{zip}_{tp}(tr, sz) \) be a zip operation on \( C \), where \( tp \in \{W, S, NE, FE, NN, FN\} \). If the zone of \( Z \) is zippable, then

(a) \( Z \) reconfigures \( C \) to another 1-complex Hamiltonian cycle \( C' \) such that \( C' \) has a cookie of type \( tp \) and size \( sz \) in \( tr \);

(b) the cycle remains 1-complex after each transpose and flip operation of \( Z \); and

(c) in total, at most \( sz \) flips and transposes are performed by \( Z \).

**Proof.** Similar to the proof of Lemma 4.1.
5.2 Reconfiguring in L-Shaped Grid Graphs: Special Cases

Let $C$ be a 1-complex Hamiltonian cycle of an L-shaped grid graph $G$. In this section, we consider the following special cases defined by forbidding certain cookie types in cycle $C$:

1. 1-complex cycles without $W$ cookies in Section 5.2.1,

2. 1-complex cycles without any NE or FE cookies in Section 5.2.2, and

3. 1-complex cycles without any NN or FE cookies in Section 5.2.3.

We give algorithms that reconfigure these three special cases of the input cycle to a canonical form. These algorithms are used in Section 5.3 to handle the general case.

![Diagram](a) (b) (c)

The algorithms in this section are sweep algorithms whose details depend on parities. The sweeps are designed to ensure that the zippability conditions hold. The algorithms share the same proof of correctness, given in Section 5.2.4.

5.2.1 1-Complex Cycles without $W$ Cookies

Let $C$ be a 1-complex Hamiltonian cycle of $G$ such that $W$ cookies are forbidden in $C$ (see Figure 5.3(a)). In this section, we give an algorithm that we call Algorithm XW to reconfigure $C$ to a canonical Hamiltonian cycle $C$ of $G$. 

![Diagram](a) (b) (c)
Before giving the pseudocode of the algorithm, we give an overview. We consider four cases (see Figure 5.4) based on the parities of \(x(d)\) and \(x(e)\):

1. \(x(e)\) and \(x(d)\) are both odd. We do one sweep across \(G\) from Column 1 to Column \(x(e) - 1\) (inclusive), filling alternate vertical tracks with two sets of S cookies of sizes \(y(e) - 1\) and \(y(e) - y(d) - 1\), respectively.

![Figure 5.4: The intermediate Hamiltonian cycles after the first sweep in Cases 1–4, respectively. For Case 1, the intermediate cycle is already the final canonical cycle.](image)

2. \(x(e)\) is odd and \(x(d)\) is even. We do two sweeps. The first is from Column 1 to Column \(x(e) - 1\) (inclusive), leaving two sets of S cookies, one set with size \(y(e) - 1\) and the other with size \(y(e) - y(d) - 1\), and also one set of NE cookies of unit size covering the internal vertices of Column \(x(d) - 1\) from Row 1 through Row \(y(d)\) (inclusive). The second sweep then expands the unit size NE cookies toward the W boundary, namely a downward sweep from Row 1 to Row \(y(d)\) (inclusive) fills alternate tracks with NE cookies of size \(x(d) - 1\), which shortens the S cookies met to size \(y(e) - y(d) - 1\). The final cycle has one set of NE cookies of size \(x(d) - 1\) and one set of S cookies of size \(y(e) - y(d) - 1\).

3. \(x(e)\) is even and \(x(d)\) is odd. We do two sweeps, similar to Case 2. The first sweep is from Column 1 to Column \(x(e) - 1\) (inclusive) and leaves two sets of S cookies, of sizes \(y(e) - 1\) and \(y(e) - y(d) - 1\), and one set of FE cookies of unit size that covers the internal vertices of Column \(x(e) - 1\). The second sweep then expands these unit size FE cookies to Column \(x(d)\), namely a downward sweep from Row \(y(d) + 1\) to the S boundary partially fills alternate tracks with FE cookies of size \(x(e) - x(d)\). The final cycle has one set of FE cookies of size \(x(e) - x(d)\) and one set of S cookies of size \(y(e) - 1\).
4. \( x(e) \) and \( x(d) \) are both even. We do two sweeps. The first sweep is from Column 1 to Column \( x(e) - 1 \) (inclusive) and leaves two sets of S cookies, of sizes \( y(e) - 1 \) and \( y(e) - y(d) - 1 \), and also one set of NE cookies of unit size that covers the vertices of Column \( x(d) - 1 \) from Row 1 through Row \( y(d) \) (inclusive), and also one set of unit size FE cookies that covers the internal vertices of Column \( x(e) - 1 \). The second sweep is downward from Row 1 to Row \( y(e) - 1 \) and expands the unit size NE and FE cookies westward to Column 1.

We now give the pseudocode of the algorithm.
Algorithm $XW(G,C)$

Input: L-shaped grid graph $G$, 1-complex Hamiltonian cycle $C$ of $G$ without $W$ cookies

Output: A canonical Hamiltonian cycle $C$ of $G$ without any $W$ cookies.

1. $i = 1$ //Initialize vertical sweep line
2. for $i$ from 1 to $x(d)$ − 1 ($x(d)$ is odd), or to $x(d) − 2$ ($x(d)$ is even)
3. \[ C = zip_S(t_i^v, y(e) − 1) \]
4. $i = i + 2$ //Move sweep line two columns eastward
5. for $i$ from $x(d)$ ($x(d)$ is odd), or from $x(d) − 1$ ($x(d)$ is even)
6. to $x(e) − 1$ ($x(e)$ is odd), or to $x(e) − 2$ ($x(e)$ is even)
7. \[ C = zip_S(t_i^v, y(e) − y(d) − 1) \]
8. $i = i + 2$ //Move sweep line two columns eastward
9. if $x(d)$ is even
10. $j = 1$ //Initialize horizontal sweep line
11. for $j$ from 1 to $y(d)$
12. \[ C = zip_{NE}(t_j^b, x(d) − 1) \]
13. $j = j + 2$ //Move sweep line two rows downward
14. if $x(e)$ is even
15. $j = y(d) + 1$ //Set horizontal sweep line
16. if $x(d)$ is even
17. \[ FE_h = x(e) − 1 \] //Set size of the FE cookies
18. else \[ FE_h = x(e) − x(d) \]
19. for $j$ from $y(d) + 1$ to $y(e) − 1$
20. \[ C = zip_{FE}(t_j^b, FE_h) \]
21. $j = j + 2$ //Move sweep line two rows downward
22. return $C$

5.2.2 1-Complex Cycles without any NE or FE Cookies

Let $C$ be a 1-complex Hamiltonian cycle of $G$ without any NE or FE cookies (see Figure 5.3(b)). We now give an algorithm we call Algorithm XNEFE to reconfigure $C$ to a canonical Hamiltonian cycle.

We first give an overview of the algorithm. We consider four cases based on the parities of $x(d)$ and $x(e)$, as we did in Algorithm XW:
1. \( x(e) \) and \( x(d) \) are both odd. We do one sweep westward from Column \( x(e) - 1 \) to Column 1 (inclusive) that fills alternate vertical tracks with two sets of S cookies of sizes \( y(e) - y(d) - 1 \) and \( y(e) - 1 \), respectively.

2. \( x(e) \) and \( x(d) \) are both even. We do two sweeps. The first sweep is westward from Column \( x(e) - 1 \) to Column 1 (inclusive) and leaves two sets of S cookies, of sizes \( y(e) - y(d) - 1 \) and \( y(e) - 1 \), and also one set of W cookies of unit size that covers the internal vertices of Column 1. The second sweep expands the unit size W cookies eastward to Column \( x(e) - 1 \) (inclusive), namely a downward sweep from Row 1 to Row \( y(e) - 1 \) partially fills alternate horizontal tracks with a set of W cookies of size \( x(e) - 1 \). The final cycle has one set of W cookies of size \( x(d) - 1 \) and one set of S cookies of size \( y(e) - y(d) - 1 \).

3. \( x(e) \) is even and \( x(d) \) is odd. We do two sweeps. The first is westward from Column \( x(e) - 1 \) to Column 1 (inclusive) and leaves one set of S cookies of size \( y(e) - y(d) - 1 \) and one set of NN cookies of size \( y(d) \), and also one set of W cookies of unit size that covers vertices of Column 1 from Row \( y(d) + 1 \) to Row \( y(e) - 1 \) (inclusive). The second sweep expands the unit size W cookies eastward to Column \( x(e) - 1 \): a downward sweep from Row \( y(d) + 1 \) to Row \( y(e) - 1 \) partially fills alternate tracks with W cookies of size \( x(e) - 1 \). The final cycle has one set of NN cookies of size \( y(d) \) and one set of W cookies of size \( x(e) - 1 \).

4. \( x(e) \) is odd and \( x(d) \) is even. We do two sweeps. The first is westward from Column \( x(e) - 1 \) to Column 1 (inclusive) and leaves one set of S cookies of size \( y(e) - y(d) - 1 \) and one set of NN cookies of size \( y(d) \), and also one set of W cookies of unit size. Unlike Case 3, the W cookies cover the vertices of Column 1 from Row 1 to Row \( y(d) \). The second sweep expands the unit size W cookies eastward to Column \( x(d) - 1 \): a downward sweep from Row 1 to Row \( y(d) \) (inclusive) fills alternate tracks with W cookies of size \( x(d) - 1 \). The final cycle has one set of S cookies of size \( y(e) - y(d) - 1 \) and one set of W cookies of size \( x(d) - 1 \).

We now give the pseudocode of Algorithm XNEFE on the next page.
Algorithm \textit{XNEFE}(G, C)
\textbf{Input:} L-shaped grid graph \(G\), 1-complex Hamiltonian cycle \(C\) of \(G\) without any NE or FE cookies
\textbf{Output:} A canonical Hamiltonian cycle \(C\) of \(G\) without any NE or FE cookies.
1. \(i = x(e) - 2\)  
   //Initialize vertical sweep line two columns left of the FE boundary
2. \textbf{if} \(x(e) - x(d)\) is even
3. \textbf{then} for \(i\) from \(x(e) - 2\) to \(x(d)\)
4. \hspace{1em} \(C = \text{zip}_S(t^e_i, y(e) - y(d) - 1)\)
5. \hspace{1em} \(i = i - 2\)  
   //Move sweep line two columns westward
6. \hspace{1em} for \(i\) from \(x(d) - 2\) to 2 (\(x(d)\) is even) or 1 (\(x(d)\) is odd)
7. \hspace{2em} \(C = \text{zip}_S(t^e_i, y(e) - 1)\)
8. \hspace{2em} \(i = i - 2\)  
   //Move sweep line two columns westward
9. \hspace{1em} \textbf{if} \(x(d)\) is even
10. \hspace{2em} for \(j\) from 1 to \(y(e) - 2\)
11. \hspace{3em} \(C = \text{zip}_W(t^e_j, x(d) - 1)\)
12. \hspace{3em} \(j = j + 2\)  
   //Move sweep line two rows downward
13. \hspace{1em} \textbf{else}
14. \hspace{2em} for \(i\) from \(x(e) - 2\) to 2 (\(x(e)\) is even) or 1 (\(x(e)\) is odd)
15. \hspace{3em} \(C = \text{zip}_S(t^e_i, y(e) - y(d) - 1)\)
16. \hspace{3em} \(i = i - 2\)  
   //Move sweep line two columns westward
17. \hspace{2em} for \(i\) from \(x(d) - 2\) to 2 (\(x(d)\) is even) or 1 (\(x(d)\) is odd)
18. \hspace{3em} \(C = \text{zip}_N(t^e_i, y(d))\)
19. \hspace{3em} \(i = i - 2\)  
   //Move sweep line two columns westward
20. \hspace{1em} \textbf{if} \(x(e)\) is even
21. \hspace{2em} \textbf{then} for \(j\) from \(y(d) + 1\) to \(y(e) - 2\)
22. \hspace{3em} \(C = \text{zip}_W(t^h_j, x(e) - 1)\)
23. \hspace{3em} \(j = j + 2\)  
   //Move sweep line two rows downward
24. \hspace{2em} \textbf{else}
25. \hspace{3em} for \(j\) from 1 to \(y(d) - 2\)
26. \hspace{4em} \(C = \text{zip}_W(t^h_j, x(d) - 1)\)
27. \hspace{4em} \(j = j + 2\)  
   //Move sweep line two rows downward
28. \hspace{1em} \textbf{return} \(C\)
5.2.3 1-Complex Cycles without any NN or FE Cookies

Let $C$ be a 1-complex Hamiltonian cycle of $G$ without any NN or FE cookies (see Figure 5.3(c)). We give an algorithm called Algorithm XNNFE to reconfigure $C$ to a canonical form.

In this special case, we use the algorithm from the previous section (for cycles without any NE or FE cookies). We sweep downward from Row 1 either to Row $y(d)$ (if $y(d)$ is odd) or to Row $y(d) + 1$ (if $y(d)$ is even), and fill alternate horizontal tracks with W cookies of size $x(d) − 1$. This removes any initial NE cookies in $C$. Let $C'$ be the 1-complex Hamiltonian cycle after this sweep. Since $C'$ does not have any NN, NE or FE cookies, we can call Algorithm XNEFE on $C'$ as a procedure.

We now give the pseudocode.

<table>
<thead>
<tr>
<th>Algorithm XNNFE($G, C$)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> L-shaped grid graph $G$, 1-complex Hamiltonian cycle $C$ of $G$ without any NN or FE cookies</td>
</tr>
<tr>
<td><strong>Output:</strong> A canonical Hamiltonian cycle $C$ of $G$ without any NN or FE cookies.</td>
</tr>
<tr>
<td>1. $j = 1$ //Initialize horizontal sweep line</td>
</tr>
<tr>
<td>2. for $j$ from 1 to $y(d)$ ($y(d)$ is odd) or to $y(d) − 1$ ($y(d)$ is even)</td>
</tr>
<tr>
<td>3. $zip_{W}(t_{j}^{h}, x(d) − 1)$</td>
</tr>
<tr>
<td>4. $j = j + 2$ //Move sweep line two rows downward</td>
</tr>
<tr>
<td>5. $C' =$ current 1-complex Hamiltonian cycle.</td>
</tr>
<tr>
<td>6. <strong>return</strong> Algorithm XNEFE($G, C'$)</td>
</tr>
</tbody>
</table>

5.2.4 Proof of Correctness

The following theorem establishes the correctness of the Algorithms XW, XNEFE and XNNFE.

**Theorem 5.1.** Let $C$ be a 1-complex Hamiltonian cycle in an L-shaped grid graph $G$. Then Algorithms XW, XNEFE and XNNFE compute canonical Hamiltonian cycles of $G$ using $O(|G|)$ flips and transposes such that the forbidden cookie types do not appear in the canonical cycles and the cycle remains 1-complex Hamiltonian after each of the operations in the algorithms.

**Proof.** Our algorithms consist of a sequence of zips. Note that by Lemma 5.1 we
have a 1-complex cycle after each zip operation. Also it is easy to observe that the
forbidden cookie types do not appear in any step of the algorithm, and the cycle
remains 1-complex Hamiltonian after each operation by Lemma 5.1. We now check
zippability of the sweeps.

In the first sweep in all three algorithms, the zone of the first zip in any loop is
next to a boundary of $G$ of forbidden cookie type. Thus the line segment halfway
between the zone and the boundary can be chosen as the sideline $s$ that does not
intersect any cookies. Moreover, any cookies perpendicular to the track cover four
internal vertices of $G$ in the zone. Therefore, by Definition 4.5, the zone of the first
zip is zippable. The zones of the zip operations that follow in the same loop all have
the same size. Thus we can move the sideline by 2 units, and it does not intersect
any cookies, and any cookies perpendicular to the zone of the zip would still cover 4
internal vertices of $G$ in the zone. Therefore, the zippability argument applies to all
the zips. The end condition of the for loops ensures that we never attempt a zip in
a track that contains a boundary.

The second sweep (if it is carried out), which is orthogonal to the first sweep,
expands cookies of unit size. The zone of the first zip in any loop would have a
sideline next to the NN boundary of $G$ or between Rows $y(d)$ and $y(d) + 1$, and thus
would not intersect any cookies. Furthermore, any cookie perpendicular to the track
covers four internal vertices of $G$ in the zone. Therefore, by Definition 4.5, the zone
of the first zip is zippable. In a way similar to the first sweep, the zips that follow in
the same loop have zones that are zippable.

Since the vertical sweep line sweeps once, performing exactly one zip at each
alternate vertical track, at most $O(|G|)$ flips and transposes are performed in the
vertical tracks by Lemma 4.1. Similarly, the horizontal sweep line sweeps at most
twice, and hence, applies at most two zips in each alternate horizontal track. Then
by Lemma 4.1, at most $O(|G|)$ flips and transposes are performed in the horizontal
tracks. Therefore, the total number of flips and transposes in each of the three
algorithms is $O(|G|)$.

\qed
5.3 Reconfiguring in L-Shaped Grid Graphs: General Case

Let $C$ be a 1-complex Hamiltonian cycle in an L-shaped grid graph $G$. Now we consider the general case when $C$ has cookies from all four directions (east, west, north, and south); otherwise (possibly after repositioning of $G$ to place vertex $e$ at the origin and vertex $a$ at the bottom right corner) $C$ falls into a special case of Section 5.2.

We first give a formal definition of a “problem” that leads to “subproblems”.

**Definition 5.2 (Problem $\Pi_L(C,G)$).** Given a 1-complex Hamiltonian cycle $C$ in an L-shaped grid graph $G$, reconfigure $C$ to a canonical Hamiltonian cycle $C'$ of $G$.

The $L$ subscript on $\Pi$ indicates that $G$ is L shaped, just as we used the $R$ subscript in Chapter 4 to indicate that the shape of the grid graph was rectangular there.

The algorithm runs in the three following steps.

1. First it creates *subproblems* of $\Pi_L(C,G)$ in Section 5.3.1.

2. Then it solves the *subproblems* using the algorithms from Section 5.2 in this chapter and also algorithms from Chapter 4; see Section 5.3.2.

3. Finally, it merges the solutions to the *subproblems* to obtain the desired canonical Hamiltonian cycle $C'$ in Section 5.3.3, thus solving $\Pi_L(C,G)$.

### 5.3.1 Creating Subproblems.

We first recall some terminology from Chapter 4 in order to define *subproblems* of $\Pi_L(C,G)$. We then give an algorithm to create the subproblems.

**Definition 5.3 (Splitting Track).** A track $t$ of $G$ is a splitting track of $C$ if the interior of $t$ does not intersect any cookies of $C$ and $C$ has cookies on each side of $t$ (i.e., both above and below $t$, or both on the left and on the right of $t$).

We will prove later in Lemma 5.2 that $C$ always has such a splitting track if $C$ has cookies from all four directions (east, west, north and south). Let $C$ have a splitting track $t$. Without loss of generality assume that $t$ is the vertical track $t_i$. We remove the two edges $(u, u')$ and $(v, v')$ of $C$ at the two ends of $t_i$ on boundaries of $G$, to partition $C$ into two disjoint paths $P_{uw}$ and $P_{u'v'}$. Let the *subgrids* (see Chapter 2) of
that contain \( P_{uv} \) and \( P_{u'v'} \) be \( G' \) and \( G'' \), where \( G' \) is to the left of \( t_i^u \) and \( G'' \) is to the right. Now add a copy of Column \( i \) from \( u \) to \( v \) (inclusive) one unit to the right of \( G' \) to create the augmented vertex-induced grid graph \( (G')^+ \). Note that if \( i \geq x(d) \) then \( (G')^+ \) is L-shaped; otherwise it is rectangular. Without loss of generality assume that \( G'' = G_L \) is L-shaped. Join \( u \) to \( v \) by a path through the new vertices to obtain a Hamiltonian cycle \( C_L \) of \( G_L \). Similarly obtain a Hamiltonian cycle \( C_R \) of \( (G'')^+ = G_R \), the vertex-induced grid graph created from \( G'' \) by adding a column to its left. The columns added to create \( (G')^+ \) and \( (G'')^+ \) are their augmented boundaries.

We now formally define the subproblems of \( \Pi_L(C,G) \). Note that we often say \( \Pi_L(C,G) \) splits into subproblems although the subproblems are defined on augmented subgrids.

**Definition 5.4 (Subproblems).** \( \Pi_L(C_L,G_L) \) and \( \Pi_R(C_R,G_R) \) are the subproblems of \( \Pi_L(C,G) \).

Clearly \( C_L \) and \( C_R \) have no cookies from the augmented boundaries. Suppose we can solve \( \Pi_L(C_L,G_L) \) and \( \Pi_R(C_R,G_R) \), obtaining canonical cycles \( C_L \) and \( C_R \), such that \( C_L \) and \( C_R \) have no cookies from the augmented boundaries. Then we can merge \( C_L \) and \( C_R \) by removing the paths along the augmented boundaries and adding back edges \((u,u')\) and \((v,v')\) to obtain a new 1-complex Hamiltonian cycle \( C_1 \) of \( G \). We will later show in Section 5.3.3 that \( C_1 \) can easily be reconfigured to a canonical form, as \( C_1 \) fails to have certain cookie types and falls into one of the special cases handled in Section 5.2.

In addition to the goal of creating subproblems whose solutions are easy to merge, we would also like to achieve a second goal, namely to create subproblems that can be solved with the algorithms of Section 5.2 and of Chapter 4. To achieve these two goals, we choose a splitting track that is either the leftmost vertical splitting track (if it exists) or the southernmost horizontal splitting track. But before finding such a splitting track, we show in the following lemma that a splitting track always exists if \( C \) does not fall into the special cases in Section 5.2.

**Lemma 5.2. (Splitting track)** Let \( C \) be a 1-complex Hamiltonian cycle in an L-shaped grid graph \( G \), where \( C \) has cookies from all four directions. Then there is a splitting track \( tr \) of \( G \).

**Proof.** The proof of this lemma is very similar to the proof of Lemma 4.3. The only difference is that \( C \) has cookies from all four directions where the precondition in
Lemma 4.3 is that the cycle has cookies from all four *boundaries*. Therefore, we do not repeat the full proof; instead we just prove Event 1 to illustrate the difference.

**Event 1.** We sweep a vertical line $i$, column by column, from Column 1 to Column $x(e) - 1$ until one of the following two events occurs. We only describe the first event here to show how the proof of Lemma 4.3 can be adjusted to apply here.

1. **Sweep line $i$ intersects cookies from both east and west directions.** Then there must be a pair of cookies from the two directions such that if one of them is in track $t^h_j$ then the other is in $t^h_{j+2}$, where $1 \leq j < y(e) - 4$. Suppose for a contradiction that the closest pair of cookies $c_1$ and $c_2$ from opposite directions are more than two tracks apart. Then some vertices of $G$ on Column $i$ between $c_1$ and $c_2$ are not covered by any cookies as no cookies from the north or south directions can cross $c_1$ or $c_2$, a contradiction. Therefore, $c_1$ and $c_2$ must occupy the tracks $t^h_j$ and $t^h_{j+2}$, and the track $t^h_{j+1}$ is a splitting track.

2. **Sweep line $i$ does not intersect any W cookies.** We prove this case just as we did in the proof of Lemma 4.3.

We now give an algorithm we call **FINDSPLITTRACK** that returns the leftmost vertical splitting track (if it exists) or the southernmost horizontal splitting track of $C$.

**Algorithm FINDSPLITTRACK($G, C$)**

**Input:** L-shaped grid graph $G$, 1-complex Hamiltonian cycle $C$ of $G$

**Output:** A splitting track $t$ of $C$

1. for every vertical track $t^v_x$ from $x = 2$ up to $x = x(e) - 4$ (inclusive)
2. if $t^v_x$ has cookies on both sides
3. then return $t = t^v_x$
4. else repeat with $x = x + 1$
5. for every horizontal track $t^h_y$ from $y = y(e) - 4$ down to $y = 2$ (inclusive)
6. if $t^h_y$ has cookies on both sides
7. then return $t = t^h_y$
8. else repeat with $y = y - 1$

We prove the correctness of Algorithm **FINDSPLITTRACK** in the following lemma.
Lemma 5.3. Let \( C \) be a 1-complex Hamiltonian cycle in an L-shaped grid graph \( G \) such that \( C \) has cookies from all four directions. Then Algorithm \textsc{FindSplitTrack} finds in \( O(|G|) \) time the leftmost vertical splitting track if it exists, and the southernmost horizontal splitting track otherwise.

Proof. By Lemma 5.2, a splitting track of \( C \) exists. Therefore, if Algorithm \textsc{FindSplitTrack} does not find such a splitting track sweeping eastward, it must find a track when sweeping upward. Let \( tr \) be the splitting track returned by the algorithm. It is straightforward to see that \( tr \) is either the leftmost vertical splitting track or the southernmost horizontal splitting track. Since there are two sweeps, the time required to find \( tr \) is \( O(|G|) \).

Recall that one of the goals of finding a leftmost or a southernmost splitting track (if there is no vertical splitting track) is to make it possible to solve \( \Pi_L(C, G) \) by defining subproblems of \( \Pi_L(C, G) \) that are solvable by the algorithms we already know from this chapter and the previous chapter. The next algorithm which we call \textsc{Split} generates such subproblems of \( \Pi_L(C, G) \).

We now give a description of Algorithm \textsc{Split} and then prove its correctness in the theorem that follows. The algorithm takes a 1-complex Hamiltonian cycle \( G \) of an L-shaped grid graph \( G \) as input such that \( C \) has cookies from all four directions, and creates at most three subproblems of \( \Pi_L(C, G) \). We first run the algorithm \textsc{FindSplitTrack}(\( G, C \)) on \( C \). Let \( tr \) be the splitting track of \( C \) returned by Algorithm \textsc{FindSplitTrack}. We remove edges \((u, u')\) and \((v, v')\) of \( C \) at the two ends of \( tr \) to partition \( C \) into disjoint paths \( P_{uv} \) and \( P_{u'v'} \). Let the subgrids of \( G \) containing \( P_{uv} \) and \( P_{u'v'} \) be \( G' \) and \( G'' \). We augment vertices to \( G' \) and \( G'' \) to get \( (G')^+ \) and \( (G'')^+ \), respectively. Let \( (G')^+ \) be L-shaped and \( (G'')^+ \) be rectangular, without loss of generality. We then connect \( u \) to \( v \) and \( u' \) to \( v' \) through the new vertices to get 1-complex Hamiltonian cycles \( C_L \) and \( C_R \) of \( (G')^+ \) and \( (G'')^+ \), respectively. If \( C_L \) does not have cookies from all four directions then \( \Pi_R(C_R, (G'')^+) \) and \( \Pi_L(C_L, (G')^+) \) are the two desired subproblems of \( \Pi_L(C, G) \), and the algorithm ends.

If \( C_L \) has cookies from all four directions, we repeat the above process again to obtain subproblems \( \Pi_R(C'_R, (G')^+) \) and \( \Pi_L(C'_L, (G'')^+) \) of \( \Pi_L(C, (G')^+) \). Then the three subproblems of \( \Pi_L(C, G) \) are \( \Pi_R(C_R, (G')^+) \), \( \Pi_R(C'_R, (G')^+) \), and \( \Pi_L(C'_L, (G'')^+) \).

We now prove the correctness of the above algorithm.

Theorem 5.2. Let \( C \) be a 1-complex cycle of an L-shaped grid graph \( G \) such that \( C \) has cookies from all four directions. Then Algorithm \textsc{Split} creates from \( \Pi_L(C, G) \)
in $O(|G|)$ time either the subproblems $\Pi_R(C_R, (G')^+)$ and $\Pi_L(C_L, (G'')^+)$, or the subproblems $\Pi_R(C_R, (G')^+)$, $\Pi_L(C'_L, (G''^i)^+)$ and $\Pi_R(C'_R, (G^i)^+)$: here each of $C_R$ and $C'_R$ has at most three types of cookies, and each of $C_L$ and $C'_L$ falls into one of the cases of Section 5.2.

**Proof.** We first assume the algorithm returns two subproblems $\Pi_R(C_R, (G')^+)$ and $\Pi_L(C_L, (G'')^+)$ as shown in Figures 5.5(a)–(b). It is easy to observe that $C_R$ has at most three types of cookies since the augmented boundary of $(G'')^+$ does not have cookies. Since $C_L$ does not have cookies from all four directions it must fall into one of these following special cases.
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Figure 5.5: (a) and (b) $\Pi_L(C,G)$ is split into two subproblems (the splitting track $tr$ is shown in gray). (c) $\Pi_L(C,G)$ is split into three subproblems. The two splitting tracks $tr$ (gray) and $tr'$ (blue) are perpendicular and intersect each other, and (d) the splitting tracks $tr$ and $tr'$ are perpendicular to each other but do not intersect.

1. No W cookies. See Section 5.2.1.

2. No S cookies. It is the same case as having W cookies forbidden subject to repositioning of $G$ to place vertex $e$ at the origin and vertex $a$ at the bottom right corner.

3. No NE and FE cookies. See Section 5.2.2.

4. No NN and FN cookies. Same as Case 3 subject to repositioning of $G$.

We now assume that three subproblems are returned: $\Pi_R(C_R, (G')^+)$, $\Pi_L(C'_L, (G''^i)^+)$ and $\Pi_R(C'_R, (G^i)^+)$. If $tr$ is horizontal then $tr'$ must be vertical and vice versa. Assume for a contradiction that both $tr$ and $tr'$ are horizontal. Since $tr'$ is closer to the south boundary than $tr$, FINDSPLITTRACK $(G, C)$ cannot return $tr$ instead of $tr'$, a
contradiction. Similarly we can show that both the splitting tracks cannot be vertical either.

We have two cases to consider based on the orientation of $tr$.

1. $tr$ is horizontal. Then it must be above Row $y(d)$ and vertical track $tr'$ must intersect $tr$ as shown in Figure 5.5(c). Then $C_L$ does not have any W or NN cookies and hence is the special case of Section 5.2.1, and $C'_R$ has at most two types of cookies.

2. $tr$ is vertical. Then it must be to the right of Column $x(d)$. If the horizontal splitting track $tr'$ intersects $tr$ below Row $y(d)$ then the case is similar to the previous case. Otherwise $tr'$ is above Row $y(d)$ as shown in Figure 5.5(d). Then $C_L$ does not have any NN or FE cookies and hence is the special case of Section 5.2.3, and $C'_R$ has at most three types of cookies.

5.3.2 Solving the Subproblems.

We first show how to solve the rectangular subproblems, and then show how to solve the L-shaped subproblem.

**Rectangular Subproblem(s)**

To solve $\Pi_R(C_R, (G')^+)$ (and $\Pi_R(C'_R, (G'^{+})$ if $\Pi_L(C, G)$ is split into three subproblems), we apply the algorithm for rectangular 1-complex cycles with no E cookies from Chapter 4 to get canonical forms $C_R$ (and $C'_R$), where the canonical cycle has either a set of W cookies or a set of N cookies.

Since $C_R$ has exactly one augmented boundary, we position $C_R$ such that the augmented boundary is the E boundary, as there are no cookies from that boundary. However, in case $\Pi_L(C, G)$ is split into three subproblems and $\Pi_R(C'_R, (G')^+)$ exists, $C'_R$ can have two perpendicular augmented boundaries (see Figure 5.5(c)). In that case, we position $C'_R$ such that the augmented boundaries are its E and S boundaries, so that the $C'_R$ produced by the algorithm does not have cookies from the augmented boundaries.
L-Shaped Subproblem

Since $C_L$ falls into one of the special cases of Section 5.2 (possibly after repositioning $G$) by Theorem 5.2, we apply the appropriate algorithm to get a canonical form $C_L$ from $C_L$ that does not have cookies from the augmented boundaries.

5.3.3 Merging the Solutions to the Subproblems.

We first assume that $\Pi_L(C,G)$ is split into two subproblems by splitting track $tr$ and show how to merge the solutions to $\Pi_R(C_R,(G')^+)$ and $\Pi_L(C_L,(G'')^+)$. We then show how to merge the solutions to the subproblems when $\Pi_L(C,G)$ is split into three subproblems.

The case of two subproblems

We merge the solutions $C_L$ of $\Pi_L(C_L,(G'')^+)$ and $C_R$ of $\Pi_R(C_R,(G')^+)$ output by the algorithms as follows. We remove the augmented boundaries from $C_L$ and $C_R$ to get two Hamiltonian paths in the original subgrids $G'$ and $G''$ of $G$ on both sides of the splitting track $tr$. We join the paths using the boundary edges at the ends of track $tr$ to obtain a 1-complex Hamiltonian cycle $C_1$ of $G$. Cycle $C_1$ has at most three sets of cookies as $C_L$ and $C_R$ have at most two sets and one set of cookies, respectively. Thus $C_1$ cannot have cookies from all four directions and must fall into a special case of Section 5.2. We then apply the appropriate algorithm on $C_1$ to obtain a canonical Hamiltonian cycle $C$ of $G$. See Figure 5.6.
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Figure 5.6: (a) Solution $C_R$ of subproblem $\Pi_R(C_R,(G')^+)$, and (b) solution $C_L$ of subproblem $\Pi_L(C_L,(G'')^+)$ of $\Pi_L(C,G)$. The augmented boundaries are shown in dashed lines. (c) Hamiltonian cycle of $G$ after removing the augmented boundaries from $C_R$ and $C_L$ and joining the paths using the edges on the boundary of $G$ that were removed to create $\Pi_R(C_R,(G')^+)$ and $\Pi_L(C_L,(G'')^+)$. 
The case of three subproblems

We now assume that $\Pi_L(C, G)$ is split into three subproblems $\Pi_R(C_R, (G')^+)$, $\Pi_L(C'_L, (G''^i)^+)$ and $\Pi_R(C'_R, (G^i)^+)$, first by the splitting track $tr$ and then by the splitting track $tr'$. The idea is to merge the subproblems created by the second splitting track ($tr'$) first. Therefore, we first merge the canonical forms $C'_L$ and $C'_R$, which are solutions to $\Pi_L(C'_L, (G''^i)^+)$ and $\Pi_R(C'_R, (G^i)^+)$, respectively, in the same way shown above to obtain $C_L$. Then we merge $C_L$ with $C_R$, which is the solution to the subproblem $\Pi_R(C_R, (G')^+)$ created by the first splitting track $tr$, to obtain $C$ of $G$.

We now summarize our result from this section in the following theorem.

**Theorem 5.3.** Let $C$ be a 1-complex Hamiltonian cycle of an L-shaped grid graph $G$. Then $\Pi_L(C, G)$ can be solved using $O(|G|)$ flips and transposes.

**Proof.** By Theorem 5.2, $\text{SPLIT}$ creates at most three subproblems, with $O(|G|)$ flips and transposes. Each of the subproblems is solved by an algorithm that applies $O(|G|)$ flips and transposes as seen above. It is easy to see that the merging of the solutions to the subproblems makes $O(|G|)$ flips and transposes. \(\square\)

5.4 Reconfiguration between any Pair of 1-Complex Cycles

The previous section discussed the problem of reconfiguring any 1-complex Hamiltonian cycle $C$ of an L-shaped grid graph $G$ to a canonical cycle. Here we generalize the problem by removing the constraints on the goal, i.e., the problem is now reconfiguring $C$ to any other 1-complex Hamiltonian cycle of $G$ that is not necessarily canonical.

We first give a formal definition of the problem.

**Definition 5.5 (Problem $\Pi_L(C_1, C_2, G)$).** Given any pair of 1-complex Hamiltonian cycles $C_1$ and $C_2$ of an L-shaped grid graph $G$, reconfigure $C_1$ to $C_2$ using flips and transposes.

To solve $\Pi_L(C_1, C_2, G)$, we first solve $\Pi_L(C_1, G)$ and $\Pi_L(C_2, G)$ yielding $C_1$ and $C_2$. Now we give an algorithm for $\Pi_L(C_1, C_2, G)$, a special case of $\Pi_L(C_1, C_2, G)$. In order to do that we observe some properties special to canonical Hamiltonian cycles.
of L-shaped grid graphs. We then use those properties to split $\Pi_L(C_1, C_2, G)$ into two rectangular subproblems.

Let $G$ be an L-shaped grid graph. By definition, any canonical cycle $C$ of $G$ has at most two sets $S_1$ and $S_2$ of cookies, where the cookies of each set are of the same type and size. If there are exactly two sets of cookies then there is a unique track $tr$ between the rectangular regions covered by $S_1$ and $S_2$. Note that $tr$ must be a splitting track of $C$. We call $tr$ the canonical splitting track of $C$. It is easy to observe that $tr$ is either $t_{x(d)}^v$ (Figure 5.7(a)) or $t_{y(d)}^h$ (Figures 5.7(b)–(c)).

![Figure 5.7: Some canonical Hamiltonian cycles (canonical splitting tracks shown grey).](image)

Let $C_1$ and $C_2$ have the same canonical splitting track $tr = t_{x(d)}^v$. We remove the edges of $C_1$ in $tr$ that are on boundaries of $G$ (i.e., NN, NE and S boundaries) to partition $C_1$ into two disjoint paths, $P'$ from $v_{x(d)}-1$ to $v_{x(d)}$, $0$ to the left of $tr$ and $P''$ from $d$ to $v_{x(d)}, y(e)$ to the right of $tr$. Let $G'$ and $G''$ be the rectangular subgrids of $G$ that contain $P'$ and $P''$. We generate the augmented vertex-induced grid graphs $(G')^+$ and $(G'')^+$ by adding a copy of Column $x(d) - 1$ one unit to the right of $G'$ and a copy of Column $x(d)$ from $d$ to $v_{x(d)}, y(e)$ (inclusive) to the left of $G''$, respectively. Note that both $(G')^+$ and $(G'')^+$ are rectangular. We then join the two endpoints of $P'$ through the new vertices of $(G')^+$ and the endpoints of $P''$ through the new vertices of $(G'')^+$ to obtain canonical Hamiltonian cycles $C_1'$ of $(G')^+$ and $C_2''$ of $(G'')^+$. In a similar way we obtain canonical Hamiltonian cycles $C_1'$ and $C_2''$ from $C_2$ such that $C_1'$ covers the same rectangular subgrid of $G$ that $C_2'$ covers, and such that $C_1''$ covers the same rectangular subgrid of $G$ that $C_2''$ covers. We say that $\Pi_R(C_1', C_2', (G')^+)$ and $\Pi_R(C_1'', C_2'', (G'')^+)$ are the two subproblems of $\Pi_L(C_1, C_2, G)$.

We now show that the problem $\Pi_L(C_1, C_2, G)$ can be solved by solving its two subproblems.
Theorem 5.4. Let $C_1$ and $C_2$ be any canonical Hamiltonian cycles of an L-shaped grid graph $G$. Then $\Pi_L(C_1, C_2, G)$ can be solved with $O(|G|)$ flips and transposes.

Proof. We consider two cases.

1. Both $C_1$ and $C_2$ have the same canonical splitting track $tr$. We partition $\Pi_L(C_1, C_2, G)$ into two subproblems $\Pi_R(C_1', C_2', (G')^+)$ and $\Pi_R(C_1'', C_2'', (G'')^+)$, solve the subproblems using Algorithm CANToCAN from Chapter 4, and merge the solutions by removing the augmented edges from $C_2'$ and $C_2''$ and rejoining the paths with all the edges in track $tr$ on the boundary of $G$ previously removed to create the subproblems.

2. Assume $C_1$ and $C_2$ have $tv(x(d)) - 1$ and $th(y(d))$ as canonical splitting tracks, respectively. As a subgoal, we reconfigure $C_1$ to another canonical Hamiltonian cycle $C_3$ of $G$ such that $C_3$ and $C_2$ have the same canonical splitting track $th(y(d))$. If $x(d)$ is odd, we apply transposes and/or flips on $C_1$ to cover the columns to the left of $tv(x(d)) - 1$ by a set of NN cookies of size $y(d)$ and a set of S cookies of size $y(e) - y(d) - 1$. If there is a set of S cookies to the right of track $tv(x(d)) - 1$ for $C_1$ then we have a canonical cycle with splitting track $th(y(d))$ as desired. If $C_1$ had FN cookies to the right of $tv(x(d)) - 1$, then we apply flips to reconfigure them to a set of S cookies of height $y(e) - y(d) - 1$, and thus we get the canonical cycle with splitting track $th(y(d))$. Otherwise, in $C_1$, there must be a set of FE cookies right of $tv(x(d)) - 1$, which we extend to Column 1 to get the canonical cycle with splitting track $th(y(d))$. If $x(d)$ is even, then $y(d)$ must be even, and the columns to the left of $tv(x(d)) - 1$ in $C_1$ must be covered by W cookies. If we have S or FN cookies to the right of $tv(x(d)) - 1$, we extend the W cookies below track $th(y(d))$ to Column $x(e) - 1$ by applying transposes. Otherwise the cookies to the right of $tv(x(d)) - 1$ must be FE, and we extend the W cookies below track $th(y(d))$ to Column $x(e) - 1$ by applying flips. In this way we obtain the desired canonical Hamiltonian cycle $C_3$ with splitting track $th(y(d))$. We then solve $\Pi_L(C_3, C_2, G)$ as done previously, which gives a solution to $\Pi_L(C_1, C_2, G)$.

We now summarize our main reconfiguration result from this section.
**Theorem 5.5.** Let $C_1$ and $C_2$ be any two 1-complex Hamiltonian cycles of an $L$-shaped grid graph $G$. Then $\Pi_L(C_1, C_2, C)$ can be solved with $O(|G|)$ flips and transposes such that the cycle remains 1-complex Hamiltonian after each operation.

**Proof.** By Theorem 5.3, $C_1$ and $C_2$ can be reconfigured to canonical cycles $C_1'$ and $C_2'$ of $G$ using $O(|G|)$ flips and transposes in total. By Theorem 5.4, $\Pi_L(C_1, C_2)$ can be solved also using $O(|G|)$ flips and transposes. By Lemma 5.1, the cycle remains 1-complex Hamiltonian after each operation. □

### 5.5 Conclusion

In this chapter we showed that any 1-complex Hamiltonian cycle $C_1$ of an L-shaped grid graph $G$ can be reconfigured to any other 1-complex Hamiltonian cycle $C_2$ of $G$. We conclude with the following open problems.

1. We adapted the zip operation defined in Chapter 4 for 1-complex cycles in rectangular grid graphs for L-shaped grid graphs. Is it possible to generalize zip to solid grid graphs when the cycle is 1-complex?

2. We conjecture that the Splitting Lemma (Lemma 5.2) applies to any solid grid graph with an arbitrary orthogonal polygonal boundary. The reason behind that is that we proved that a splitting track exists when the cycle has cookies from all four directions, which does not rely on the shape of the boundary of the graph. But it would be nice to actually prove it.

3. For 1 reflex corner (the L-shaped case), we had to split a Hamiltonian cycle at most twice. Is it possible to split 1-complex cycles in any solid grid graph into a number of subproblems linear in the number of reflex vertices, such that each of the subproblems is solvable?

4. More generally, how does the number of subproblems created by a splitting approach (when possible) depend on the number of reflex corners?
Chapter 6

Hamiltonian Paths in Rectangular Grid Graphs

In this chapter, we discuss 1-complex \( s,t \) Hamiltonian paths between the top-left and bottom-right corners of a rectangular grid graph, and reconfiguration of such paths.

In a Hamiltonian cycle in a grid graph, each internal vertex is covered by some *cookie*, i.e., a subpath that starts and ends on adjacent vertices on the same boundary and contains no vertices on the boundary other than the endpoints. In contrast to that, Hamiltonian paths cover internal vertices of the grid with cookies as well as with subpaths that we call “separators” (defined in Section 6.1). Unlike cookies, separators have endpoints on different boundaries and can contain either one, or two, or no internal bends. Because of this additional feature in the structure of \( s,t \) Hamiltonian paths, we need some new strategies in addition to the strategies we used for cycles in Chapters 4 and 5.

The chapter outline is as follows.

1. In Section 6.1, we define some terminology that is special to Hamiltonian paths.

2. In Section 6.2, we establish the structure of 1-complex \( s,t \) Hamiltonian paths in rectangular grid graphs by dividing such paths into subpaths and establishing the structure of each subpath separately.

3. In Section 6.3, we give a research plan to obtain algorithms to reconfigure any 1-complex \( s,t \) Hamiltonian path \( P_1 \) in a rectangular grid graph to any other such path \( P_2 \) using flips, transposes, and switches, based on the structure of Hamiltonian paths that we establish in Section 6.2. We also make use of results for
reconfiguration of cycles from Chapters 4 and 5 in designing algorithms for paths.

4. Section 6.4 collects together some open problems arising from the chapter.

6.1 Separators and Their Properties

Let $P$ be a directed 1-complex Hamiltonian path in an $m \times n$ grid graph $G$ from the upper left corner $s$ to the bottom right corner $t$. We now give some terminology and observe some properties of $P$. In particular we define and examine the properties of “separators”, which are subpaths of $P$ whose removal from $G$ leaves $s$ and $t$ in separate components of $G$.

The internal (non-boundary) vertices of $G$ are each covered by some subpath $P'$ of $P$ such that $P'$ contains at least one internal vertex of $G$ and intersects the boundary of $G$ precisely at the two endpoints of $P'$. If the endpoints lie on the same boundary (N, S, E, or W) we call the subpath $P'$ a cookie of $P$. Note that in a cookie, $P'$ must contain at least two internal vertices of $G$ as otherwise $P'$ cannot have both endpoints on the same boundary. If $P'$ has its two endpoints on two different boundaries then we call $P'$ a separator of $P$.

**Definition 6.1** (Separator). A separator of $P$ in $G$ is a subpath $P'$ of $P$ that starts and ends on different boundaries of $G$, and that covers at least one internal vertex of $G$, and that contains no boundary vertices other than the endpoints of $P'$.

We denote by $P_{u,v}$ a directed subpath of $P$ that starts at $u$ and ends at $v$, where $u$ is closer to $s$ than $v$ when following $P$ from $s$ to $t$. Hence $P_{s,t}$ denotes the directed path $P$ from $s$ to $t$.

We have the following observation.

**Observation 6.1.** Any separator of $P$ in $G$ has 0, 1, or 2 internal bends, and if there are two internal bends, they must be adjacent.

**Proof.** (See Figure 6.1.) Let $P_{u,v}$ be a separator of $P$ where $u$ and $v$ are vertices on two different boundaries of $G$ and suppose $P_{u,v}$ contains at least one bend. Tracing $P_{u,v}$ from $u$ to the first internal bend $a$, we consider the vertex $b$ we encounter next after $a$. Since $P_{u,v}$ is 1-complex, $b$ must be connected to $v$ by a straight line segment on $P$. Hence if $P_{u,v}$ does not bend at $b$, then $P_{u,v}$ has no further bends, and if $P_{u,v}$ does bend at $b$ then $P_{u,v}$ has one of the forms shown in Figure 6.1(c).
Based on the number of bends, we define three kinds of separators as follows.

1. A corner separator contains exactly one bend (see Figure 6.1(a)).
2. A straight separator contains no bends (see Figure 6.1(b)).
3. A bent separator contains exactly two bends as shown in Figure 6.1(c).

We call a corner separator a corner cookie if $P$ connects one of the endpoints of the separator to $s$ or $t$ by a straight subpath lying on a boundary of $G$. Figure 6.2 shows examples of corner cookies. From now on, we consider a corner cookie to be a cookie, not a separator.

We now establish properties of different kinds of separators that we use in the next section to establish the structure of $P$.

Let $P_{s,t}$ be the 1-complex $s, t$ Hamiltonian path shown in Figure 6.3. Let $\alpha$ and $\beta$ denote the bottom left and top right corner vertices of $G$. Since we can fix $s$ and reflect $G$ about the line $x = y$, without loss of generality, from now on we make the following assumption.

**Assumption:** We assume that $P_{s,t}$ visits $\alpha$ before visiting $\beta$. 
Figure 6.3: A 1-complex $s, t$ Hamiltonian path $P_{s,t}$. Cookies of $P_{s,t}$ are shown in black and the endpoints of the separators of $P_{s,t}$ are shown in gray circles.

We now have the following observations.

**Observation 6.2.** The subpath $P_{s,\alpha}$ covers all the $W$ vertices and the subpath $P_{\beta,t}$ covers all the $E$ vertices.

**Proof.** If the subpath $P_{s,\alpha}$ does not cover all the $W$ vertices, $P_{s,t}$ fails either to be Hamiltonian or to be non-crossing. Therefore, $P_{s,t}$ must visit all the $W$ vertices before reaching $\alpha$. By similar logic, $P_{\beta,t}$ must cover all the $E$ vertices.

Corner separators have endpoints on boundaries sharing a common corner. We say that a corner separator cuts off this common corner.

**Observation 6.3.** All corner separators cutting off $s$ occur before $P_{s,t}$ reaches $\alpha$, and no corner separators cut off $\alpha$ or $\beta$; all corner separators cutting off $t$ occur after $P_{s,t}$ reaches $\beta$.

**Proof.** All the corner separators cutting off $s$ have one endpoint on the $W$ boundary. By Observation 6.2, all the $W$ vertices must be visited by $P_{s,t}$ before $P_{s,t}$ reaches $\alpha$. Therefore, all the corner separators cutting off $s$ must occur before $P_{s,t}$ reaches $\alpha$. Similarly, we can prove that all the corner separators cutting off $t$ must occur after $P_{s,t}$ visits $\beta$.

Suppose there is a corner separator cutting off $\alpha$. Then $P_{s,t}$ is either not Hamiltonian or crosses itself, which is a contradiction to $P_{s,t}$ being an $s, t$ Hamiltonian path of $G$. So no corner separator that cuts off $\alpha$ exists. Similarly, there cannot be any corner separator cutting off $\beta$. 

$\square$
Traveling along $P_{s,t}$, we denote the $i$-th corner separator that cuts off $s$ by $\mu_i$, and the $i$-th corner separator that cuts off $t$ by $\nu_i$. The start and end points of $\mu_i$ and $\nu_i$ are denoted by $s(\mu_i), t(\mu_i)$ and $s(\nu_i), t(\nu_i)$, respectively, and the internal bends are denoted by $b(\mu_i)$ and $b(\nu_i)$, respectively.

Since the endpoints of a straight or a bent separator lie on opposite boundaries (N and S, or E and W), we make the following definition.

**Definition 6.2 (Cross Separator).** We call a straight or bent separator a cross separator.

Our notation for cross separators is similar to that for corner separators. Traveling along $P_{s,t}$, we denote the $i$-th cross separator we encounter by $\eta_i$; we denote the endpoints of $\eta_i$ by $s(\eta_i)$ and $t(\eta_i)$, where $s(\eta_i)$ is the endpoint closer to $s$ along $P_{s,t}$. If $\eta_i$ is a bent separator, then we let $b(\eta_i)$ denote the internal bend of $\eta_i$ that has the same $x$-coordinate as $s(\eta_i)$. Figure 6.4 shows the endpoints and internal bends of all the separators of the Hamiltonian path in Figure 6.3, and Figure 6.5 gives a combinatorial layout of the same Hamiltonian path.

We now observe properties of cross separators.

**Lemma 6.1.** Let $P_{s,t}$ visit the lower left corner $\alpha$ of $G$ before the upper right corner $\beta$ of $G$. Then the following statements hold.

(a) All the cross separators must have endpoints on the N and S boundaries of $G$.

(b) All the cross separators of $P_{s,t}$ must occur between $\alpha$ and $\beta$.

(c) There is at least one cross separator, and the first and last cross separators, which may be the same, start on the S boundary and end on the N boundary of $G$.

(d) There must be an odd number $k \geq 1$ of cross separators in $P_{s,t}$.

**Proof.** (a) Since $P_{s,t}$ is non-crossing, all the cross separators have endpoints on the same pair of opposite boundaries (either N and S, or E and W). If the cross separators have endpoints on the E and W boundaries then $P_{s,t}$ cannot visit $\alpha$ before $\beta$ as we assumed, since otherwise path $P_{s,t}$ fails to be Hamiltonian or non-crossing. Therefore, all the cross separators must have endpoints on the N and S boundaries.

By Observation 6.3, $P_{\alpha,\beta}$ must leave $\alpha$ along the S boundary and reach $\beta$ along the N boundary. Therefore, $P_{\alpha,\beta}$ contains a cross separator that travels from the S to the N boundary.
Figure 6.4: (a) The separators of the path $P_{s,t}$ of Figure 6.3. (b) The corner separator, (c) the bent separators, and (d) the straight separators, shown separately with their endpoints and bends marked.

(b) Since by Observation 6.2, all the W vertices must occur in $P_{s,\alpha}$ and all the E vertices must be covered by subpath $P_{\beta,t}$, the starting point $s(\eta_1)$ of the first cross separator $\eta_1$ must occur after $\alpha$ but before $\beta$ on $P_{s,t}$. Similarly, the ending point $t(\eta_k)$ of $\eta_k$ must occur before $\beta$. Therefore, all the cross separators must occur between $\alpha$ and $\beta$ on $P_{s,t}$. See Figure 6.5.

(c) If $s(\eta_1)$ is on the N boundary then $P_{s,t}$ either is not Hamiltonian or crosses itself, a contradiction. Therefore $s(\eta_1)$ must be on the S boundary and $t(\eta_1)$ must be on the N boundary. Similarly, letting $\eta_k$, $k \geq 1$, denote the last cross separator of $P_{\alpha,\beta}$, if $t(\eta_k)$ is on the S boundary then $P_{s,t}$ cannot visit $\beta$ and hence cannot
be Hamiltonian. Therefore, \( t_{\eta_k} \) must be on the N boundary and \( s(\eta_k) \) must be on the S boundary.

(d) The first cross separator \( \eta_1 \) starts on the S boundary and ends on the N boundary. Since \( P_{s,t} \) cannot cross itself, \( s(\eta_2) \) must be on the N boundary and \( t(\eta_2) \) must be on the S boundary. In this way \( s(\eta_i) \) must be on the S boundary when \( i \) is odd and \( s(\eta_i) \) must be on the N boundary when \( i \) is even. Since \( s(\eta_k) \) must be on the S boundary by Claim (c), \( k \) must be odd.

\[ \square \]

6.2 Structure of 1-Complex Hamiltonian Paths

In this section, we establish the structure of \( P_{s,t} \). In order to do that, we break \( P_{s,t} \) into three subpaths such that two consecutive subpaths overlap at their common endpoint. We then establish the structures of the three subpaths separately.

We first define the three subpaths of \( P_{s,t} \).

**Definition 6.3** (Initial Subpath). The initial subpath of \( P_{s,t} \) is the subpath \( P_{s,s(\eta_1)} \).

**Definition 6.4** (Middle Subpath). The middle subpath of \( P_{s,t} \) is the subpath \( P_{s(\eta_1),t(\eta_k)} \).
**Definition 6.5** (Final Subpath). The final subpath of $P_{s,t}$ is the subpath $P_{t(\eta_k),t}$.

We establish the structures of the three subpaths of $P_{s,t}$ in the following order. We first discuss the initial and final subpaths of $P_{s,t}$ since they have similar structures. We then discuss the middle subpath of $P_{s,t}$.

To establish the structure of the initial subpath of $P_{s,t}$, we define some terminology. A sequence $q$ of $E$ (or $W$) cookies is a group of $E$ (or $W$) cookies that are connected consecutively on $P_{s,t}$ by single edges on the $E$ (or $W$) boundary; thus, as a group the cookies cover vertices in adjacent rows in Column $n - 2$ (Column 1) of $G$. See Figure 6.6(a) and (b). A tabletop of $q$ is a maximal consecutive subsequence of $E$ (or $W$) cookies of maximum cookie size in $q$. The sequence $q$ is unimodal if it has just one tabletop and the sizes of the cookies are non-increasing as we move further along $P$ from the tabletop. Figures 6.6(a)–(b) show a unimodal sequence of $W$ cookies and a unimodal sequence of $E$ cookies, respectively.

![Figure 6.6: (a) A unimodal sequence of W cookies with two cookies in the tabletop, and (b) a unimodal sequence of E cookies with one cookie in the tabletop. (c) Two sequences $q_1$ and $q_2$ of W cookies in the subpath $P_{s,a}$.](image)

Note that according to our definition of a set of cookies, a set of cookies is a special type of unimodal sequence of cookies consisting of a tabletop that contains all the cookies in the set.

Let $a$ and $b$ be two vertices on the same boundary $tp$, where $tp \in \{N, S, E, W\}$ and $P_{s,t}$ visits $a$ before $b$. The subpath $P_{a,b}$ is called an extended sequence of $tp$ cookies if it contains either a sequence of $tp$ cookies covering the vertices in the interval $(a, b)$ on the $tp$ boundary, or the vertices in the interval $[a = s, b)$, or the vertices in the interval $(a, b = t]$. 
We establish the structure of the initial subpath of $P_{s,t}$ in the next theorem (refer to Figure 6.7), but before the theorem we make some remarks to prepare the reader for the numerous possible configurations of the initial subpath of an $s,t$ Hamiltonian path even when it is only 1-complex.

**Remark.** Let $P$ be a 1-complex $s,t$ Hamiltonian path. Based on the existence of corner separators cutting off $s$ in $P$ and the structure and type of the first cross separators, the initial subpath of $P$ can have so many different configurations that it is unwieldy to specify completely the structure of the initial subpath of $P$ in the general case. In fact, we are about to define a special kind of 1-complex $s,t$ Hamiltonian path with a precise structure that we call a “good Hamiltonian path” in Section 6.3.1 such that the initial subpath of such a path has a small number of configuration cases. Furthermore, we show by example in Section 6.3.2 that a 1-complex $s,t$ Hamiltonian path can be reconfigured to a good Hamiltonian path. Thus, for purposes of obtaining a reconfiguration result for 1-complex $s,t$ Hamiltonian paths, we believe that the structure we are about to present is sufficiently detailed. As we will see, the concept of a good Hamiltonian path helps us avoid a lot of unnecessary case-handling.

**Theorem 6.1** (Initial Subpath Structure). The initial subpath $P_{s,s(\eta_1)}$ consists of two subpaths $P_{s,\alpha}$ and $P_{\alpha,s(\eta_1)}$. The subpath $P_{s,\alpha}$ has the following structure.

(a) If $P_{s,t}$ has no corner separators cutting off $s$ then $P_{s,\alpha}$ contains either all the edges on the $W$ boundary from $s$ to $\alpha$; or an extended unimodal sequence of $W$ cookies $P_{s,\alpha}$; or an extended unimodal sequence of $W$ cookies $P_{s,a}$, where $a$ is a vertex on the $W$ boundary and $0 < y(a) < y(\alpha)$, followed by all the edges on the $W$ boundary from $a$ to $\alpha$; or all the edges on the $W$ boundary from $s$ to some vertex $b$ on the boundary, where $0 < y(b) < y(\alpha)$, followed by an extended unimodal sequence of $W$ cookies $P_{b,\alpha}$.

(b) If $P_{s,t}$ contains exactly one corner separator $\mu_1$ cutting off $s$, then the subpath $P_{s,s(\mu_1)}$ is an extended sequence of $N$ cookies with the size of all the $N$ cookies being $y(b(\mu_1)) - 1$, followed by $\mu_1$ such that $s(\mu_1)$ is on the $N$ boundary and $t(\mu_1)$ is on the $W$ boundary. The subpath $P_{t(\mu_1),\alpha}$ consists of either all the edges on the $W$ boundary from $t(\mu_1)$ to $\alpha$; or an extended unimodal sequence of $W$ cookies $P_{t(\mu_1),\alpha}$; or an extended unimodal sequence of $W$ cookies $P_{t(\mu_1),a}$, where $a$ is some...
vertex on the W boundary and \( y(t(\mu_1)) < y(\alpha) < y(\alpha), \) followed by all the edges on the W boundary from \( a \) to \( \alpha \).

(c) If \( P_{s,t} \) contains an odd number \( j \) of corner separators \( \mu_1, \mu_2, \ldots, \mu_j \) cutting off \( s \), where \( j \) is their total number, then the subpath \( P_{s,s(\mu_1)} \) has the same form as the subpath \( P_{s,s(\mu_1)} \) in Case (b), and the subpath \( P_{t(\mu),\alpha} \) has the same form as the subpath \( P_{t(\mu),\alpha} \) in Case (b). The endpoint \( s(\mu_i), 1 \leq i \leq j \), is on the N boundary when \( i \) is odd and on the W boundary otherwise. If \( t(\mu_i) \) and \( s(\mu_{i+1}), 1 \leq i < j \), are not adjacent in \( G \) then when \( i \) is odd \( P_{t(\mu_i),s(\mu_{i+1})} \) is an extended sequence of W cookies such that all such cookies have size \( x(b(\mu_i)) \), and when \( i \) is even \( P_{t(\mu_i),s(\mu_{i+1})} \) is an extended sequence of N cookies such that all such cookies have size \( y(b(\mu_i)) \).

(d) If \( P_{s,t} \) contains an even number of corner separators \( \mu_1, \mu_2, \ldots, \mu_j \), where \( j > 1 \) is even and equal to the total number of such separators, then the subpath \( P_{s,s(\mu_1)} \) is an extended sequence of W cookies such that all such cookies have size \( x(b(\mu_1)) - 1 \). On \( P_{s,\alpha} \), the subpath \( P_{s,s(\mu_1)} \) is followed by \( \mu_1 \) such that \( s(\mu_1) \) is on the W boundary and \( t(\mu_1) \) on the N boundary. The endpoint \( s(\mu_i), 1 \leq i \leq j \), is on the N boundary when \( i \) is even and on the W boundary otherwise. If \( t(\mu_i) \) and \( s(\mu_{i+1}), 1 \leq i < j \), are not adjacent in \( G \) then when \( i \) is even \( P_{t(\mu_i),s(\mu_{i+1})} \) is an extended sequence of W cookies such that all such cookies have size \( x(b(\mu_i)) \), and when \( i \) is odd \( P_{t(\mu_i),s(\mu_{i+1})} \) is an extended sequence of N cookies such that all such cookies have size \( y(b(\mu_i)) \). The subpath \( P_{t(\mu_i),\alpha} \) has the same form as the subpath \( P_{t(\mu_1),\alpha} \) in Case (b).

The second subpath \( P_{\alpha,s(\eta_1)} \) of \( P_{s,s(\eta_1)} \) consists of either all the edges on the S boundary from \( \alpha \) to \( s(\eta_1) \); or an extended unimodal sequence of S cookies \( P_{\alpha,s(\eta_1)} \); or all the edges on the S boundary from \( \alpha \) to some vertex \( b \) on the boundary, where \( 0 < x(b) < x(s(\eta_1)) \), and an extended unimodal sequence of S cookies \( P_{b,s(\eta_1)} \).

Proof. We first prove the structure of the subpath \( P_{s,\alpha} \).

(a) If \( P_{s,t} \) has no corner separators cutting off \( s \), then either \( P_{s,\alpha} \) has some cookies or no cookies at all. If \( P_{s,\alpha} \) has no cookies, then it must contain all the edges on the W boundary since it must cover all the vertices on that boundary by Observation 6.2.
If $P_{s,\alpha}$ has cookies, there cannot be any N cookies as there are no corner separators cutting off $s$. Suppose for a contradiction that there are S or E cookies in $P_{s,\alpha}$. Since all the E vertices must be covered by $P_{\beta,t}$ by Observation 6.2 and we assumed that $P_{s,t}$ visits $\alpha$ before $\beta$, subpath $P_{s,\alpha}$ cannot contain any E cookies. By Observation 6.3, there are no corner separators in $P_{s,t}$ that cut off $\alpha$. Therefore, $P_{s,\alpha}$ cannot have any S cookies as well, a contradiction to our assumption. Hence, all the cookies in $P_{s,\alpha}$ must be from the W boundary.

Suppose for a contradiction that $P_{s,\alpha}$ contains a sequence of W cookies that has two tabletops as shown in Figure 6.6(c). By Lemma 6.1, $P_{s,t}$ contains at least one cross separator $\eta_1$ and it must have endpoints on the N and S boundaries. Then some vertices of Column 1 of $G$ in the rows between the tabletops cannot be covered by any cookies since no E cookie can cross $\eta_1$ and no S cookies can cross the W cookies in the tabletop closer to the S boundary. Therefore any sequence of W cookies in $P_{s,\alpha}$ must be unimodal. By similar logic, we can prove that $P_{s,\alpha}$ cannot have more than one sequence of W cookies. The unimodal sequence of W cookies can extend from $s$ to $\alpha$; or can start at $s$ but end at a vertex $a$ on the W
boundary before $P_{s,\alpha}$ reaches $\alpha$, in which case subpath $P_{a,\alpha}$ consists of only edges on the W boundary from $a$ to $\alpha$; or can start at a vertex $b$ on the W boundary below $s$ and end at $\alpha$. However, one of the endpoints of the extended sequence must be at either $s$ or $\alpha$; otherwise some vertices in Column 1 cannot be covered by $P_{s,t}$ without $P_{s,t}$ crossing itself. Hence $P_{s,t}$ fails to be both Hamiltonian and non-crossing, a contradiction.

(b) If there is exactly one corner separator $\mu_1$ cutting off $s$, vertex $t(\mu_1)$ must be on the W boundary since $P_{s,\alpha}$ must cover all the W vertices by Observation 6.2. Then $s(\mu_1)$ must be on the N boundary since $\mu_1$ cuts off $s$; see Figure 6.8(a). The subgrid $G'$ of $G$ with $s(\mu_1)$ and $t(\mu_1)$ as diagonally opposite corners must have size at least $3 \times 3$ as we do not consider a corner cookie as a separator. Then subpath $P_{s,s(\mu_1)}$ must be an extended sequence of N cookies and all those N cookies must have size $y(b(\mu_1)) - 1$.

By logic similar to Case (a), we can prove that the subpath $P_{t(\mu_1),\alpha}$ contains either all the edges on the W boundary from $t(\mu_1)$ to $\alpha$; or is an extended unimodal sequence of W cookies that must start at $t(\mu_1)$.

(c) If there are an odd number of corner separators $\mu_1, \mu_2, \ldots, \mu_j$ cutting off $s$, where $j$ is the total number of such corner separators, the vertex $t(\mu_j)$ must be on the W boundary since $P_{s,\alpha}$ must cover all the W vertices by Observation 6.2. Then $s(\mu_j)$ must be on the N boundary. Then $s(\mu_{j-1})$ must be on the N boundary and
$t(\mu_{j-1})$ must be on the W boundary. Tracing $P_{t(\mu_j),s}$ this way, it is straightforward to see that $s(\mu_i), 1 \leq i \leq j,$ lies on the N boundary when $i$ is odd and $s(\mu_i)$ is on the W boundary when $i$ is even. Therefore, $s(\mu_1)$ must be on the N boundary as in Case (b), and by logic similar to Case (b), the subpath $P_{s,s(\mu_1)}$ is an extended sequence of N cookies with the cookie size being $y(b(\mu_1)) - 1$ for all the N cookies.

The vertices $s(\mu_i)$ and $t(\mu_{i+1}), 1 \leq i < j,$ must be adjacent on the N or W boundary as otherwise some of the vertices on that boundary cannot be covered by $P_{s,t}$. First assume that $i$ is even and $s(\mu_i)$ and $t(\mu_{i+1})$ are on the W boundary as shown in Figure 6.8(b). Then $t(\mu_i)$ and $s(\mu_{i+1})$ must be on the N boundary. If the vertices are adjacent in $G$, then there are no cookies between them. Otherwise subpath $P_{t(\mu_i),s(\mu_{i+1})}$ must be an extended sequence of N cookies and they must all have size $y(b(\mu_i))$.

Now assume that $i$ is odd and $s(\mu_i)$ and $t(\mu_{i+1})$ are on the N boundary as shown in Figure 6.8(c). Then $t(\mu_i)$ and $s(\mu_{i+1})$ must be on the W boundary. If the vertices are not adjacent in $G$, then $P_{t(\mu_i),s(\mu_{i+1})}$ must be an extended sequence of W cookies and they must all have size $x(b(\mu_i))$.

Since $t(\mu_j)$ is on the W boundary, we can prove in a way similar to Case (a) that the subpath $P_{t(\mu_j),\alpha}$ either contains only edges on the W boundary; or is an extended unimodal sequence of W cookies and must start at $t(\mu_j)$.

(d) If there are an even number of corner separators $\mu_1, \mu_2, \ldots, \mu_j$ cutting off $s$, where $j$ is the total number of such separators, the vertex $t(\mu_j)$ must be on the W boundary since $P_{s,\alpha}$ must cover all the W vertices by Observation 6.2. Then $s(\mu_j)$ must be on the N boundary. Then $s(\mu_{j-1})$ must be on the N boundary and $t(\mu_{j-1})$ must be on the W boundary. Tracing $P_{t(\mu_j),s}$ this way, it is straightforward to see that $s(\mu_i), 1 \leq i \leq j,$ is on the N boundary when $i$ is even and $s(\mu_i)$ is on the W boundary when $i$ is odd. Therefore, $s(\mu_1)$ must be on the W boundary, and by logic similar to Case (b) the subpath $P_{s,s(\mu_1)}$ is an extended sequence of W cookies where the size of all the W cookies is $x(b(\mu_1)) - 1$.

The rest of the claims can be proved in a way similar to Case (c).

We now prove the statement following (d) which gives the structure of subpath $P_{\alpha,s(\eta_1)}$. Path $P_{s,\alpha}$ cannot reach any vertex on the S boundary other than $\alpha$ because there are no corner separators cutting off $s$ by Observation 6.3, and no cross separators between the N and S boundaries before $\alpha$ by Lemma 6.1. Therefore, path $P_{\alpha,s(\eta_1)}$ must
cover all the vertices on the S boundary from $\alpha$ to $s(\eta_1)$. Therefore, $P_{\alpha,s(\eta_1)}$ consists of either all the edges on the S boundary from $\alpha$ to $s(\eta_1)$; or an extended unimodal sequence of S cookies that must end at $s(\eta_1)$.

We now establish the structure of the final subpath of $P_{s,t}$ before moving on to the middle subpath of $P_{s,t}$ (refer to Figure 6.9).

**Theorem 6.2** (Final Subpath Structure). The final subpath $P_{t(\eta_k),t}$ consists of two subpaths $P_{t(\eta_k),\beta}$ and $P_{\beta,t}$.

The subpath $P_{t(\eta_k),\beta}$ of $P_{s,t}$ consists of either all the edges on the N boundary from $t(\eta_k)$ to $\beta$; or an extended unimodal sequence of N cookies $P_{t(\eta_k),\beta}$; or an extended unimodal sequence of N cookies $P_{t(\eta_k),a}$, where $a$ is some vertex on the N boundary and $x(t(\eta_k)) < x(a) < x(\beta)$, followed by all the edges on the N boundary from $a$ to $\beta$; or all the edges on the N boundary from $t(\eta_k)$ to some vertex $b$ on the boundary, where $x(t(\eta_k)) < x(b) < x(\beta)$, followed by an extended unimodal sequence of N cookies $P_{b,\beta}$.

The subpath $P_{\beta,t}$ has the following structure.

(a) If $P_{s,t}$ has no corner separators cutting off $t$ then $P_{\beta,t}$ consists of either all the edges on the E boundary; or an extended unimodal sequence of E cookies $P_{\beta,t}$; or an extended unimodal sequence of E cookies $P_{\beta,a}$, where $a$ is some vertex on the E boundary and $0 < y(a) < y(t)$, followed by all the edges on the E boundary from $a$ to $t$; or all the edges on the E boundary from $\beta$ to some vertex $b$ on the boundary, where $0 < y(b) < y(t)$, followed by an extended unimodal sequence of E cookies $P_{b,t}$.

(b) If $P_{s,t}$ contains exactly one corner separator $\nu_1$ cutting off $t$, then the subpath $P_{\beta,s(\nu_1)}$ consists of either all the edges on the E boundary from $\beta$ to $s(\nu_1)$; or all the edges on the E boundary from $\beta$ to vertex $b$ on the boundary, where $0 < y(b) < y(t)$, followed by an extended unimodal sequence of E cookies $P_{b,s(\nu_1)}$. The subpath $P_{s(\nu_1),t}$ contains $\nu_1$, with $s(\nu_1)$ on the E boundary and $t(\nu_1)$ on the S boundary, followed by an extended sequence of S cookies $P_{t(\nu_1),t}$ where the size of all such cookies must be $m - y(b(\nu_1)) - 1$.

(c) If $P_{s,t}$ contains more than one corner separator $\nu_1, \nu_2, \ldots, \nu_j$, where $j > 1$, then the subpath $P_{\beta,s(\nu_1)}$ is the same as the subpath $P_{\beta,s(\nu_1)}$ in Case (b). The endpoint $s(\nu_i)$, $1 \leq i \leq j$, is on the E boundary when $i$ is odd and on the S boundary otherwise. If $t(\nu_i)$ and $s(\nu_{i+1})$, $1 \leq i < j$, are not adjacent in $G$ then when $i$ is
even, $P_{t(\nu_i),s(\nu_{i+1})}$ is an extended sequence of $E$ cookies where the size of all such cookies is $n - x(b(\nu_{i+1}))$, and when $i$ is odd, $P_{t(\nu_i),s(\nu_{i+1})}$ is an extended sequence of $S$ cookies where the size of all such cookies is $m - y(b(\mu_{i+1}))$. If $j$ is odd then the subpath $P_{t(\mu_j),t}$ is an extended sequence of $S$ cookies where the size of all such cookies is $m - y(b(\mu_j)) - 1$; if $i$ is even then $P_{t(\mu_j),t}$ is an extended sequence of $E$ cookies where the size of all such cookies is $n - x(b(\mu_j)) - 1$.

Figure 6.9: Examples of final subpaths $P_{t(\eta_k),t}$ of $P_{s,t}$.

**Proof.** The proof is similar to the proof of Theorem 6.1 after rotating the grid by 180 degrees and exchanging the roles of $s$ and $t$. 

Figure 6.10 shows an example of the structure of the initial and final subpaths of $P_{s,t}$.

We have the following lemma which we use to establish the structure of the middle subpath of $P_{s,t}$. 

Figure 6.10: An example of (a) initial and (b) final subpaths of $P_{s,t}$. The corner separators cutting off $s$ and $t$ are shown in bold lines.

**Lemma 6.2.** Let $P_{s,t}$ contain the cross separators $\eta_1, \eta_2, \ldots, \eta_k$, where $k > 1$. Then there are no cookies between $\eta_p$ and $\eta_{p+1}$, where $1 \leq p < k$, if at least one of $\eta_p$ and $\eta_{p+1}$ is a straight separator (see Figure 6.11), and there is at most one cookie between $\eta_p$ and $\eta_{p+1}$ if both of them are bent separators.

**Proof.** Suppose for a contradiction that $\eta_p$ and $\eta_{p+1}$, where $1 \leq p < k$, are both straight separators and that there is a cookie between them as shown in Figure 6.12(a).
Then $P_{s,t}$ fails to cover some vertices in the track the cookie lies in, and hence $P_{s,t}$ fails to be Hamiltonian. Therefore, $\eta_p$ and $\eta_{p+1}$ cannot have any cookies between them. Similarly we can prove that there cannot be any cookies between $\eta_p$ and $\eta_{p+1}$ if one of them is a straight separator and the other is a bent separator; see Figures 6.12(b)–(c).

Now assume that both $\eta_p$ and $\eta_{p+1}$ are bent separators and that they have more than one cookie between them in $P_{s,t}$, as shown in Figures 6.12(d)–(f). Then again $P_{s,t}$ fails to be Hamiltonian since some of the vertices in the vertical tracks where the cookies lie remain uncovered, a contradiction.

Figure 6.12: (a) A cookie between two straight separators, and (b)–(c) between a straight and a bent separator. (d)–(f) Two cookies between two bent separators.

We now establish the structure of the middle subpath $P_{s(\eta_i),t(\eta_k)}$ of $P_{s,t}$ in the
following theorem. Refer to Figure 6.13.

**Theorem 6.3** (Middle Subpath Structure). The structure of the middle subpath \( P_{s(\eta_1),t(\eta_k)} \) of \( P_{s,t} \) is as follows.

(a) If \( P_{s,t} \) contains just one cross separator \( \eta_1 \) then the middle subpath consists of the single cross separator.

(b) If \( P_{s,t} \) contains the cross separators \( \eta_1, \eta_2, \ldots, \eta_k \), where \( k > 1 \) is odd, then the cross separators occur as alternating groups of straight separators and groups of bent separators, starting with either type of group. A group of straight separators occupies consecutive columns. A group of bent separators \( \eta_i, \ldots, \eta_j, 1 \leq i < j \leq k \), has the following structure.

(i) If two bent separators \( \eta_p \) and \( \eta_{p+1} \), where \( i \leq p < j \), do not have any cookies between them, then either the internal bends of \( \eta_{p+1} \) are in the row below the internal bends of \( \eta_p \), or the internal bends of \( \eta_{p+1} \) are in the row above the internal bends of \( \eta_p \). (See Figures 6.13(b)–(c).)

(ii) If two bent separators \( \eta_p \) and \( \eta_{p+1} \), where \( i \leq p < j \), do have a cookie between them, then the internal bends of the bent separators are in the same row and there is an N or S cookie between \( \eta_p \) and \( \eta_{p+1} \). (See Figure 6.13(a).)

Proof. (a) The statement is clear from the definition of the middle subpath.

(b) By Lemma 6.1, \( P_{s,t} \) must contain an odd number of cross separators. Since by Lemma 6.2, there cannot be any cookies between two consecutive straight separators, a group of straight separators must occupy consecutive columns.
(i) If the internal bends of $\eta_p$ and $\eta_{p+1}$, where $i \leq p < j$, are not in the same row then they must occupy consecutive rows as otherwise some vertices in Rows $y(b(\eta_p)) + 1, y(b(\eta_p)) + 2, \ldots, y(b(\eta_{p+1})) - 1$ (when $y(b(\eta_p)) < y(b(\eta_{p+1}))$) or in Rows $y(b(\eta_p)) - 1, y(b(\eta_p)) - 2, \ldots, y(b(\eta_{p+1})) + 1$ (when $y(b(\eta_p)) > y(b(\eta_{p+1}))$) cannot be covered by $P_{s,t}$. By similar logic, $\eta_p$ and $\eta_{p+1}$ cannot have any cookies between them.

(ii) If the internal bends of $\eta_p$ and $\eta_{p+1}$, where $i \leq p < j$, are in the same row then $x(s(\eta_{p+1}))$ must be three columns to the right of $x(t(\eta_p))$ and there must be an N or S cookie in the track $t'_{x}$ where $x = x(t(\eta_p)) + 1$.

6.3 Reconfiguration of $s, t$ Hamiltonian Paths

In this section we give a research plan for obtaining reconfiguration results for any two 1-complex $s,t$ Hamiltonian paths in a rectangular grid graph; parts of the plan are complete, while parts remain underway. Our plan builds on the structure of Hamiltonian paths we established in the previous sections, and makes use of the reconfiguration algorithms for cycles from Chapters 4 and 5.

Let $P_1$ and $P_2$ be two 1-complex $s,t$-Hamiltonian paths of $G$. To reconfigure $P_1$ to $P_2$, or vice versa, we apply a more elaborate approach than we did for reconfiguration of cycles. We still use canonical Hamiltonian paths as intermediate steps, but instead of reconfiguring $P_1$ (or $P_2$) directly to a canonical path, we reconfigure $P_1$ to a special 1-complex $s,t$ Hamiltonian path $P'_1$ (or $P'_2$) that we call a “good Hamiltonian path” (defined later in this section) and then reconfigure $P'_1$ (or $P'_2$) to a canonical path as shown in Figure 6.14.

Our plan has the following steps. Step 1 is to reconfigure $P_1$ to a good Hamiltonian path $P'_1$. Step 2 is to reconfigure $P'_1$ to a canonical Hamiltonian path $\mathcal{P}_1$. We then reconfigure $P_2$ to (not necessarily different) canonical path $\mathcal{P}_2$ via another good Hamiltonian path $P'_2$ in Steps 3 and 4. Step 5 is to reconfigure $\mathcal{P}_1$ to $\mathcal{P}_2$. Steps 6 and 7 are just reversing Steps 4 and 3, respectively, to reconfigure $\mathcal{P}_2$ to $P_2$.

Since Steps 1, 3 and 7 are similar, and Steps 2, 4 and 6 are similar, it suffices to give details only for Steps 1, 2 and 5.

The rest of this section is organized as follows. Section 6.3.1 defines a “good Hamiltonian path” which we later use as an intermediate step in our plan. Sections 6.3.2
Figure 6.14: Reconfiguring $P_1$ to $P_2$, where both are 1-complex $s,t$ Hamiltonian paths. The “good” paths $P'_1$ and $P'_2$ have simplified initial and final subpaths.

and 6.3.3 sketch outlines of algorithms to reconfigure any 1-complex path to a good Hamiltonian path (Step 1) and any good Hamiltonian path to a canonical path (Step 2), respectively. Note that these two steps are still underway and we do not provide a complete write-up of the algorithms and proofs of correctness. Section 6.3.4 gives an algorithm to reconfigure a canonical $s,t$ Hamiltonian path to another canonical $s,t$ Hamiltonian path, which is Step 5.

### 6.3.1 Good Hamiltonian Paths

In this section, we define a special 1-complex $s,t$ Hamiltonian path we call a **good Hamiltonian path** which we use as an intermediate steps in our sketch of a reconfiguration algorithm.

**Definition 6.6** (Good Initial Subpath). The initial subpath of $P$, i.e., the subpath $P_{s,s(\eta_1)}$, is a good initial subpath if there is at most one corner separator cutting off $s$ and the following two groups of conditions hold.

(i) If there is a corner separator $\mu$: $\eta_1$ is a bent separator, and there is exactly one set of $N$ cookies between $s$ and $s(\mu)$ of size $y(b(\mu)) - 1$ and at most one set of $W$ cookies between $t(\mu)$ and $s(\eta_1)$ (Figure 6.15(h)).

(ii) If there is no corner separator: if $\eta_1$ is a straight separator then there is no cookies (Figure 6.15(a)) or one (Figure 6.15(b)) set of $W$ cookies in the initial
subpath, and if \( \eta_1 \) is a bent separator then \( \eta_1 \) is preceded by either boundary edges only (Figure 6.15(c)), or a set of W cookies (Figures 6.15(d)–(e)), or two sets of W cookies (Figure 6.15(f)), or a set of W cookies followed by a set of S cookies (Figure 6.15(g)).

A good final subpath is defined similarly, after interchanging the roles of \( s \) and \( t \).

We now define a good Hamiltonian path.

**Definition 6.7** (Good Hamiltonian Path). A 1-complex \( s,t \) Hamiltonian path \( P \) is a good Hamiltonian path if both the initial and final subpaths are good.

Observe that a canonical Hamiltonian path \( P \) is a good Hamiltonian path that bends only on boundaries of \( G \).

### 6.3.2 Step 1: Any 1-Complex to a Good Hamiltonian Path

This section gives examples of reconfiguring a 1-complex \( s,t \) Hamiltonian path to a good Hamiltonian path by applying algorithms for cycles from Chapters 4 and 5. We first show a simple example to illustrate the approach; we then present a more complicated case to give an idea about the difficulty of the problem.
Simple Example: No Corner Separators

Let $P$ be a 1-complex $s,t$ Hamiltonian path with no corner separators. To reconfigure $P$ to a good Hamiltonian path, we have to transform the initial subpath of $P$ to a good initial subpath and the final subpath of $P$ to a good final subpath. As the two processes are similar if the roles of $s$ and $t$ are interchanged, we only discuss how to reconfigure $P$ to another 1-complex $s,t$ Hamiltonian path $P'$ such that $P'$ has a good initial subpath.

Let $G'$ be the subgrid of $G$ induced by the subpath $P_{s,t(\eta_1)}$. First assume that $\eta_1$ is a straight separator and hence $G'$ is rectangular as shown in Figure 6.16(a). We add another row above the N boundary of $G'$ to obtain another rectangular grid graph $G'$. We then connect $s$ to $t(\eta_1)$ through the new vertices of $G'$, creating a 1-complex Hamiltonian cycle $C$ of $G'$ with no E or N cookies. We then apply Algorithm RectThreeTypes from Chapter 4 to reconfigure $C$ to a canonical cycle $C$ that contains either a set of S cookies or a set of W cookies. We then remove the edges of $G'-G'$ to obtain a Hamiltonian path $P'$ that has a good initial subpath. If $C$ contains W cookies, then $P'$ contains a set of W cookies in the initial subpath and the number of cross separators of $P$ and $P'$ are the same. If $C$ contains S cookies, then $P'$ contains more cross separators than $P$ (see Figure 6.16(b)) and the initial subpath of $P'$ contains only edges on the W and S boundaries and no cookies.

If $\eta_1$ is a bent separator as shown in Figure 6.16(c), then $G'$ and $G'^+$ are L-shaped grid graphs. We apply Algorithm XNEFE from Chapter 5 to reconfigure the cycle $C'$ of $G'^+$ to a canonical Hamiltonian cycle $C'$ that contains no cookies from the east or north. We then remove the edges of $G'^+-G'$ to obtain a Hamiltonian path $P''$ that has a good initial subpath. $P''$ has the same number of cross separators as $P$. Based on the cookies of $C'$, the initial subpath of $P$ contains either two sets of W cookies (see Figure 6.16(d)), or one set of W cookies, or a set of W cookies and a set of S cookies.

A More Complicated Case

We now show an example of a case that is comparatively more complicated. Assume that $P$ has an odd number $j$ of corner separators $\mu_1, \mu_2, \ldots, \mu_j$ cutting off $s$ and that $\eta_1$ is a bent separator as shown in Figure 6.17(a).

To obtain an $s,t$ Hamiltonian path with a good initial subpath, we apply the following steps as shown in Figures 6.17(b)–(d).
Figure 6.16: (a) Cross separator $\eta_1$ is a straight separator, $s$ is connected to $t(\eta_1)$ by adding a dummy row above Row 0. (b) After applying Algorithm RECTTHREETYPES from Chapter 4 we have no cookies between $s$ and $s(\eta_1)$ in $P'$. (c) The cross separator $\eta_1$ is a bent separator in $P$. (d) After applying Algorithm XNEFE from Chapter 5 we have two sets of $W$ cookies between $s$ and $s(\eta_1)$ in $P''$.

Figure 6.17: (a) $P$ has an odd number $j$ of corner separators $\mu_1, \mu_2, \ldots, \mu_j$ cutting off $s$ and $\eta_1$ is a bent separator. (b) $P_1$ has just one corner separator $\mu$ in the initial subpath. (b) $P_2$ has two sets of cookies between $t(\mu)$ and $s(\eta_1)$. (d) $P'$ has a good initial subpath.

1. Obtain $P_1$ from $P$ such that $P_1$ has just one corner separator $\mu$ cutting off $s$, and the subpath $P_{t(\mu),t}$ of $P_1$ is the same as the subpath $P_{t(\mu_3),t}$ of $P$.

2. Take the subpath $P_{t(\mu),w}$ of $P_1$, where $w = v_{x(t(\eta_1))}(y(t(\mu)))$. Connect $t(\mu)$ to $w$ by
adding horizontal edges. Then apply the algorithm from Chapter 5 and remove the dummy edges to obtain a 1-complex \( s,t \) Hamiltonian path \( P_2 \) of \( G \) as shown in Figure 6.17(c).

3. If \( P_2 \) contains more than one set of cookies between the corner separator cutting off \( s \) and the first cross separator, apply transposes to grow the \( N \) cookies of \( P_2 \). We finally obtain \( P' \) such that \( P_2 \) has at most one set of cookies between the corner separator cutting off \( s \) and the first cross separator.

### 6.3.3 Step 2: Any Good to a Canonical Hamiltonian Path

In this section, we first show a simple example where the good Hamiltonian path contains a single cross separator, no corner separators, and has both E and W cookies. Our example illustrates the application of switch operations in pairs such that after applying each pair, we obtain another \( s,t \) Hamiltonian path. We call it a base case since it deals with paths with a single cross separator. We then give an example of a more general case, where the input path has more than one cross separator.

**A Base Case**

Let \( P \) be a good Hamiltonian path with no cross separators and a single cross separator \( \eta \). For simplicity, we also assume that \( P \) has both E and W cookies. We show how to reconfigure \( P \) to a canonical Hamiltonian path using switch operations.

First assume that \( \eta \) is a straight separator as shown in Figure 6.18(a). We apply switch in the switchable cells that have an edge on \( \eta \), working along \( \eta \) from \( s(\eta) \) to \( t(\eta) \); see Figure 6.18(b). Notice that the first switch operation produces a cycle-path cover of \( G \) containing a path from \( s \) to \( t \) and a cycle. The next switch operation merges the cycle and the path produced in the previous step to give an \( s,t \) Hamiltonian path of \( G \). In this way every pair of switch operations produces an \( s,t \) Hamiltonian path of \( G \). However, note that the intermediate Hamiltonian paths do not necessarily have bend complexity 1.

If \( \eta \) is a bent separator then again we apply switch in the switchable cells that have an edge on \( \eta \), working along \( \eta \) from \( s(\eta) \) to \( t(\eta) \); see Figures 6.18(c)–(d).

Note that any pair of switch operations above that preserves Hamiltonicity is applied within a \( 4 \times 3 \) or \( 3 \times 4 \) subgrid.
General Case

We now consider a good Hamiltonian path $P$ such that $P$ has $k = 2i + 1$ cross separators, where $i \geq 0$. To prove that $P$ can be reconfigured to a canonical Hamiltonian path, we apply induction on $i$. The base case is $i = 0$, i.e., $k = 1$, as shown in the example above. Our induction hypothesis is that $P$ can be reconfigured to a canonical path when $k = 2i + 1$, $i \geq 1$. We then show that our claim remains true for $k = 2(i + 1) + 1$ by obtaining a Hamiltonian path $P'$ from $P$ such that $P'$ has $k' \leq k - 2$ cross separators.

Out of the many cases we have to consider based on the structure of the initial subpath of $P$, we present just one case here when the first three cross separators $\eta_1, \eta_2$, and $\eta_3$ of $P$ are bent separators without any cookies between them, and there is a corner separator $\mu$ in $P$ cutting off $s$.

We apply the following steps to obtain $P'$ from $P$.

1. Obtain $P_1$ from $P$ by applying two switches in the pink cells shown in Figure 6.19(b). Note that $P_1$ has bend complexity 2.

2. Apply transposes on $P_1$ to shorten the size of all the N cookies by 2 and obtain $P_2$. Note that $P_2$ is a 1-complex path. See Figure 6.19(c).

3. Take the subpath $P_{u,w}$ of $P_2$; connect $u$ to $w$ by a horizontal edge to obtain a rectangular 1-complex cycle $C$; apply the algorithm from Chapter 4 to make $C$
Figure 6.19: (a) The first three cross separators $\eta_1, \eta_2, \text{and} \eta_3$ of $P$ are bent separators, and there is a corner separator $\mu$ in $P$ cutting off $s$. (b) After applying switches in the pink cells, and (c) after applying transposes to shorten the N cookies. (d) $P'$ has a good initial subpath.

6.3.4 Step 5: Canonical to Canonical Hamiltonian Path

In this section, we give an algorithm to reconfigure one canonical $s,t$ Hamiltonian path to another such path. The algorithm uses algorithms from Chapter 4 to reconfigure between canonical Hamiltonian cycles in rectangular grid graphs.

Let $G$ be an $m \times n$ grid graph, where $m, n$ are odd, with the upper left corner $s$ and lower right corner $t$. Recall from Chapter 2 that $G$ can have two canonical $s,t$ Hamiltonian paths when $m$ and $n$ are both odd. Let $\mathcal{P}_1$ and $\mathcal{P}_2$ be the two canonical $s,t$ Hamiltonian paths of $G$. Without loss of generality we assume that $\mathcal{P}_1$ bends at the E and W boundaries of $G$ as shown in Figure 6.20(a) and that $\mathcal{P}_2$ bends at the N and S boundaries of $G$ as shown in Figure 6.20(d). We give an algorithm `CanToCanPath` to reconfigure $\mathcal{P}_1$ to $\mathcal{P}_2$.

The main idea of this algorithm is as follows. To obtain a canonical cycle from $\mathcal{P}_1$, we first add a column to the right of the E boundary of $G$ and a row above the N boundary of $G$ to create an $(m + 1) \times (n + 1)$ grid graph $G'$. We then connect $s$ to $t$ through vertices of $G' - G$ to obtain a canonical Hamiltonian cycle $C_1$ of $G'$ that consists of a set of W cookies and some boundary edges connecting the cookies. We apply the algorithm from Chapter 4 to reconfigure $C_1$ to a canonical Hamiltonian
cycle $C_2$ that contains $S$ cookies. We then remove the edges of $G^+$ not in $G$ to obtain canonical Hamiltonian path $P_2$ of $G$. Figure 6.20 shows the steps of algorithm \texttt{CanToCanPath}.

We now prove the correctness and time complexity of the algorithm.

**Theorem 6.4.** Algorithm \texttt{CanToCanPath} reconfigures $P_1$ to $P_2$ using $O(|G|)$ flip and transpose operations and runs in $O(|G|)$ time.

**Proof.** It takes $O(|G|)$ time to create the canonical Hamiltonian cycle $C_1$ from $P_1$. The algorithm from Chapter 4 to reconfigure $C_1$ to $C_2$ takes $O(|G|)$ flips and transposes, and each such operation takes $O(1)$ time. Then it takes $O(|G|)$ time to remove the edges of $G^+$ that are not in $G$ and thus to obtain $P_2$ from $C_2$. Therefore, Algorithm \texttt{CanToCanPath} requires $O(|G|)$ flip and transpose operations and runs in $O(|G|)$ time. \hfill \square

### 6.4 Conclusion

In this chapter, we established the structure of a 1-complex $s, t$ Hamiltonian path. We gave an algorithm to reconfigure one canonical Hamiltonian path to another canonical Hamiltonian path using reconfiguration algorithms from Chapters 4 and 5. We then sketched an idea for an algorithm to reconfigure any 1-complex $s, t$ Hamiltonian path to any other such path in a rectangular grid graph using the structure we established in this chapter. Based on our research, we intend to complete the write-up of the details of the algorithm to reconfigure any 1-complex $s, t$ Hamiltonian path $P_1$ to any other such path $P_2$ using $O(|G|^2)$ switch operations.

We conclude with some open problems.
1. Can we reconfigure $P_1$ to $P_2$ in $O(|G|)$ time?

2. Is it possible to reconfigure 1-complex Hamiltonian paths using only flips and transposes?

3. Can we reconfigure cycle-path covers (defined in Chapter 2) using the local operations flip, transpose and switch?
Chapter 7

Conclusion

In this chapter, we conclude our thesis by summarizing our findings presented in this thesis, and discussing some ongoing work and some open problems. In Section 7.1 we summarize our contributions and results. In Section 7.2 we discuss some ongoing work on generating 1-complex Hamiltonian cycles in rectangular grid graphs. Section 7.3 discusses some open problems and possible directions for future research.

7.1 Summary of Contributions

In this thesis, we studied reconfiguration of Hamiltonian paths and cycles in grid graphs. Our main contributions are listed below.

1. We studied the structure of Hamiltonian cycles and paths in grid graphs and introduced a complexity measure called bend complexity for Hamiltonian paths and cycles in grid graphs. Although we have studied only solid grid graphs in this thesis, the complexity measure is applicable to Hamiltonian cycles and paths in any grid graph.

2. We also measured complexity of a grid graph $G$ based on the complexities of the Hamiltonian cycles and paths of $G$. We gave upper and lower bounds on the bend complexity of an $m \times n$ grid graph.

3. We defined three local operations, flip, transpose and switch, where local means that the operations are applied on vertices and edges that are close in the grid graph but may not be close on the path or cycle. Each of our operations is applied
in a subgrid of constant dimension in the *embedded grid graph* and therefore, computationally can be applied in constant time.

4. We showed that any Hamiltonian cycle can be reconfigured to any other Hamiltonian cycle in an $m \times n$ rectangular grid graph, where $m \leq 4$, using $O(|G|)$ flips and transposes, regardless of the bend complexities of the two cycles. We achieved similar results for $s,t$ Hamiltonian paths. These results prove that the solution space graphs for the Hamiltonian cycle and path problems in narrow, i.e., when one of the dimensions is “small” ($\leq 4$), rectangular grids are connected and have $O(|G|)$ diameter.

5. We have given algorithms to reconfigure 1-complex Hamiltonian cycles in rectangular grid graphs using $O(|G|)$ flips and transposes, where the intermediate steps are also 1-complex Hamiltonian cycles. This result shows that the solution space graph for the 1-complex Hamiltonian cycle problem for rectangular grid graphs is connected under flip and transpose operations, and the solution space graph has $O(|G|)$ diameter. All our algorithms preserve the bend complexity of the cycle to 1 at each intermediate step.

6. We also showed that the solution space graph for the 1-complex Hamiltonian cycle problem for L-shaped grid graphs is connected under flip and transpose operations, and the solution space graph has $O(|G|)$ diameter, by giving algorithms where the cycle remains 1-complex at each intermediate step.

7. We established the structure of 1-complex Hamiltonian paths between diagonally opposite corners $s$ and $t$ of a rectangular grid graph. We gave an algorithm to reconfigure between canonical $s,t$ Hamiltonian paths. We also provided a plan, based on work in progress, for designing an algorithm to reconfigure between any two 1-complex $s,t$ Hamiltonian paths using *switch* operations.

### 7.2 Work in Progress: Generating 1-Complex Cycles

In addition to work in progress to complete the write-up of the reconfiguration algorithm for 1-complex $s,t$ Hamiltonian paths in rectangular grid graphs, we have further
work in progress. In this section, we give an overview of an algorithm to generate 1-complex Hamiltonian cycles in rectangular graphs with no E cookies. This algorithm could later form part of an algorithm to generate general 1-complex Hamiltonian cycles in rectangular grid graphs.

We first generate an initial cycle $C'$ that has W cookies covering Rows 2 to $m - 3$; see Figure 7.1 for the four different possibilities. Row 1 is covered by either a W cookie of maximum size (when W cookies occupy odd tracks) or N cookies of unit size (when W cookies occupy even tracks). Similarly, Row $m - 2$ is covered by either a W cookie of maximum size or S cookies of unit size.

![Figure 7.1](image)

Figure 7.1: The initial cycles generated by the algorithm to generate Hamiltonian cycles with no E cookies: (a) $m$ is even and the W cookies (if any) occupy odd tracks, (b) $m$ is even and the W cookies occupy even tracks, (c) $m$ is odd and the W cookies occupy even tracks, and (d) $m$ is odd and the W cookies occupy odd tracks.

We then extend an N cookie in track $t_{n-3}^v$. We flip a coin and decide whether to apply a transpose: if “heads”, we apply a transpose on the N cookie. We can have at most $(m - 2)/2$ coin flips and hence at most $(m - 2)/2$ transposes this way if we get heads all the way. If we get “tails” at some point, we stop extending the N cookie and start extending an S cookie in the same track. Let the height of the N cookie in track $t_{n-3}^v$ be $y$. Then we can have at most $(m - 1 - y)/2$ coin flips for the S cookie. If we get a tail at any point we stop extending the S cookie. If the N and S cookies are now facing each other in track $t_{n-3}^v$, we roll a three-sided die to decide whether to leave it like that, or to extend the N cookie using a flip, or to extend the S cookie by one row. We then move two tracks to the left. When we are at track $t_{n-5}^v$, we have to make sure that if there are some W cookies that go all the way to Column $n - 2$, any N or S cookie in $t_{n-5}^v$ cannot go beyond the tabletop of the sequence of W cookies. We carry on like this until we reach Column 0 ($n$ is even) or Column 1 ($n$ is odd).

Figure 7.2 shows some examples generated by our JAVA implementation of the above algorithm.
7.3 Open Problems

In this section we present some open problems and future directions of research.

1. When reconfiguring 1-complex cycles in rectangular grid graphs in Chapter 4, we applied the strategy of finding a splitting track and then splitting the reconfiguration problem into subproblems with restrictions on types of cookies. This approach was equally successful in reconfiguring Hamiltonian cycles in L-shaped grid graphs in Chapter 5. This leads us to the following conjecture.

**Conjecture.** Let $C$ be a 1-complex Hamiltonian cycle in a solid grid graph $G$ with an arbitrary number of reflex corners. If $C$ has cookies from all four directions (east, west, north, and south) then there exists a splitting track in $C$ that has cookies of size at least one on both sides of the track.

2. Takaoka [116] showed that it is PSPACE complete to determine whether a Hamiltonian cycle can be reconfigured to any other Hamiltonian cycle using switch operations. Umans and Lenhart [119, 120], on the other hand, used a switch operation to “merge” cycles in a cycle cover in grid graphs into a single cycle, i.e., a Hamiltonian cycle. A natural extension of their work would be to study reconfiguration of cycle covers using switch operations.

**Open problem:** Given two cycle covers of a grid graph $G$, can we reconfigure one to the other using only switch operations?

3. We can easily extend the definitions of flips and transposes to apply to cycle covers and to show that the application of flips and transposes to a cycle cover does not change the number of cycles in the set. A switch operation, however, may change
the number of cycles. Therefore we ask the following question.

**Open problem:** Given two cycle covers of a grid graph $G$ where both the cycle covers contain the same number of cycles, can we reconfigure one to the other using only flip and transpose operations without changing the number of cycles in the cycle covers at the intermediate configurations?

4. Suppose a grid graph $G$ has a Hamiltonian cycle. Does there exist a 1-complex Hamiltonian cycle in $G$? What is the computational complexity of finding one? What are the necessary and sufficient conditions?

5. Can we find an arbitrary solid grid graph with an even number of vertices that does not have a Hamiltonian cycle?
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