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With the emergence of the Internet-of-Things (IoT), communication networks have evolved toward autonomous networks of intelligent devices capable of communicating without direct human intervention. This is known as Machine-to-Machine (M2M) communications. Cellular networks are considered one of the main technologies to support the deployment of M2M communications as they provide extended wireless connectivity and reliable communication links. However, the characteristics and Quality-of-Service (QoS) requirements of M2M communications are distinct from those of conventional cellular communications, also known as Human-to-Human (H2H) communications, that cellular networks were originally designed for. Thus, enabling M2M communications poses many challenges in terms of interference, congestion, spectrum scarcity and energy efficiency. The primary focus is on the problem of resource allocation that has been the interest of extensive research effort due to the fact that both M2M and H2H communications coexist in the cellular network. This requires that radio resources be allocated such that the QoS requirements of both groups are satisfied. In this work, we propose three models to address this problem.

In the first model, a two-phase resource allocation algorithm for H2H/M2M coexistence in cellular networks is proposed. The goal is to meet the QoS requirements of H2H traffic and delay-sensitive M2M traffic while ensuring fairness for the delay-tolerant M2M traffic. Simulation results are presented which show that the proposed algorithm is able to balance the demands of M2M and H2H traffic, meet their diverse QoS requirements, and ensure fairness for delay-tolerant M2M traffic.

With the growing number of Machine-Type Communication Devices (MTCDs) the problem of spectrum scarcity arises. Hence, Cognitive Radio (CR) is the focus of the second model where clustered Cognitive M2M (CM2M) communications underlaying cellular networks is proposed. In this model, MTCDs are grouped in clusters based on their spatial location and communicate with the Base Station (BS) via Machine-Type Communication Gateways (MTCGs). An underlay CR scheme is implemented where the MTCDs within a cluster share the spectrum of the neighbouring Cellular User Equipment (CUE). A joint resource-power allocation problem is formulated to maximize the sum-rate of the CUE and clustered MTCDs while adhering to MTCD minimum data rate requirements, MTCD transmit power limits, and CUE interference constraints. Simulation results are presented which show that the proposed scheme significantly improves the sum-rate of the network compared to
other schemes while satisfying the constraints.

Due to the limited battery capacity of MTCDs and diverse QoS requirements of both MTCDs and CUE, Energy Efficiency (EE) is critical to prolonging network lifetime to ensure uninterrupted and reliable data transmission. The third model investigates the power allocation problem for energy-efficient CM2M communications underlaying cellular networks. Underlay CR is employed to manage the coexistence of MTCDs and CUE and exploit spatial spectrum opportunities. Two power allocation problems are proposed where the first targets MTCD power consumption minimization while the second considers MTCD EE maximization subject to MTCD transmit power constraints, MTCD minimum data rate requirements, and CUE interference limits. Simulation results are presented which indicate that the proposed algorithms provide MTCD power allocation with lower power consumption and higher EE than the (Equal Power Allocation) EPA scheme while satisfying the constraints.
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Chapter 1

Introduction

The telecommunications industry has gone through tremendous growth in recent decades. A multitude of technologies exists today with the objective of providing ubiquitous connectivity for everything and everyone. Therefore, a significant rise in the number of connected devices that are not mobile phones and do not require human control is expected over the coming years. In this regard, Machine-to-Machine (M2M) refers to technologies that enable networked devices to exchange information among each other as well as with business and industrial applications.

1.1 Internet-of-Things

Recent advancements in Information and Communications Technology (ICT) and the tremendous growth in the number of smart devices have introduced the Internet-of-Things (IoT) as a new communication paradigm. IoT is envisioned as a network of connected devices with identities and virtual personalities operating in smart spaces using intelligent interfaces to connect and communicate within social, environmental, and user contexts [1]. In the IoT, devices including sensors, smart home appliances, control systems, healthcare devices, and vehicles autonomously connect with each other and exchange data using a variety of communication technologies such as WiFi, Bluetooth, ZigBee, and cellular.

The number of connected devices is expected to reach 29.3 billion by 2023 [86]. Thus, IoT networks are required to be flexible, scalable, secure, and energy-efficient in order to accommodate this massive number of devices. To facilitate this, M2M communications have emerged as the enabling technology for the practical realiza-
tion of IoT. M2M communications play a prominent role in the areas of cloud computing, smart grid (demand/response management, grid control, smart metering), vehicular communications (vehicle-to-vehicle and vehicle-to-infrastructure communications), and industrial and e-health monitoring [3].

1.2 Machine-to-Machine Communications

With the emergence of the IoT, communication networks have evolved toward autonomous networks of intelligent devices capable of communicating without direct human intervention. These are known as Machine-Type Communication Devices (MTCDs) and include sensors, smart home appliances, control systems, and healthcare devices. Communication between MTCDs is known as M2M communication and is different from conventional cellular communications, also known as Human-to-Human (H2H) communications. An overview of M2M communications is given below.

1.2.1 Features of M2M Communications

M2M communications have unique characteristics and service requirements [4]. Some of the key features and service requirements are as follows.

- **Massive Number of Devices** – It is expected that the number of connected MTCDs in an M2M network will exceed that of all devices that directly interact with humans, e.g. mobile phones and tablets. This exponentially growing number of MTCDs will generate a massive amount of traffic resulting in scalability issues for existing networks.

- **Small Data Transmissions** – Most MTCDs have small data transmissions at regular time intervals. Moreover, M2M transmissions generate higher demand on the uplink channel as most MTCDs are involved in sensing and measurement (data collection) tasks. This can lead to congestion in the physical channel, resulting in low access rates [5]. Hence, existing networks must be able to support these transmissions with minimal impact in terms of signalling overhead and resource utilization.

- **Energy Constrained** – The majority of MTCDs are battery-operated and may be deployed in remote areas where frequent access for battery replacement and
maintenance is infeasible [90]. Therefore, energy efficiency for M2M communications is critical to prolong network lifetime [92]. Energy-aware approaches can reduce energy consumption such as putting MTCDs into sleep mode when they are not in operation, and using lightweight energy-efficient communication protocols [8].

- Interoperability and Devices Heterogeneity – In M2M networks, a tremendous number of MTCDs run different types of applications with diverse service requirements. This creates interoperability challenges where internetworking and seamless communication between these devices with different networking protocols is required.

- Quality-of-Service (QoS) – In M2M networks, QoS requirements vary based on the MTCD application. M2M traffic can be classified into two categories: event-based and time-based [9]. Event-based traffic includes emergency alarms and critical messages from applications such as e-health monitoring and vehicle tracking where messages are sent only when events occur. MTCDs in this category are called delay-sensitive and have QoS requirements in terms of strict delay limits. On the other hand, time-based traffic comprises infrequent small data transmissions at regular time intervals that span from a few milliseconds to minutes or hours [10]. MTCDs in this category are known as delay-tolerant and require reliable communications to satisfy their delay bounds.

- Security – Security challenges exist in M2M networks due to the large number of MTCDs that can be targets for attacks such as denial-of-service attacks, physical attacks, and identity privacy attacks. Hence, security is critical in M2M communications and the need for suitable security mechanisms at both the MTCD and network levels is essential. For example, MTCDs must have the intelligence to recognize and counteract potential security threats.

1.2.2 Architecture of M2M Communications

According to the European Telecommunications Standards Institute (ETSI) standards for Information and Communications Technology (ICT), a M2M network consists of five elements [11].

1. Device – Sends and/or receives data or replies to requests. M2M devices usually exchange information with a remote server or another device. Examples of
M2M devices are body sensors in e-healthcare system or sensors in surveillance systems.

2. Gateway – Manages communications between devices and other networks.

3. M2M Area Network – Provides connections between devices and gateways.

4. Communication Network – Provides connections between gateways and applications.

5. Application – Forwards data through application services to processing engines that analyze data, take action and report data.

Figure 1.1 shows the M2M communications architecture that is composed of three interconnected domains: M2M, network, and application [12]. The M2M domain consists of the M2M area network and gateway, while the network domain provides the infrastructure for communications between the M2M domain and the application domain. The application domain contains a M2M server as a data integration point for storing sensor data from the M2M domain and provides real-time data to M2M applications for data processing and remote monitoring management.

Figure 1.1: M2M communications architecture.
1.2.3 Standards for M2M Communications

Standardization for M2M communications is proceeding in standard developing organizations such as 3rd Generation Partnership Project (3GPP), the Institute of Electrical and Electronics Engineers (IEEE), and ETSI [13]. The main focus of 3GPP standardization efforts is improving the radio access network for enabling M2M communications. On the other hand, the IEEE focuses on enhancements required to support M2M applications such as for 802.16 networks. ETSI is considering internet connectivity solutions for M2M communications through the development of functional architectures and the service middleware layer.

1.3 Cognitive Radio for M2M Communications

The characteristics of M2M communications are distinct from those of traditional cellular communications, also known as Human-to-Human (H2H) communications, that cellular networks were originally designed for [43]. M2M communications are characterized by infrequent transmissions of small amounts of data, delay tolerance, and higher traffic demand on the uplink channel while the majority of the cellular traffic is on the downlink channel. These characteristics in addition to the exponentially growing number of MTCDs connected to the network infrastructure pose significant challenges to cellular networks in terms of power consumption, interference, congestion in the Random Access Channel (RACH), spectrum scarcity, and energy efficiency [5] [44].

Cognitive Radio (CR) [14] is a promising technology for M2M communications [42]. CR can be utilized in a wide range of M2M applications such as public safety, disaster management, healthcare and medical applications, smart grids, and smart metering [45], [46]. Moreover, applications in the areas of military, emergency networks, and Cognitive Radio Vehicular Ad Hoc Networks (CR-VANET) can benefit from CR technology [47]. Integrating CR with M2M communications results in Cognitive M2M (CM2M) communications [92]. CM2M can be used to overcome some of the main challenges of M2M communications as discussed below.

- Spectrum Scarcity: The continuously growing number of MTCDs creates challenges for existing communication networks such as spectrum congestion. With CR opportunistic spectrum access, existing spectrum can be efficiently utilized to overcome spectrum shortages and support reliable data transmission.
• Connectivity and Coverage: In some M2M applications such as smart grids, wireless connectivity can be an issue due to the massive number of MTCDs that can be deployed. CM2M networks can effectively overcome this issue through dynamic spectrum access of communication channels. For example, CR can be used to explore alternate spectrum opportunities such as TV White Space (TVWS) [15], which refers to the large portions of the UHF/VHF spectrum that are available on a geographical basis as a result of switchover from analog to digital TV. TVWS is attractive because of the significant bandwidth availability and superior propagation characteristics.

• Interference: The massive number of MTCDs connected to the M2M network in addition to the coexistence of MTCDs and cellular users creates significant interference issues. Interference will not only degrade the performance of the M2M network, but also affect cellular communications. CR can be utilized to overcome these issues through Spectrum Sharing (SS) of the licensed spectrum occupied by cellular users or dynamic spectrum access in under-utilized spectrum such as TVWS.

• Green Requirements: Energy efficiency is a fundamental requirement for battery-operated MTCDs to enhance network lifetime. The use of CR has been demonstrated to be energy-efficient as MTCDs can adaptively adjust their transmission power levels based on operational environments [16].

• Device Heterogeneity: M2M networks have diverse QoS requirements based on the types of application. This creates interoperability issues between MTCDs with different networking protocols. CR can be used to handle the MTCDs and protocol heterogeneity as M2M networks will be more efficient and flexible if the MTCDs can communicate using CR.

In CM2M communications, MTCDs utilize the spectrum resources of Cellular User Equipment (CUE). This is achieved by sharing the spectrum resources of the CUE with the MTCDs where the CUE are considered to be Primary Users (PUs) while the MTCDs are Secondary Users (SUs). Spectrum Sharing (SS) models in CM2M communications include interweave, overlay, and underlay. In interweave SS, also known as opportunistic SS, SUs sense the spectrum of PUs and opportunistically access the unused spectrum resources, also called spectrum holes, over time and/or space [39]. In overlay SS, PUs and SUs simultaneously communicate as long as PU
transmissions are not affected. To facilitate this, SUs can identify PU signals as they have prior knowledge regarding transmissions. Hence, a SU can transmit at any power level and employ coding to protect against PU interference [40]. In underlay SS, SUs share PU spectrum while keeping their interference below an interference threshold. In M2M environments, underlay SS is promising due to its high spectral and power efficiencies with low transmission delay [41].

1.4 Energy Efficiency in M2M Communications

M2M communications rely on MTCDs in the M2M domain to collect data and send it to the BS in the network domain via a wired or wireless network. Due to the massive number of MTCDs involved in M2M communications, Energy Efficiency (EE) is a challenging issue especially in the M2M domain [12]. Moreover, the majority of MTCDs are battery-operated and may be deployed in remote areas where frequent access for battery replacement and maintenance is infeasible [90]. The success of M2M communications relies on the availability of the MTCDs. Therefore, EE for M2M communications is crucial to prolong the network lifetime [92]. In M2M networks, communications dominate energy consumption, hence EE can be improved by employing efficient communication protocols [63]. Activity scheduling is another approach that can be used to achieve energy-efficient M2M networks. In activity scheduling, some MTCDs are switched into sleep-mode and only a subset of MTCDs remain active to preserve the functionality of the network [64].

Energy-efficient M2M communications can also be attained by adjusting the MTCD transmit power such that their power consumption is minimized while achieving the network performance requirements. Another approach to achieve energy-efficient M2M communication is clustering. In clustered M2M communication, MTCDs are grouped into clusters based on their spatial locations or Quality-of-Service (QoS) requirements, and communicate with the Base Station (BS) via a Machine-Type Communication Gateway (MTCG). An MTCG collects data from the MTCDs within its cluster and forwards it to the BS. This reduces the number of direct accesses to the BS and the MTCD power consumption. Moreover, CR can improve the EE in M2M networks where the MTCDs can adaptively adjust their transmit power levels based on the operating environment as in underlay CR.
1.5 Scope of the Work

M2M communications create many challenges for existing communication networks such as managing the increasing number of devices, meeting resource constraints, and providing the required QoS. Therefore, solutions need to be developed to handle M2M communications so their QoS requirements are met with minimal impact on coexisting H2H communications.

Several non-cellular wireless technologies including WiFi, Bluetooth, and Zigbee have been considered for enabling M2M communications, but they are inefficient and insufficient to support the growing demands of M2M applications [87]. On the other hand, cellular networks provide extended wireless connectivity, more flexibility for radio resource management, and higher capacity to support M2M deployment. However, the rapidly growing number of MTCDs in addition to the distinct QoS requirements of M2M communications that are different from those of H2H communications make the problem of resource allocation challenging. Since cellular networks were originally designed for H2H communications, resource allocation for coexisting H2H/M2M communications has to consider the QoS requirements of M2M communications while controlling the impact on H2H communications.

This dissertation investigates the challenges of resource allocation for M2M communications in cellular networks in terms of meeting the diverse QoS requirements, and achieving spectral and energy efficiencies. Efficient resource allocation algorithms to solve these challenges are proposed and evaluated. The focus of Chapter 2 is resource allocation for coexisting H2H/M2M communications in cellular networks. A two-phase resource allocation algorithm is proposed to meet the QoS requirements of H2H traffic and delay-sensitive M2M traffic while ensuring fairness for delay-tolerant M2M traffic.

CM2M communications is expected to be indispensable in IoT and M2M networks. With the large number of connected devices, spectrum scarcity is a major challenge. CM2M is envisioned to improve spectrum utilization through opportunistic spectrum access capabilities. Moreover, clustering can be used to coordinate communications between the Base Station (BS) and MTCDs to overcome congestion and manage the coexistence of the M2M and CUE. Chapter 3 addresses clustered CM2M communications underlaying cellular networks. A joint resource-power allocation problem is formulated and solved using a two-phase resource and power allocation scheme. The goal is to maximize the sum-rate of the CUE and clustered MTCDs while satisfying
MTCD minimum data rate requirements, MTCD transmit power limits, and CUE interference thresholds.

Energy Efficiency (EE) in M2M communications is crucial to prolonging network lifetime where the majority of MTCDs are battery-operated. This is the focus of Chapter 4 that investigates power allocation for energy-efficient CM2M communications underlaying cellular networks. Two power allocation problems are proposed where the first targets MTCD power consumption minimization while the second considers MTCD EE maximization subject to MTCD transmit power constraints, MTCD minimum data rate requirements, and CUE interference limits.

1.6 Dissertation Contributions and Organization

The contributions of this dissertation are as follows.

1. The problem of resource allocation for coexisting H2H/M2M communications in cellular networks is addressed in Chapter 2. A two-phase resource allocation algorithm is proposed. The proposed algorithm targets maximizing the total achievable data rate of H2H UE while considering the delay constraints of delay-sensitive MTCDs in order to control the impact of M2M traffic on H2H traffic. Moreover, dynamic resource allocation is performed in order to adapt to current traffic loads and channel conditions. Hence, meet the diverse QoS requirements of H2H and M2M traffic. The proposed algorithm also guarantees that a minimum amount of resources is allocated to delay-tolerant MTCDs to ensures fairness.

2. The problem of resource allocation for clustered CM2M communications underlaying cellular networks is addressed in Chapter 3. A clustered CM2M model is proposed based on the spatial locations of the MTCDs to overcome the problem of congestion. Underlay CR is employed so that MTCDs within each cluster share the spectrum of neighbouring CUE to overcome spectrum scarcity and improve spectrum utilization. A two-phase resource and power allocation scheme is proposed to maximize the sum-rate of CUE and clustered MTCDs while adhering to MTCD minimum data rate requirements, MTCD transmit power limits, and CUE interference constraints.

3. The problem of power allocation for energy-efficient CM2M communications
underlaying cellular networks is addressed in Chapter 4. Two power allocation problems are proposed where the first targets MTCD power consumption minimization while the second considers MTCD EE maximization subject to MTCD transmit power constraints, MTCD minimum data rate requirements, and CUE interference limits. Underlay CR is employed so that MTCDs can exploit spatial spectrum opportunities and share the spectrum of surrounding CUE to overcome spectrum scarcity. The proposed power consumption minimization problem is transformed into a Geometric Programming (GP) problem and solved iteratively. The proposed EE maximization problem is a nonconvex fractional programming problem. Hence, parametric transformation is used to convert it into an equivalent convex form and this is solved using an iterative approach.

The detailed contributions of each chapter are presented therein.
Chapter 2

Optimal Resource Allocation in Cellular Networks with H2H/M2M Coexistence

M2M communications via cellular networks can provide MTCDs with significant benefits including extended wireless connectivity and reliable communication links. However, cellular networks were originally designed to support only H2H communications [43]. Thus, enabling M2M communications poses a significant challenge to cellular networks. For example, the majority of H2H traffic is on the downlink channel. This differs from M2M traffic which generates higher demands on the uplink channel as most MTCDs are involved in sensing and measurement (data collection) tasks. Therefore, implementing M2M communications in cellular networks can lead to congestion in the physical channel, resulting in low access rates [5].

Another challenge is the diverse Quality-of-Service (QoS) requirements of H2H and M2M communications [26]. The QoS metric for H2H traffic is the achievable data rate, while for M2M traffic it varies based on the MTCD application. M2M traffic can be classified into two categories: event-based and time-based [9].

Event-based traffic includes emergency alarms and critical messages from applications such as e-health monitoring and vehicle tracking where messages are sent only when events occur. These applications require reliable real-time resources and impose strict delay requirements. MTCDs in this category are called delay-sensitive and have QoS requirements in terms of strict delay limits and achievable data rates. Conversely, time-based traffic comprises infrequent small data transmissions at regu-
lar time intervals that span from a few milliseconds to minutes or hours [10]. MTCDs in this category are known as delay-tolerant and require reliable communications to satisfy their delay bounds.

2.1 Related Work

Several studies have considered the resource allocation problem for M2M communications. Some examined H2H/M2M coexistence and the effect of M2M communications on the QoS of H2H communications. Others investigated M2M communications only and focused on meeting the QoS requirements of delay-sensitive MTCDs in terms of delay limits while providing an acceptable level of fairness for delay-tolerant MTCDs.

Resource allocation for coexistent H2H/M2M users was considered in [10] where radio resources were partitioned between H2H User Equipment (H2H UE) and MTCDs before scheduling. Uplink scheduling is performed separately while considering throughput, fairness and the maximum tolerable delay. A balanced alternating technique to achieve the throughput and delay requirements of M2M traffic was considered in [17]. However, channel conditions for H2H UE and MTCDs were not jointly considered.

In [38], resource allocation for delay-sensitive MTCDs coexisting with H2H UE was considered. The aggregate throughput of H2H UE was maximized while taking into account the channel conditions and statistical QoS requirements of delay-sensitive MTCDs. However, delay-tolerant MTCDs were not considered. Energy-efficient resource allocation was considered in [26]. The proposed algorithm maximized the bits-per-joule capacity under statistical delay constraints for M2M/H2H coexistence. An energy-efficient power control and time scheduling scheme with Non-Orthogonal Multiple Access (NOMA) and energy harvesting was proposed in [111]. The total energy consumption of both MTCDs and H2H UE was minimized under throughput and harvested energy constraints. Resource allocation for relay-aided MTCDs coexisting with H2H UE was examined in [19]. The end-to-end data rate of H2H UE and delay-sensitive MTCDs was maximized under minimum data rate and statistical QoS constraints.

Some approaches to resource allocation focus on M2M communications only. M2M scheduling from a queueing theory perspective was examined in [31] considering statistical delay requirements but ignoring channel conditions. In [20], group-based M2M resource allocation was proposed which classifies MTCDs based on their transmission protocol and QoS requirements. Then, joint power and resource allocation was
performed to maximize the sum-throughput. In [21], a predictive resource allocation algorithm was presented for event-based M2M applications in the Long Term Evolution (LTE) uplink. A Threshold Controlled Access (TCA) algorithm for M2M communications in 5G networks was presented in [22]. In this algorithm, MTCDs choose Resource Blocks (RBs) based on their battery status and associated application power profile.

A two-layer architecture for cluster-grouped MTCDs was considered in [23] where MTCDs transmit their data to a cluster gateway which in turn relays the data to the Base Station (BS). Then, a resource allocation problem to minimize packet loss probability and maximize spectral efficiency was proposed. Hybrid Non-Orthogonal Random Access and Data Transmission (NORA-DT) was proposed in [24] to overcome the signalling overhead and resource allocation problem for M2M communications. In [25], a hybrid network model considering M2M cellular communications coexisting with Device-to-Device (D2D) communications was examined. A stochastic geometry approach was employed to obtain rate expressions and evaluate network performance in terms of effective throughput.

In this chapter, resource allocation for M2M communications coexisting with H2H communications is investigated. A two-phase resource allocation algorithm for H2H/M2M coexistence is proposed. The first phase performs joint power-resource allocation in order to satisfy the QoS requirements of H2H traffic while considering the delay constraints of delay-sensitive M2M traffic. Then, the second phase focuses on meeting the QoS requirements of M2M traffic. Different from the work discussed above, the proposed algorithm addresses the diverse QoS requirements of H2H traffic and M2M traffic (both delay-sensitive and delay-tolerant), and ensures fairness while considering channel conditions. This is summarized in Table 2.1 which indicates the Key Performance Indicators (KPIs) addressed in the related work.

## 2.2 Contributions of the Chapter

The contributions of this chapter are as follows.

- To meet the diverse QoS requirements of H2H and M2M traffic, resource allocation is dynamically performed over two phases in order to adapt to current traffic loads and channel conditions.
- To control the impact of M2M traffic on H2H traffic, the first phase of resource
Table 2.1: Key Performance Indicators (KPIs) Addressed in the Related Work.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Impact of M2M Traffic on H2H Traffic</th>
<th>Delay-Sensitive M2M Traffic</th>
<th>Delay-Tolerant M2M Traffic</th>
<th>Delay Requirements</th>
<th>Fairness</th>
<th>Channel Conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed algorithm</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>[31]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>[88]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>[17]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
</tr>
<tr>
<td>[38]</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>[20]</td>
<td>×</td>
<td>N/A*</td>
<td>N/A*</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>[19]</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
</tr>
<tr>
<td>[21]</td>
<td>×</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>[26]</td>
<td>✓</td>
<td>N/A*</td>
<td>N/A*</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
</tr>
<tr>
<td>[18]</td>
<td>✓</td>
<td>N/A*</td>
<td>N/A*</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
</tr>
<tr>
<td>[22]</td>
<td>×</td>
<td>N/A*</td>
<td>N/A*</td>
<td>×</td>
<td>×</td>
<td>✓</td>
</tr>
<tr>
<td>[24]</td>
<td>×</td>
<td>N/A*</td>
<td>N/A*</td>
<td>×</td>
<td>×</td>
<td>✓</td>
</tr>
<tr>
<td>[23]</td>
<td>×</td>
<td>N/A*</td>
<td>N/A*</td>
<td>×</td>
<td>×</td>
<td>✓</td>
</tr>
<tr>
<td>[25]</td>
<td>✓</td>
<td>N/A*</td>
<td>N/A*</td>
<td>×</td>
<td>×</td>
<td>✓</td>
</tr>
</tbody>
</table>

* M2M communications is considered without specifying the type of MTCDs
allocation targets maximizing the total achievable data rate of H2H UE while considering the delay constraints of delay-sensitive MTCDs.

- To meet the QoS requirements of delay-sensitive MTCDs, the second phase of resource allocation focuses on maximizing their total achievable data rate within the required delay limits.

- To overcome the problem of resource starvation and ensure fairness for delay-tolerant MTCDs, a minimum amount of resources is guaranteed for delay-tolerant MTCDs in the second phase.

- Simulation results are presented which show that the proposed algorithm is able to balance the demands of M2M and H2H traffic, meet their diverse QoS requirements, and ensure fairness for delay-tolerant M2M traffic.

2.3 System Model

Consider uplink traffic in a single cell of an LTE network with H2H and M2M co-existence. In LTE networks, radio resources are divided in the time and frequency domains, as shown in Figure 2.1. In the time domain, radio resources are distributed every Transmission Time Interval (TTI) which has a duration of 1 ms and consists of two slots. One LTE frame consists of 10 TTIs or 20 slots. In the frequency domain, the available bandwidth is divided into a number of sub-channels each has 12 subcarriers. Each sub-channel has 180 KHz bandwidth and along with 7 symbols in the time domain constitutes a Resource Block (RB). In the proposed model, H2H UE and MTCDs directly communicate with the Base Station (BS). The channel is assumed to experience path loss and shadowing in addition to AWGN. As shown in Figure 2.2, once a user has data to transmit, it sends an access request to the BS. The QoS classifier then assigns the user to the corresponding QoS class based on its QoS requirements. There are three QoS classes: H2H, delay-sensitive M2M, and delay-tolerant M2M. The network scheduler then assigns available RBs to the users based on the proposed resource allocation algorithm.

Available RBs are dynamically allocated to H2H UE and MTCDs over two phases as shown in Figure 2.3. The motivation for this approach is as follows.

- H2H traffic has priority over M2M traffic so sufficient resources should be assigned to H2H UE in order to satisfy their QoS requirements and control the
Figure 2.1: RB in LTE frame.

impact of M2M traffic on H2H traffic.

- Resource allocation for coexistent H2H and M2M traffic is challenging due to their diverse QoS requirements. The achievable data rate is the key QoS measure for the former while delay is important for the latter.

- The tolerable delay limit of M2M traffic, also known as the maximum delay-bound, ranges from tens of milliseconds to minutes or hours depending on the M2M application [27]. Therefore, higher priority in assigning resources should be given to delay-sensitive MTCDs while ensuring a certain level of fairness for delay-tolerant MTCDs.

In the first phase of the allocation process, available RBs are divided between H2H and M2M traffic such that the total achievable data rate of H2H UE is maximized.
while considering the delay constraints of delay-sensitive MTCDs. In the second phase, the resources allocated to M2M traffic during the first phase are divided between the two M2M classes. The focus of this phase is on the QoS of delay-sensitive MTCDs so that their total achievable data rate is maximized considering their delay limits while ensuring fairness for delay-tolerant MTCDs.

The advantages of the proposed approach are as follows. First, it guarantees the QoS of H2H UE in terms of the total achievable data rate while considering the QoS of delay-sensitive MTCDs. Second, it adapts to the current M2M traffic load, i.e., when the network is heavily loaded with delay-sensitive M2M traffic, delay-sensitive MTCDs are allocated more RBs to accommodate their traffic and fulfill their delay requirements. On the other hand, when the delay-sensitive M2M traffic load is light, more RBs are allocated to delay-tolerant MTCDs.
2.4 Problem Formulation

Assume the set of traffic types within the network is indexed by $\mathcal{K} = \{T_0, \ldots, T_k, \ldots, T_K\}$, where $T_k$ is the $k$th traffic type with maximum delay-bound $d_k$. High-priority H2H traffic corresponds to $T_0$ while delay-tolerant M2M traffic belongs to $T_K$. Moreover, delay-sensitive M2M traffic with delay limit $d_i^{\text{max}}$ belongs to $T_k$ if $d_{k-1} < d_i^{\text{max}} \leq d_k$, $\forall$ $1 \leq k \leq K - 1$. Let $\mathcal{N} = \{1, \ldots, n, \ldots, N\}$ be the set of available RBs. The set of users, including H2H UE and MTCDs, is indexed by $\mathcal{I} = \{1, \ldots, i, \ldots, I\}$, and is divided into three subsets. Subset $\mathcal{H}$ is for H2H UE with minimum data rate requirements, $R_{i,\text{min}}^h$, $\forall$, $i \in \mathcal{H}$. Subset $\mathcal{M}_s$ includes delay-sensitive MTCDs with minimum data rate requirements, $R_{i,\text{min}}^{\text{ms}}(d_i^{\text{max}}, \varepsilon_i^{\text{max}})$, $\forall$, $i \in \mathcal{M}_s$. Finally, subset $\mathcal{M}_t$ contains delay-tolerant MTCDs with minimum data rate requirements, $R_{i,\text{min}}^{\text{mt}}$, $\forall$, $i \in \mathcal{M}_t$.

The delay constraints of delay-sensitive MTCDs are expressed in terms of the Probability of Delay-Bound Violation (PDBV). This is defined as the probability that the delay $d_i$ exceeds the maximum delay-bound $d_i^{\text{max}}$ which must be less than the maximum delay-violation threshold $\varepsilon_i^{\text{max}}$.

The resource allocation process shown in Figure 2.2 can be divided into two subproblems. The first sub-problem solves the first phase of the allocation process and is formulated as

$$\max_{x_{i,n}, p_{i,n}} \sum_{i \in \mathcal{I}} \sum_{n \in \mathcal{N}} x_{i,n} R_{i,n}(p_{i,n})$$

subject to:

$$x_{i,n} \in \{0, 1\}, \forall i \in \mathcal{I}, \forall n \in \mathcal{N}$$

$$\sum_{i \in \mathcal{I}} x_{i,n} \leq 1, \forall n \in \mathcal{N}$$

$$\sum_{n \in \mathcal{N}} x_{i,n} R_{i,n}(p_{i,n}) \geq R_{i,\text{min}}^h, \forall i \in \mathcal{H}$$

$$\Pr(d_i > d_i^{\text{max}}) \leq \varepsilon_i^{\text{max}}, \forall i \in \mathcal{M}_s.$$
The minimum guaranteed data rate requirement of the $i$th H2H UE in subset $\mathcal{H}$ is considered in constraint (2.1c). Constraint (2.1d) considers the delay constraints of delay-sensitive MTCDs in subset $\mathcal{M}_s$ by ensuring that the PDBV of the $i$th delay-sensitive MTCD is less than a maximum delay-violation threshold, $\varepsilon_{i}^{\text{max}}$.

The second sub-problem solves the second phase of the resource allocation process. The resources allocated to M2M traffic during the first phase are partitioned between the two MTCD groups based on their QoS requirements. The corresponding optimization problem can be formulated as

\[
\max_{x_{m2m}^{i,n}} \sum_{i \in \mathcal{M}_s} w_i \sum_{n \in N_{m2m}} x_{i,n}^{m2m} R_{i,n} \tag{2.2}
\]

subject to

\[
\sum_{i \in \mathcal{M}_s \cup \mathcal{M}_t} x_{i,n}^{m2m} \leq 1, \quad \forall n \in N_{m2m} \tag{2.2a}
\]

\[
\Pr(d_i > \varepsilon_{i}^{\text{max}}) \leq \varepsilon_{i}^{\text{max}}, \quad \forall i \in \mathcal{M}_s \tag{2.2c}
\]

\[
\sum_{i \in \mathcal{M}_t} \sum_{n \in N_{m2m}} x_{i,n}^{m2m} R_{i,n} \geq \rho R_{\text{mt},\text{min}}. \tag{2.2d}
\]

The objective function in (2.2) is the weighted total achievable data rate of the MTCDs in subset $\mathcal{M}_s$. This objective function considers the delay requirements of the $i$th MTCD through weight $w_i$ where $w_i \in [0, 1]$. The value of $w_i$ is based on the corresponding maximum delay-violation threshold $\varepsilon_{i}^{\text{max}}$ of the $i$th MTCD, i.e.

\[
w_i = 1 - \varepsilon_{i}^{\text{max}}, \quad \forall i \in \mathcal{M}_s. \tag{2.3}
\]

Large values of $w_i$ correspond to strict delay limits while a small $w_i$ indicates a loose delay requirement. For example, the $i$th MTCD can tolerate minimal delay when $w_i \approx 1$, while $w_i \approx 0$ implies that the MTCD can tolerate a long delay.

The reason for considering the achievable data rate of delay-sensitive M2M traffic is to ensure that critical messages involved in this type of M2M traffic, such as emergency alarms and messages from applications like e-health monitoring and vehicle tracking, are delivered within the specified delay limits. The binary resource allocation indicator $x_{i,n}^{m2m} \in \mathbf{X}_{m2m}$ where $\mathbf{X}_{m2m}$ is an $I_{m2m} \times N_{m2m}$ matrix with $I_{m2m}$ as the total number of MTCDs (both delay-sensitive and delay-tolerant) and $N_{m2m}$ is the number of RBs assigned to M2M traffic during the first phase of the resource allocation process. Constraint (2.2b) indicates that an RB can be assigned to one
MTCD only.

The PDBV of each MTCD in subset $M_s$ should be below the corresponding maximum delay-violation threshold $\varepsilon^\text{max}_i$ as shown in constraint (2.2c). Fairness is provided to delay-tolerant MTCDs in subset $M_t$ through constraint (2.2d), where $\rho \in [0,1]$ is the fairness factor. This ensures that these MTCDs get a minimal amount of resources even when the network is heavily loaded with H2H and delay-sensitive M2M traffic. Since the number of delay-sensitive MTCDs in real systems is far less than the number of delay-tolerant MTCDs [28], the resource allocation in (2.2) guarantees that every MTCD gets sufficient resources to satisfy its QoS requirements.

The maximum achievable data rate of the $i$th H2H UE/MTCD over the $n$th RB can be expressed as

$$R_{i,n} = B_{RB} \log_2(1 + \gamma_{i,n}), \quad (2.4)$$

where $\gamma_{i,n}$ is the instantaneous SNR of the $i$th H2H UE/MTCD over the $n$th RB which is given by

$$\gamma_{i,n} = \frac{p_{i,n}|h_{i,n}|^2}{\sigma^2}, \quad (2.5)$$

where $|h_{i,n}|^2$ is the channel power gain, $\sigma^2$ is the Additive White Gaussian Noise (AWGN) power, and $p_{i,n}$ is the transmit power of the $i$th H2H UE/MTCD over the $n$th RB.

According to [30], the arrival process of delay-sensitive M2M traffic can be modeled as a Poisson process. Hence, a delay-sensitive MTCD can be modeled as an M/D/1 queue with arrival rate $\lambda_i$ and service rate $R_i$, $\forall i \in M_s$ [31]. The MTCDs queues are considered simultaneously during the resource allocation process. With an M/D/1 queue, the wait time of the $i$th MTCD ($W_i$) is given by [32]

$$\Pr(W_i \leq t_i) = (1 - \lambda_i \tau_i) \sum_{v=0}^{z} \frac{(-\lambda_i(t_i - v\tau_i))^v}{v!} e^{\lambda_i(t_i - v\tau_i)}, \quad \forall i \in M_s, \quad (2.6)$$

where $z$ is an integer satisfying $z\tau_i \leq t_i \leq (z + 1)\tau_i$ and $\tau_i = 1/R_i$ is the deterministic service time. The total delay of the $i$th MTCD can be expressed as

$$d_i = W_i + \tau_i, \quad \forall i \in M_s. \quad (2.7)$$
Replacing $t_i$ by $(d_{i}^{\text{max}} - \tau_i)$ in (2.6), the PDBV can be expressed as

$$
\Pr(d_i > d_{i}^{\text{max}}) = 1 - (1 - \lambda_i \tau_i) \times \sum_{v=0}^{\infty} \frac{[-\lambda_i (d_{i}^{\text{max}} - \tau_i - v \tau_i)]^v}{v!} e^{\lambda_i (d_{i}^{\text{max}} - \tau_i - v \tau_i)}, \ \forall i \in M_s.
$$

Consequently, optimization sub-problem (2.1) can be reformulated as

$$
\max_{x_{i,n},p_{i,n}} \sum_{i \in I} \sum_{n \in N} x_{i,n} B_{\text{RB}} \log_2(1 + \frac{p_{i,n}|h_{i,n}|^2}{\sigma^2})
$$

s.t. $x_{i,n} \in \{0, 1\}, \ \forall i \in I, \forall n \in N$

$$
\sum_{i \in I} x_{i,n} \leq 1, \ \forall n \in N
$$

$$
\sum_{n \in N} x_{i,n} B_{\text{RB}} \log_2(1 + \frac{p_{i,n}|h_{i,n}|^2}{\sigma^2}) \geq R_{i}^{h,\text{min}}, \ \forall i \in \mathcal{H}
$$

$$
\Pr(d_i > d_{i}^{\text{max}}) \leq \varepsilon_{i}^{\text{max}}, \ \forall i \in M_s.
$$

Constraint (2.9d) is satisfied when the achievable data rate of the $i$th MTCD in subset $M_s$ is greater than the minimum data rate, $R_{i}^{\text{min}}(d_{i}^{\text{max}}, \varepsilon_{i}^{\text{max}})$, i.e.,

$$
R_{i} \geq R_{i}^{\text{ms, min}}(d_{i}^{\text{max}}, \varepsilon_{i}^{\text{max}}), \ \forall i \in M_s.
$$

where $R_{i}^{\text{ms, min}}(d_{i}^{\text{max}}, \varepsilon_{i}^{\text{max}})$ is the minimum achievable data rate of the $i$th delay-sensitive MTCD that achieves a PDBV equal to the maximum delay-violation threshold $\varepsilon_{i}^{\text{max}}$ when the maximum delay-bound is $d_{i}^{\text{max}}$. The value of $R_{i}^{\text{ms, min}}(d_{i}^{\text{max}}, \varepsilon_{i}^{\text{max}})$ is obtained from (2.8). Hence, constraint (2.9d) can be replaced by

$$
\sum_{n \in N} x_{i,n} B_{\text{RB}} \log_2(1 + \frac{p_{i,n}|h_{i,n}|^2}{\sigma^2}) \geq R_{i}^{\text{ms, min}}(d_{i}^{\text{max}}, \varepsilon_{i}^{\text{max}}), \ \forall i \in M_s.
$$

The optimization problem in (2.9) is a joint power-resource allocation problem with two decision variables $x_{i,n}$ and $p_{i,n}$ as the binary resource allocation indicator and transmit power of the $i$th H2H UE/MTCD over the $n$th RB, respectively.

The transmit power of the $i$th delay-sensitive MTCD is assigned using (2.9).
Hence, the optimization problem in (2.2) can be reformulated as

\begin{align}
\max_{x_{i,n}^{m2m}} & \sum_{i \in M_s} w_i \sum_{n \in N_{m2m}} x_{i,n}^{m2m} R_{i,n} \\
\text{s.t.} & \quad x_{i,n}^{m2m} \in \{0,1\}, \quad \forall i \in M_s \cup M_t, \quad \forall n \in N_{m2m} \\
& \quad \sum_{i \in M_s \cup M_t} x_{i,n}^{m2m} \leq 1, \quad \forall n \in N_{m2m} \\
& \quad \sum_{n \in N_{m2m}} x_{i,n}^{m2m} R_{i,n} \geq R_{i}^{ms,\min}(d_{i}^{\max}, \varepsilon_{i}^{\max}), \quad \forall i \in M_s \\
& \quad \sum_{i \in M_t} \sum_{n \in N_{m2m}} x_{i,n}^{m2m} R_{i,n} \geq \rho R_{t}^{mt,\min},
\end{align}

(2.12)

\[ \text{(2.12a)} \]
\[ \text{(2.12b)} \]
\[ \text{(2.12c)} \]
\[ \text{(2.12d)} \]

2.5 Proposed Resource Allocation Algorithm

2.5.1 First Phase: H2H/M2M Joint Power-Resource Allocation

Optimization problem (2.9) is a Mixed Integer Non-Linear Programming (MINLP) problem with decision variables \( x_{i,n} \) and \( p_{i,n} \). To solve this problem, alternating optimization is employed [33]. In alternating optimization, the original optimization problem is divided into two sub-problems. Each sub-problem is with respect to one decision variable while the other decision variable is considered constant. For (2.9), the first sub-problem is a resource allocation problem with respect to \( x_{i,n} \) while \( p_{i,n} \) is fixed, and the second sub-problem is a power allocation problem with decision variable \( p_{i,n} \) while \( x_{i,n} \) is fixed.

For given \( p_{i,n} \), the objective function in (2.9) is a function of \( x_{i,n} \) only. Therefore, finding the optimal resource allocation is to solve the following optimization problem
\[
\begin{align*}
\text{max} & \quad \sum_{i \in \mathcal{H}} \sum_{n \in N} x_{i,n} B_{RB} \log_2 \left( 1 + \frac{p_{i,n} |h_{i,n}|^2}{\sigma^2} \right) \\
\text{s.t.} & \quad x_{i,n} \in \{0, 1\}, \quad \forall \ i \in \mathcal{I}, \forall \ n \in N \\
& \quad \sum_{i \in \mathcal{I}} x_{i,n} \leq 1, \quad \forall \ n \in N \\
& \quad \sum_{n \in N} x_{i,n} B_{RB} \log_2 \left( 1 + \frac{p_{i,n} |h_{i,n}|^2}{\sigma^2} \right) \geq R_{i}^{h,\text{min}}, \quad \forall \ i \in \mathcal{H} \quad (2.13c) \\
& \quad \sum_{n \in N} x_{i,n} B_{RB} \log_2 \left( 1 + \frac{p_{i,n} |h_{i,n}|^2}{\sigma^2} \right) \geq R_{i}^{\text{ms,}\text{min}}(d_{i}^{\text{max}}, \varepsilon_{i}^{\text{max}}), \quad \forall \ i \in \mathcal{M}_s. \quad (2.13d)
\end{align*}
\]

The solution to (2.13) is
\[
x_{i,n} = \begin{cases} 
1 & n = \arg \max_{n' \in \mathcal{N}} \log_2 \left( 1 + \frac{p_{i,n'} |h_{i,n'}|^2}{\sigma^2} \right), \quad \forall \ i \in \mathcal{H}, \\
0 & \text{otherwise}, \end{cases}
\]

which suggests that the \(i\)th H2H UE should be assigned the RB \(n\) that maximizes its achievable data rate \(R_{i,n}\) for the given power allocation \(p_{i,n}\).

For given \(x_{i,n}\), the optimal power allocation is obtained by solving the following problem
\[
\begin{align*}
\text{max} & \quad \sum_{i \in \mathcal{H}} \sum_{n \in N} x_{i,n} B_{RB} \log_2 \left( 1 + \frac{p_{i,n} |h_{i,n}|^2}{\sigma^2} \right) \\
\text{s.t.} & \quad \sum_{n \in N} x_{i,n} B_{RB} \log_2 \left( 1 + \frac{p_{i,n} |h_{i,n}|^2}{\sigma^2} \right) \geq R_{i}^{h,\text{min}}, \quad \forall \ i \in \mathcal{H} \\
& \quad \sum_{n \in N} x_{i,n} B_{RB} \log_2 \left( 1 + \frac{p_{i,n} |h_{i,n}|^2}{\sigma^2} \right) \geq R_{i}^{\text{ms,}\text{min}}(d_{i}^{\text{max}}, \varepsilon_{i}^{\text{max}}), \quad \forall \ i \in \mathcal{M}_s. \quad (2.15b)
\end{align*}
\]

For notational simplicity, we replace \(\frac{p_{i,n} |h_{i,n}|^2}{\sigma^2}\) with \(\gamma_{i,n}\) and drop the constant \(B_{RB}\). When the SNR is greater than 0 dB, which is the case in our model, \((1 + \gamma_{i,n})\) can be replaced by \(\gamma_{i,n}\) [34]. Then, (2.15) can be reformulated as
\[
\begin{align*}
\max_{p_{i,n}} \sum_{i \in \mathcal{H}} \sum_{n \in \mathcal{N}} \log_2 \gamma_{i,n}^{(x_{i,n})} & \quad (2.16) \\
\text{s.t.} \quad \sum_{n \in \mathcal{N}} \log_2 \gamma_{i,n}^{(x_{i,n})} & \geq R_{i}^{h,\min}, \, \forall \, i \in \mathcal{H} \quad (2.16a) \\
\sum_{n \in \mathcal{N}} \log_2 \gamma_{i,n}^{(x_{i,n})} & \geq R_{i}^{ms,\min}(d_{i}^{\max}, \varepsilon_{i}^{\max}), \, \forall \, i \in \mathcal{M}_{s}. \quad (2.16b)
\end{align*}
\]

The objective function in (2.16) can be expressed as
\[
\sum_{i \in \mathcal{H}} \sum_{n \in \mathcal{N}} \log_2 \gamma_{i,n}^{(x_{i,n})} = \log_2 \prod_{i \in \mathcal{H}} \prod_{n \in \mathcal{N}} \gamma_{i,n}^{(x_{i,n})}, \quad (2.17)
\]
so the objective function in (2.16) can be replaced by the product of the \(\gamma_{i,n}\), and this is equivalent to minimizing the product of the \(\frac{1}{\gamma_{i,n}}\). Hence, (2.16) is equivalent to
\[
\begin{align*}
\min_{p_{i,n}} & \quad \frac{1}{\prod_{i \in \mathcal{H}} \prod_{n \in \mathcal{N}} \gamma_{i,n}^{(x_{i,n})}} & \quad (2.18) \\
\text{s.t.} \quad \log_2 \prod_{n \in \mathcal{N}} \gamma_{i,n}^{(x_{i,n})} & \geq R_{i}^{h,\min}, \, \forall \, i \in \mathcal{H} \quad (2.18a) \\
\log_2 \prod_{n \in \mathcal{N}} \gamma_{i,n}^{(x_{i,n})} & \geq R_{i}^{ms,\min}(d_{i}^{\max}, \varepsilon_{i}^{\max}), \, \forall \, i \in \mathcal{M}_{s}. \quad (2.18b)
\end{align*}
\]

and rearranging yields
\[
\begin{align*}
\min_{p_{i,n}} & \quad \frac{1}{\prod_{i \in \mathcal{H}} \prod_{n \in \mathcal{N}} \gamma_{i,n}^{(x_{i,n})}} & \quad (2.19) \\
\text{s.t.} \quad \frac{1}{a_{i} \prod_{n \in \mathcal{N}} \gamma_{i,n}^{(x_{i,n})}} & \leq 1, \, \forall \, i \in \mathcal{H} \quad (2.19a) \\
\frac{1}{b_{i} \prod_{n \in \mathcal{N}} \gamma_{i,n}^{(x_{i,n})}} & \leq 1, \, \forall \, i \in \mathcal{M}_{s}, \quad (2.19b)
\end{align*}
\]

where \(a_{i} = 2^{-R_{i}^{h,\min}} \) and \(b_{i} = 2^{-R_{i}^{ms,\min}(d_{i}^{\max}, \varepsilon_{i}^{\max})}\). The optimization problem in (2.19) is a standard form Geometric Programming (GP) problem [35] (see the Appendix A for details).

GP is a type of nonlinear optimization with an objective function and constraints that have a specific form. A standard form GP targets minimizing a posynomial objective function with upper-bound posynomial inequality constraints and monomial
equality constraints. This form often occurs in network resource allocation problems and efficient algorithms such as interior-point methods can be used to solve large scale GP problems with polynomial-time complexity [34].

Now, alternating optimization is used to solve (2.9). First, starting with an initial power allocation $p_{i,n}^{(0)}, \forall i \in H \cup M_s$, where $p_{i,n}^{(0)}$ is the transmit power that achieves the minimum data rate requirements $R_{h,i}^{\text{min}}$ and $R_{ms,i}^{\text{min}}(d_{i}^{\text{max}}, \epsilon_{i}^{\text{max}})$ of the $i$th H2H UE and delay-sensitive MTCD, respectively. Then, (2.13) is solved to obtain the corresponding resource allocation $x_{i,n}^{(0)}$. Next, the power allocation $p_{i,n}^{(1)}$ is updated by solving (2.19) using $x_{i,n}^{(0)}$. Based on the updated power allocation, the resource allocation is obtained by solving (2.13) again. This procedure is repeated until $p_{i,n}^{(l)} - p_{i,n}^{(l-1)}$ is less than a predefined threshold, $\epsilon$, or the maximum number of iterations, $L$, is reached. The proposed algorithm is summarized in Algorithm 2.1.

2.5.2 Second Phase: M2M Resource Allocation

The set of resources allocated to M2M traffic using (2.9) is $N_{m2m} = \{1, \ldots, n_{m2m}, \ldots, N_{m2m}\}$. These resources are optimized to satisfy the QoS requirements of the two MTCD subsets $M_s$ and $M_t$. This is formulated in (2.12) as a Binary Linear Programming (BLP) problem with decision variable $x_{i,n}^{m2m}, \forall i \in M_s \cup M_t, n \in N_{m2m}$.

In BLP problems, the objective function and constraints are linear and the decision variables can only have values 0 or 1. BLP problems are non-convex due to the binary decision variable and algorithms such as Branch and Bound (BB) can be used to obtain an optimal solution. Hence, (2.12) is a non-convex BLP problem. CVX 2.0 is used to solve this problem as it supports solvers that implement a combination of continuous optimization algorithms (such as interior-point methods), and exhaustive search (such as BB) [36]. The algorithm used to solve (2.12) is summarized in Algorithm 2.2, and a summary of the proposed two-phase resource allocation algorithm is given in Algorithm 2.3. A flowchart of the proposed algorithm is given in Figure 2.4.

2.6 Theoretical Performance Evaluation

In this section, the theoretical performance of the proposed algorithm is derived. Assuming the channel experiences shadowing and path loss, the instantaneous channel power gain between the BS and $i$th H2H UE/MTC over the $n$th RB can be modeled
Algorithm 2.1: Alternating Optimization Algorithm to Solve (2.9)

1: Initialization: \( l = 0, p_{i,n}^{(0)} \forall i \in \mathcal{H} \cup \mathcal{M} \)

2: Solve (2.13) to obtain \( x_{i,n}^{(0)} \) using \( p_{i,n}^{(0)} \)

3: for \( l = 1 \) to \( L \) do

4: Solve (2.19) to obtain \( p_{i,n}^{(l)} \) using \( x_{i,n}^{(l-1)} \)

5: if \( |p_{i,n}^{(l)} - p_{i,n}^{(l-1)}| \geq \epsilon \) or \( l \leq L \) then

6: Update \( x_{i,n}^{(l)} \) with \( p_{i,n}^{(l)} \) using (2.13)

7: else

8: \( p_{i,n}^{(l)} = p_{i,n}^{(l-1)} \)

9: \( x_{i,n}^{(l)} = x_{i,n}^{(l-1)} \)

10: end if

11: \( l = l + 1 \)

12: return \( p_{i,n}^{(l)}, x_{i,n}^{(l)} \)

Algorithm 2.2: Optimization Algorithm to Solve (2.12)

1: Use (2.3) to calculate \( w_i, \forall i \in \mathcal{M} \)

2: Obtain resources allocated to M2M traffic \( N_{m2m} \) from Algorithm 2.1

3: Obtain \( p_{i,n} \) from Algorithm 2.1 such that

\[
p_{i,n} = p_{i,n}^{(l)}, \forall i \in \mathcal{M}, n \in N_{m2m}
\]

4: Calculate \( R_{i,n} \) where

\[
R_{i,n} = \log_2(1 + \frac{p_{i,n}|h_{i,n}^2|}{\sigma^2}) \forall i \in \mathcal{M}, n \in N_{m2m}
\]

5: Solve (2.12) using CVX

6: Return \( x_{i,n}^{m2m} \)
Algorithm 2.3 : Proposed Two-Phase Resource Allocation Algorithm

1: Initialize: \( N = \{1, \cdots, n, \cdots, N\} \), \( J = \{1, \cdots, i, \cdots, I\} \),
\( \mathcal{K} = \{T_0, \cdots, T_k, \cdots, T_K\} \), and \( \mathcal{H}, \mathcal{M}_s, \mathcal{M}_t \subset J \)

First Phase: H2H/M2M Joint Power-Resource Allocation

2: Find the optimal power allocation \( p_{i,n} \) and optimal resource allocation \( x_{i,n} \), \( \forall i \in \mathcal{H} \cup \mathcal{M}_s \) using Algorithm 2.1

Second Phase: M2M Resource Allocation

3: Obtain amount of resources available for M2M traffic \( N_{m2m} \) from Algorithm 2.1
4: Find the optimal resource allocation \( x_{i,n}^{m2m} \), \( \forall i \in \mathcal{M}_s \cup \mathcal{M}_t \) using Algorithm 2.2
Perform resource allocation to obtain $x_{l,n}^{(i)}$ using (2.13)

Update corresponding power allocation $p_{i,n}^{(i)}$ using (2.19)

Is $l \geq L$ or $\left| p_{i,n}^{(i)} - p_{i,n}^{(i-1)} \right| \leq \epsilon$?

Yes

Output:

$\begin{align*}
    x_{l,n}^{(i)} &= x_{l,n}^{(i-1)}^{(0)} = p_{i,n}^{(i-1)}
\end{align*}$

Input: $w_\nu$

$p_{i,n} \forall i \in \mathcal{M}_s, n \in \mathcal{N}_{m2m}$

Perform resource allocation for M2M traffic using (2.12)

Output: $x_{l,n}^{m2m}$

End

Figure 2.4: Flowchart of the proposed two-phase resource allocation algorithm.
as [120]
\[ |h_{i,n}|^2 = G \Gamma_{i,n} d_i^{-\alpha}, \] (2.20)

where \( G \) is the path loss constant, \( \Gamma_{i,n} \) is the shadowing gain which follows a log-normal distribution with zero mean and standard deviation \( \sigma_s \), \( d_i \) is the distance between the BS and \( i \)th H2H UE/MTCD, and \( \alpha \) is the path loss exponent. Hence, the achievable data rate of the \( i \)th H2H UE/MTCD over the \( n \)th RB is

\[ R_{i,n} = B_{RB} \log_2(1 + \gamma_{i,n}) \]

\[ = B_{RB} \log_2(1 + \frac{p_{i,n}|h_{i,n}|^2}{\sigma^2}). \] (2.21)

The total achievable data rate of the users in each subset is

\[ R_{h,tot}^h = \sum_{i \in H} R_i \]

\[ = \sum_{i \in H} \sum_{n \in N} x_{i,n} B_{RB} \log_2(1 + \frac{p_{i,n}|h_{i,n}|^2}{\sigma^2}), \] (2.22)

\[ R_{ms,tot}^{ms} = \sum_{i \in M_s} R_i \]

\[ = \sum_{i \in M_s} \sum_{n \in N_{m2m}} x_{i,n} B_{RB} \log_2(1 + \frac{p_{i,n}|h_{i,n}|^2}{\sigma^2}), \] (2.23)

\[ R_{mt,tot}^{mt} = \sum_{i \in M_t} R_i \]

\[ = \sum_{i \in M_t} \sum_{n \in N_{m2m}} x_{i,n} B_{RB} \log_2(1 + \frac{p_{i,n}|h_{i,n}|^2}{\sigma^2}), \] (2.24)

After optimal resource allocation, constraint (2.9c) is satisfied, so then

\[ R_{h,tot}^h \geq R_{h,min}^h = \sum_{i \in H} R_{i,min}^h. \] (2.25)
For delay-sensitive MTCDs

\[ R_{ms,\text{tot}} \geq R_{ms,\text{min}} = \sum_{i \in M_s} R_{ms,\text{min}}(d_{i,\text{max}}, \varepsilon_{i,\text{max}}), \]  

(2.26)

and for delay-tolerant MTCDs, constraint (2.12d) is satisfied after optimal resource allocation with

\[ R_{mt,\text{tot}} \geq \rho R_{mt,\text{min}}. \]  

(2.27)

### 2.7 Simulation Results

In this section, the performance of the proposed two-phase resource allocation algorithm is evaluated via simulation and compared with the theoretical analysis. The performance of H2H UE is evaluated in terms of the total achievable data rate, while that of delay-sensitive MTCDs is evaluated in terms of the PDBV as well as the total achievable data rate. Finally, the total achievable data rate of delay-tolerant MTCDs is investigated as a measure of fairness in the proposed algorithm.

A single cell in an LTE network with uniformly distributed H2H UE and MTCDs is considered. The available radio resources are divided in the time and frequency domains into RBs where each RB has a time duration of 0.5 ms and a bandwidth of 180 kHz [26]. The channel experiences path loss and shadowing in addition to AWGN. The sources of arriving H2H traffic are video and Voice-over-IP (VoIP) applications [10], while delay-sensitive M2M traffic is event-based with Poisson arrivals [31], and delay-tolerant M2M traffic is uniformly distributed with arrival rates as indicated in Table 2.2. The other simulation parameters are given in this table.

The total achievable data rate of H2H traffic versus the number of H2H UE, \( I_h \), is depicted in Figure 2.5 for different numbers of MTCDs (both delay-sensitive and delay-tolerant). This shows that the QoS requirements of H2H UE are satisfied with a total achievable data rate exceeding the minimum data rate threshold, \( R^{h,\text{min}} \), in all cases. In addition, the simulation results agree with the theoretical results calculated from (2.22). These results confirm that the proposed algorithm gives priority to H2H traffic where the total achievable data rate is always greater than \( R^{h,\text{min}} \) as the number of MTCDs increases from 20 to 65.

Figure 2.6 presents the percentage of RBs allocated to H2H traffic versus the
### Table 2.2: Simulation Parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell radius ($r$)</td>
<td>500 m [26], 2 km</td>
</tr>
<tr>
<td>Distribution of H2H UE/MTCDs</td>
<td>Uniform [38]</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>10 MHz</td>
</tr>
<tr>
<td>No. of RBs ($N$)</td>
<td>50, 100</td>
</tr>
<tr>
<td>No. of H2H UE ($I_h$)</td>
<td>2 – 65</td>
</tr>
<tr>
<td>No. of delay-sensitive MTCDs ($I_{ma}$)</td>
<td>2 – 50</td>
</tr>
<tr>
<td>No. of delay-tolerant MTCDs ($I_{mt}$)</td>
<td>10 – 60</td>
</tr>
<tr>
<td>Path loss constant ($G$)</td>
<td>$10^{-2}$ [120]</td>
</tr>
<tr>
<td>Path loss exponent ($\alpha$)</td>
<td>3 [120]</td>
</tr>
<tr>
<td>Shadowing standard deviation ($\sigma_s$)</td>
<td>8 dB [26]</td>
</tr>
<tr>
<td>Maximum transmit power ($P_{\text{RB, max}}$)</td>
<td>24 dBm [120]</td>
</tr>
<tr>
<td>Noise power ($\sigma^2$)</td>
<td>$-100$ dBm [26]</td>
</tr>
<tr>
<td>Maximum delay-bound ($d_{i,\text{max}}$)</td>
<td>0.2 ms [38]</td>
</tr>
<tr>
<td>Maximum delay-violation threshold ($\varepsilon_{i,\text{max}}$)</td>
<td>10% [38]</td>
</tr>
<tr>
<td>H2H minimum data rate requirements ($R_{h,\text{min}}^i$, $\forall i \in \mathcal{H}$)</td>
<td>64, 128 kbps [38]</td>
</tr>
<tr>
<td>M2M minimum data rate requirements ($R_{mt,\text{min}}^i$, $\forall i \in \mathcal{M}_t$)</td>
<td>10, 20, 30, 40 kbps [31]</td>
</tr>
<tr>
<td>$w_t$, $\forall i \in \mathcal{M}_s$</td>
<td>0.8</td>
</tr>
<tr>
<td>$\rho$</td>
<td>0.2, 0.4, 0.6, 0.8</td>
</tr>
</tbody>
</table>
Figure 2.5: Total achievable data rate of H2H traffic versus the number of H2H UE, $I_h$, for different numbers of MTCDs, $I_{m2m}$.

number of H2H UE, $I_h$. This shows that the percentage of resources allocated to H2H traffic increases with the number of H2H UE. This demonstrates the ability of the proposed algorithm to accommodate increased H2H traffic through dynamic resource allocation and prioritization.

The performance of delay-sensitive MTCDs is given in Figure 2.7 in terms of the PDBV for different numbers of H2H UE, $I_h$. These results show that the PDBV increases with the number of delay-sensitive MTCDs, $I_{ms}$. However, it is always less than the maximum delay-violation threshold, $\varepsilon_i^{\text{max}}$, even when $I_h$ is equal to 15. This indicates that the proposed algorithm can satisfy the delay requirements of these MTCDs.

The effect of delay-tolerant MTCDs on the delay requirements of delay-sensitive MTCDs is illustrated in Figure 2.8 which gives the PDBV for different values of the fairness factor, $\rho$. These results show that the delay requirements are met in all cases as the PDBV is less than the maximum delay-violation threshold, $\varepsilon_i^{\text{max}}$. Thus, priority
Figure 2.6: Percentage of resources allocated to H2H traffic versus the number of H2H UE, $I_h$, for different numbers of MTCDs, $I_{m2m}$. 

is given to delay-sensitive MTCDs over the delay-tolerant MTCDs.

Figure 2.9 presents the total achievable data rate of delay-sensitive M2M traffic versus the number of delay-sensitive MTCDs, $I_{ms}$, for different numbers of H2H UE, $I_h$. This shows that for a given $I_h$, the total achievable data rate increases with the number of delay-sensitive MTCDs. On the other hand, as $I_h$ increases, more resources are allocated to H2H traffic resulting in a reduction in the total achievable data rate of delay-sensitive MTCDs. However, this is greater than the minimum data rate threshold, $R_{ms,min}$, which indicates that the QoS requirements of this MTCD group are met. Moreover, there is close agreement between the simulation and theoretical results from (2.23).

Figure 2.10 gives the total achievable data rate versus the number of delay-sensitive MTCDs, $I_{ms}$, for different values of the fairness factor, $\rho$. This shows that as $\rho$ increases from 0.2 to 0.8, the total achievable data rate decreases. The larger $\rho$ is, the higher the minimum data rate threshold for delay-tolerant MTCDs, $\rho R_{mt,min}$. 
Consequently, fewer resources are allocated to delay-sensitive MTCDs in order to satisfy the fairness requirements of delay-tolerant MTCDs. Nevertheless, the total achievable data rate of delay-sensitive MTCDs is greater than $R_{\text{ms, min}}$, so the QoS requirements of this MTCD group are satisfied even at high values of $\rho$.

Figures 2.9 and 2.10 show that the total achievable data rate of the delay-sensitive MTCDs approaches a constant as the number of these MTCDs increases. This is because there is a maximum amount of available resources to be allocated to delay-sensitive MTCDs after the minimum data rate requirements of H2H UE, $R_{h, \text{min}}$, and the minimum data rate requirements of delay-tolerant MTCDs, $\rho R_{\text{mt, min}}$, are satisfied. Therefore, increasing the number of delay-sensitive MTCDs beyond a certain number will not increase their total achievable data rate.

The performance of delay-tolerant MTCDs is presented in Figure 2.11. This gives the total achievable data rate of delay-tolerant M2M traffic versus the number of delay-tolerant MTCDs, $I_{\text{mt}}$, for different numbers of delay-sensitive MTCDs,
I\textsubscript{ms}. These results show that the total achievable data rate of this MTCD group decreases as the number of delay-sensitive MTCDs increases from 5 to 15. This is due to the higher delay-sensitive traffic load associated with the increased number of delay-sensitive MTCDs. Thus, fewer resources are allocated to delay-tolerant MTCDs. However, the proposed algorithm provides an acceptable level of fairness to this MTCD group, as the total achievable data rate when the number of delay-sensitive MTCDs is largest (15) meets the minimum data rate requirements, $\rho R^{\text{mnt, min}}$.

The effect of the fairness factor, $\rho$, on the performance of delay-tolerant MTCDs is shown in Figure 2.12. This indicates that larger values of $\rho$ result in a higher total achievable data rate since increasing $\rho$ corresponds to increasing the minimum data rate requirements, $\rho R^{\text{mnt, min}}$, as given in (2.27).

To illustrate the scalability of the proposed algorithm, the performance is evaluated for a larger cell with radius $r = 2$ km and $N = 100$ RBs. The other simulation parameters are as in Table II. Figure 2.13 presents the total achievable data rate of
Figure 2.9: Total achievable data rate of delay-sensitive M2M traffic versus the number of delay-sensitive MTCDs, $I_{ms}$, for different numbers of H2H UE, $I_h$.

H2H traffic versus the number of H2H UE, $I_h$, for different numbers of MTCDs. This shows that the QoS requirements of the H2H UE are satisfied with a total achievable data rate exceeding the minimum data rate threshold, $R_{h,min}$, in all cases. Comparing these results with those in Figure 2.5 for a cell radius $r = 500$ m shows that with a larger cell, a higher total achievable data rate for H2H traffic is achieved and more H2H UE (up to 65) are allocated resources as the number of available RBs $N$ is larger. In both cases, the total achievable data rate increases with the number of H2H UE and it is always greater than the minimum data rate threshold, $R_{h,min}$. Hence, the QoS requirements of H2H traffic are satisfied.

Figure 2.14 shows the total achievable data rate of delay-sensitive M2M traffic versus the number of delay-sensitive MTCDs, $I_{ms}$, for different numbers of H2H UE, $I_h$. For a given $I_h$, the total achievable data rate increases with the number of delay-sensitive MTCDs. On the other hand, as $I_h$ increases, the total achievable data rate decreases. However, this is greater than the minimum data rate threshold, $R_{ms,min}$. 
Figure 2.10: Total achievable data rate of delay-sensitive M2M traffic versus the number of delay-sensitive MTCDs, $I_{ms}$, for different values of the fairness factor, $\rho$.

Hence, the proposed algorithm is capable of allocating resources to meet the QoS requirements of this MTCD group. Comparing these results with those in Figure 2.9 for a cell radius of $r = 500$ m shows that with a larger cell, more delay-sensitive MTCDs (up to 50) are allocated resources resulting in a higher total achievable data rate. In both cases, the total achievable data rate increases with the number of delay-sensitive MTCDs and it is always greater than the minimum data rate threshold, $R_{ms,min}$. Thus, the proposed algorithm is scalable as it is able to allocate resources effectively in larger cells.

### 2.8 Conclusion

In this chapter, the problem of resource allocation in cellular networks with H2H/M2M coexistence and both delay-sensitive and delay tolerant MTCDs was considered. A
two-phase resource allocation algorithm was proposed to meet the diverse QoS requirements of H2H and M2M traffic. For the first phase, a joint power-resource allocation problem was formulated with the objective of maximizing the total achievable data rate of H2H UE while considering the delay constraints of delay-sensitive MTCDs. In the second phase the total achievable data rate of delay-sensitive MTCDs is maximized while taking into account fairness for delay-tolerant MTCDs. Simulation results were presented which indicate that the proposed algorithm can control the impact of M2M traffic on H2H traffic while achieving the QoS requirements of both H2H UE and MTCDs. Moreover, fairness is ensured for delay-tolerant MTCDs.
Figure 2.12: Total achievable data rate of delay-tolerant M2M traffic versus the number of delay-tolerant MTCDs, $I_{mt}$, for different values of the fairness factor, $\rho$. 
Figure 2.13: Total achievable data rate of H2H traffic versus the number of H2H UE, $I_h$, for $r = 2$ km and different numbers of MTCDs, $I_{m2m}$. 
Figure 2.14: Total achievable data rate of delay-sensitive M2M traffic versus the number of delay-sensitive MTCDs, $I_{ms}$, for $r = 2$ km and different numbers of H2H UE, $I_h$. 
Chapter 3

Joint Resource and Power Allocation for Clustered Cognitive M2M Communications Underlaying Cellular Networks

M2M communications play a prominent role in the areas of cloud computing, smart grid (demand/response management, grid control, smart metering), vehicular communications (vehicle-to-vehicle and vehicle-to-infrastructure communications), industrial monitoring, and e-health [3]. Non-cellular wireless technologies such as WiFi, Bluetooth, and Zigbee have been considered for enabling M2M communications, but they are inefficient and insufficient to support the growing demands of M2M applications [87]. On the other hand, cellular networks provide extended wireless connectivity, more flexibility for radio resource management, and higher capacity to support M2M deployment.

The characteristics of M2M communications are distinct from those of traditional cellular communications which cellular networks were originally designed for [43]. M2M communications are characterized by infrequent transmissions of small amounts of data, delay tolerance, and high traffic demands on the uplink channel. Moreover, the number of Machine-Type Communication Devices (MTCDs) is growing exponentially and is estimated to reach 29.3 billion by 2023 [86]. These characteristics pose significant challenges to cellular networks in terms of interference, congestion in the Random Access Channel (RACH), and spectrum scarcity [5], [44], [89].
To overcome the problem of spectrum scarcity while exploiting the benefits of M2M communications, Cognitive Radio (CR) can be integrated with M2M communications to provide Cognitive M2M (CM2M) communications [77], [92], [46]. In CM2M communications, MTCDs use the spectrum resources of Cellular User Equipment (CUE). This is achieved by sharing the spectrum resources of the CUE with the MTCDs where the CUE are considered to be Primary Users (PUs) and the MTCDs are Secondary Users (SUs).

Spectrum sharing (SS) models in CM2M communications include interweave, overlay, and underlay. In interweave SS, also known as opportunistic SS, SUs sense the spectrum of PUs and opportunistically access the unused spectrum resources, also called spectrum holes, over time and/or space [39]. In overlay SS, PUs and SUs simultaneously communicate as long as PU transmissions are not affected. To facilitate this, SUs can identify PU signals as they have prior knowledge regarding transmissions. Hence, a SU can transmit at any power level and employ coding to protect against PU interference [40]. In underlay SS, SUs share the PU spectrum while transmitting below an interference threshold [79], [94]. In M2M environments, underlay SS is the most suitable due to the high spectral and power efficiencies with low transmission delay [41].

Clustered M2M communications can be used to coordinate communications between the BS and MTCDs and hence alleviate the issue of RACH congestion. In this case, MTCDs are grouped into clusters based on their spatial locations or Quality-of-Service (QoS) requirements, and communicate with the Base Station (BS) via a Machine-Type Communication Gateway (MTCG). An MTCG collects data from the MTCDs within its cluster and forwards it to the BS.

### 3.1 Related Work

The problem of resource allocation for M2M communications has been considered in the literature. Some approaches focus on resource allocation for clustered M2M communications while others consider CM2M. However, little attention has been given to resource allocation for clustered CM2M.

A clustered M2M architecture was investigated in [50]. Congestion avoidance due to M2M traffic was proposed to reduce uplink transmissions in a Long Term Evolution (LTE) cellular network. This approach assumes that MTCDs can communicate with each other via a local network, but they access the BS through a group leader. In
[51], clustered M2M communications was studied where M2M traffic is directed to the BS under the control of a cluster head while CUE directly access the BS. This system was analyzed with respect to the RACH considering the relationship between the access success probability and the number of random access preambles allocated to the machines within a cluster.

Joint MTCD selection and power allocation was proposed in [52] for a buffer-aided CM2M network. The CM2M network decides on whether to be silent or select either a relay or an MCTD for data transmission. A buffer is used at the relay to reduce data loss. The goal is to maximize the sum-rate of the MTCDs while limiting interference to CUE. In [107], energy-efficient selective compressive sensing and resource allocation for CM2M networks was proposed where M2M traffic is classified into four service classes based on data rate and delay requirements. The MTCDs employ selective compressive sensing to detect spectrum holes where each MTCD senses a subset of the PU spectrum. The BS then allocates the available spectrum to the MTCDs in order to satisfy minimum data rate and latency requirements.

Energy-efficient energy harvesting-based CM2M communications was considered in [110]. In order to maximize the energy efficiency of the M2M transmitters (M2M-TXs), joint optimization of channel selection, peer discovery, power control, and time allocation is performed via a two-stage 3D matching algorithm. In the first stage, M2M-TXs, M2M receivers (M2M-RXs), and Resource Blocks (RBs) are temporally matched together, and then a joint power control and time allocation problem is solved. In the second stage, the joint channel selection and peer discovery problem is solved using a pricing-based matching algorithm based on the established preference lists. In [80], CM2M communications underlaying a cellular network was considered. In this system, M2M devices reuse the licensed spectrum of cellular users in an opportunistic and fair manner. Two power allocation strategies based on proportional fairness and max-min fairness were proposed to achieve global fairness objectives while satisfying an interference temperature constraint at the BS.

In [81], a CM2M paradigm which enables a massive number of Machine Type Devices (MTDs) to either opportunistically use licensed spectrum or exploit underutilized unlicensed spectrum was considered. A channel selection problem with both licensed and unlicensed spectrum was formulated as an adversarial multi-armed bandit (MAB) problem. An exponential-weight algorithm for exploration and exploitation (EXP3) and Lyapunov optimization were combined to develop a context-aware channel selection algorithm named C2-EXP3.
A Quality-of-Experience (QoE) oriented rate control and resource allocation scheme for CM2M communications in OFDM networks was introduced in [54]. The resulting optimization problem was converted into two subproblems for admission control and resource allocation. A Mean Opinion Score (MOS) model is used to measure the QoE and stochastic optimization is employed to maximize the time-averaged MOS of all M2M pairs subject to network stability, admission rate control, and delay constraints. In [55], a CM2M network was considered where MTCDs generate packets and transfer them to a concentrator. The concentrators are considered as SUs in a CR network and they opportunistically access PU spectrum. A RACH mechanism based on queuing theory is used to analyze the performance of the network. An iterative approach is employed to reduce the complexity and determine the throughput and delay.

A cluster-based CM2M architecture was considered from both engineering and business perspectives in [56] to solve the RACH problem of M2M communications over cellular networks. In this architecture, MTCDs access the BS either directly or via a cluster head using a CR approach. In [57], clustered CM2M communications with joint CUE and MTCD selection was proposed. The goal is to reduce the outage probability of M2M communications and two ordering policies for the joint selection were proposed. The first is based on the MTCD locations while the second is based on the instantaneous channel gains.

In this chapter, clustered Cognitive Machine-to-Machine (CM2M) communications underlaying cellular networks is considered. In this system, Machine-Type Communication Devices (MTCDs) are grouped in clusters based on their spatial location and communicate with the Base Station (BS) via a Machine-Type Communication Gateway (MTCG). Underlay cognitive radio is employed so that the MTCDs within each cluster share the spectrum of the neighbouring Cellular User equipment (CUE). A joint resource-power allocation problem is formulated and solved using a two-phase resource and power allocation algorithm. The goal is to maximize the total achievable data rate of the CUE and clustered MTCDs while adhering to minimum data rate, power, and interference constraints. In the first phase, adaptive resource block allocation (ARBA) is employed to allocate RBs to MTCDs considering the constraints. In the second phase, iterative power allocation (IPA) is used for power allocation to the MTCDs over the set of RBs allocated in the first phase.
3.2 Contributions of the Chapter

The contributions of this chapter are as follows.

1. To overcome the problem of congestion, a clustered M2M model is proposed based on the spatial locations of the MTCDs. In this model, MTCDs connect with the closest MTCG to form a cluster where communications with the BS are managed by the MTCG. This reduces the number of direct accesses to the BS in order to mitigate congestion.

2. To address the problem of spectrum scarcity and improve spectrum utilization, CR is integrated into the clustered M2M communications system. Specifically, underlay CR is employed so that the MTCDs within each cluster share the spectrum of neighbouring CUE.

3. A two-phase resource and power allocation scheme for the clustered CM2M system is presented to maximize the uplink sum-rate of the neighbouring CUE and clustered MTCDs while considering interference, power, and minimum data rate constraints. To date, the problem of resource and power allocation in a clustered CM2M environment considering these constraints has not been addressed in the literature.

4. To protect neighbouring CUE from interference induced by the clustered MTCDs and satisfy the MTCD QoS requirements in terms of delay and minimum data rate, an Adaptive Resource Block Allocation (ARBA) algorithm is proposed as the first phase. This algorithm allocates available Resource Blocks (RBs) to the MTCDs within each cluster based on an adaptive metric that considers minimum data rate, power, and interference requirements.

5. An Iterative Power Allocation (IPA) algorithm is proposed as the second phase to allocate the MTCD transmit power over the allocated RBs. This algorithm maximizes the uplink sum-rate of the neighbouring CUE and clustered MTCDs while keeping the interference induced to the CUE below an interference threshold and satisfying the MTCD power and minimum data rate constraints.

6. To provide scalability and reduce signalling overhead at the BS, the MTCG in each cluster performs spectrum sensing to exploit spectrum opportunities. Moreover, resource allocation for the MTCDs within each cluster is managed by the corresponding MTCG.
7. Simulation results are presented which show that the proposed scheme significantly improves the sum-rate of the network compared to other schemes while satisfying the constraints.

3.3 System Model

3.3.1 Network Model

Figure 3.1 shows a single cell in an LTE-A cellular network with one BS, multiple CUE, multiple MTCGs, and multiple MTCDs. Denote the set of CUE by $\mathcal{U} = \{1, 2, \cdots, U\}$, the set of MTCGs by $\mathcal{G}_c = \{1, 2, \cdots, G_c\}$, and the set of MTCDs by $\mathcal{M} = \{1, 2, \cdots, M\}$. The BS is assumed to be located at the centre of the cell and MTCGs are distributed at fixed locations from the BS. Moreover, CUE and MTCDs are uniformly distributed according to spatial Binomial Point Processes (BPP) denoted by $\psi_U$ and $\psi_M$, respectively. MTCDs within the cell are grouped into M2M clusters based on their spatial locations and communicate with the BS through an MTCG where each cluster comprises one MTCG and a number of MTCDs located within radius $R_c$ from the MTCG. It is assumed that there are $C$ M2M clusters in the cell with the set of M2M clusters denoted by $\mathcal{C} = \{1, 2, \cdots, C\}$. Moreover, the set of MTCDs within the $c$th cluster is denoted by $\mathcal{M}_c = \{1, 2, \cdots, M_c\}$.

Underlay cognitive radio scheme is considered where MTCDs within the $c$th cluster share the spectrum of neighbouring CUE. A neighbouring CUE to the $c$th cluster is a CUE located within radius $R_s$ from MTCG $g_c$ where $R_s$ is the sensing radius. Let the set of neighbouring CUE to the $c$th cluster be $\mathcal{U}_c = \{1, 2, \cdots, U_c\}$. The maximum transmit power of the MTCG and MTCDs within the $c$th cluster are denoted by $P_{g_c}^{\text{max}}$ and $P_{m_c}^{\text{max}}$, respectively, and are chosen such that the interference to neighbouring CUE is kept below an interference threshold. The assumption in an underlay cognitive radio scheme is that the achievable data rate of the neighbouring CUE without the presence of the underlaying MTCDs is larger than the minimum data rate threshold. Therefore, MTCDs can share the spectrum of the CUE as long as the interference introduced to the CUE is kept below an interference threshold [83].
3.3.2 Channel Model

Uplink traffic is considered with Single Carrier Frequency Division Multiple Access (SC-FDMA) as the channel access scheme. Available resources are divided in time and frequency into RBs where each RB has a bandwidth of 180 kHz and a time duration of 0.5 ms [26]. Denote the set of available RBs by \( N = \{1, 2, \ldots, N\} \). It is assumed that an RB is assigned to only one CUE within the cell so there is no co-channel interference among the CUE. The allocation of RBs to CUE is performed by the BS and is not within the scope of this work. Moreover, each MTCD within a cluster shares the RBs of one CUE only and this is sufficient to fulfill the data rate requirements of the MTCD. Besides, MTCDs within the same cluster cannot share the same RB, implying that there will be no intra-cluster interference. The scenario where multiple MTCDs within a cluster share the same RB is left for future research.

The channel experiences path loss, large scale shadowing that follows a log-normal distribution with zero mean and standard deviation \( \sigma_s \), and small scale Rayleigh fading with unit mean exponential distribution. The channel gains from the CUE \( \rightarrow \) BS, CUE \( \rightarrow \) MTCG, MTCG \( \rightarrow \) BS, and MTCD \(^1\) \( \rightarrow \) MTCG \(^2\) links over the \( n \)th RB are denoted by \( |h_{u,b}^n|^2 \), \( |h_{u,g,c}^n|^2 \), \( |h_{g,c,b}^n|^2 \), and \( |h_{m,c,g,c}^n|^2 \), respectively. It is assumed that the channel state information (CSI) of all links in addition to the CUE interference threshold are known at the BS and transmitted by the BS to the MTCGs at the beginning of each Transmission Time Interval (TTI). Note that the coherence time is assumed to be greater than the TTI. Therefore, these coefficients are constant within a given TTI [58].

3.3.3 Spectrum Sensing and Data Transmission

It is assumed that the MTCG within each cluster is capable of sensing the spectrum of the neighbouring CUE to exploit spatial spectrum opportunities. The MTCG then assigns available RBs to the clustered MTCDs such that the interference induced to neighbouring CUE is below the interference threshold. Note that decreasing this threshold provides better protection to the neighbouring CUE. However, this also reduces the number of spectrum sharing opportunities for the clustered MTCDs. Conversely, increasing this threshold provides more spectrum sharing opportunities but results in more interference to the CUE.

\(^1\)Here MTCD refers to MTCD \( m_c \) in cluster \( c \).

\(^2\)Here MTCG refers to the MTCG \( g_c \) in cluster \( c \).
The MTCG operates in half-duplex mode where the RBs allocated to MTCD $m_c$ are used for the overall link $m_c \rightarrow g_c \rightarrow$ BS. In the first hop, data is transmitted from $m_c \rightarrow g_c$ while in the second hop data is forwarded from $g_c \rightarrow$ BS. Therefore, the achievable data rate of MTCD $m_c$ over the $n$th RB in the first hop is

$$ R_{n}^{(1)} = B_{RB} \log_2(1 + \gamma_{n}^{(1)}), \quad \forall m_c \in M_c, n \in N $$

where $B_{RB}$ is the RB bandwidth and $\gamma_{n}^{(1)}$ is the Signal-to-Interference Plus Noise Ratio (SINR) of MTCD $m_c$ over the $n$th RB in the first hop defined as

$$ \gamma_{n}^{(1)} = \frac{p_{mc}^{n} |h_{m_{c},g_{c}}|^2 d_{m_{c},g_{c}}^{-\alpha}}{p_{u}^{n} |h_{u,g_{c}}|^2 d_{u,g_{c}}^{-\alpha} + \sigma_0^2} = p_{mc}^{n} \Gamma_{m_{c},g_{c}}^{n} $$

where $p_{mc}^{n}$ is the transmit power of MTCD $m_c$ over the $n$th RB, $d_{m_{c},g_{c}}$ is the distance between MTCD $m_c$ and MTCG $g_c$, $\alpha$ is the path loss exponent, $p_{u}^{n}$ is the transmit power of the $u$th neighbouring CUE over the $n$th RB, $d_{u,g_{c}}$ is the distance between the $u$th neighbouring CUE and MTCG $g_c$, $\sigma_0^2$ is the Additive White Gaussian Noise (AWGN) power, and $\Gamma_{m_{c},g_{c}}^{n}$ is the channel gain-to-noise ratio between MTCD $m_c$ and MTCG $g_c$ over the $n$th RB.

The achievable data rate of MTCD $m_c$ over the $n$th RB in the second hop is given by

$$ R_{n}^{(2)} = B_{RB} \log_2(1 + \gamma_{n}^{(2)}), \quad \forall m_c \in M_c, n \in N $$

where $\gamma_{n}^{(2)}$ is the SINR in the second hop defined as

$$ \gamma_{n}^{(2)} = \frac{p_{gc}^{n} |h_{g_{c},b}|^2 d_{g_{c},b}^{-\alpha}}{p_{u}^{n} |h_{u,b}|^2 d_{u,b}^{-\alpha} + \sigma_0^2} = p_{gc}^{n} \Gamma_{g_{c},b}^{n} $$

where $p_{gc}^{n}$ is the transmit power of MTCG $g_c$, $d_{g_{c},b}$ is the distance between MTCG $g_c$ and the BS, $d_{u,b}$ is the distance between the $u$th neighbouring CUE and the BS, and $\Gamma_{g_{c},b}^{n}$ is the channel gain-to-noise ratio between MTCG $g_c$ and the BS over the $n$th RB. Thus, the overall end-to-end achievable data rate of MTCD $m_c$ over the $n$th RB is

$$ R_{m_{c}}^{n} = \frac{1}{2} \min(R_{m_{c}}^{n(1)}, R_{m_{c}}^{n(2)}) $$
Figure 3.1: The proposed network model.
The maximum achievable data rate is achieved when $R_{nc}^{(1)} = R_{nc}^{(2)}$ and hence $p_{nc}^{n} \Gamma_{nc,gc}^{n} = p_{gc}^{n} \Gamma_{gc,b}^{n}$ [19]. Replacing $p_{gc}^{n} \Gamma_{gc,b}^{n}$ with $p_{nc}^{n} \Gamma_{nc,gc}^{n}$, the overall end-to-end achievable data rate of MTCD $m_c$ over the $n$th RB can be expressed as

$$R_{nc}^{n} = \frac{1}{2} B_{RB} \log_2(1 + p_{nc}^{n} \Gamma_{nc,gc}^{n}) , \quad \forall m_c \in M_c, n \in N$$  (3.6)

The achievable data rate of the $u$th neighbouring CUE over the $n$th RB is given by

$$R_{u}^{n} = B_{RB} \log_2(1 + \gamma_{u}^{n}) , \quad \forall u \in U_c, n \in N$$  (3.7)

where $\gamma_{u}^{n}$ is the SINR over the $n$th RB given by

$$\gamma_{u}^{n} = \frac{p_{u}^{n} |h_{u,b}^{n}|^2 d_{u,b}^{-\alpha}}{\sum_{m_c=1}^{M_c} x_{m_c}^{n} p_{mc}^{n} |h_{mc,b}^{n}|^2 d_{mc,b}^{-\alpha} + \sigma_0^2}$$

$$= p_{u}^{n} \Gamma_{u,b}^{n}$$  (3.8)

where $\Gamma_{u,b}^{n}$ is the channel gain-to-noise ratio between the $u$th neighbouring CUE and the BS over the $n$th RB.

### 3.4 Problem Formulation

The objective is to perform resource block and power allocation for the clustered CM2M network in order to maximize the uplink sum-rate of the neighbouring CUE and clustered MTCDs given interference and power constraints as well as minimum data rate requirements. This can be formulated as the following optimization problem.
\[
\max_{x_{mc}^n, p_{mc}^n} \sum_{n=1}^N \left( \sum_{u=1}^{U_c} R_u^n (p_{mc}^n) + \sum_{m_c=1}^{M_c} x_{mc}^n R_{mc}^n (p_{mc}^n) \right) \quad (3.9)
\]
\[
\text{s.t. } \sum_{m_c=1}^{M_c} x_{mc}^n \leq 1, \ x_{mc}^n \in \{0, 1\}, \ \forall \ m_c \in M_c,
\]
\[
\forall n \in N \quad (3.9a)
\]
\[
x_{mc}^n p_{mc}^n \leq \hat{P}_{RB}^\text{max}, \ \forall m_c \in M_c, \forall n \in N \quad (3.9b)
\]
\[
\sum_{n=1}^N x_{mc}^n p_{mc}^n \leq P_{mc}^\text{max}, \ \forall m_c \in M_c \quad (3.9c)
\]
\[
\sum_{n=1}^N x_{mc}^n p_{mc}^n |h_{mc,b}^n|^2 d_{mc,b}^{-\alpha} \leq I_{th}, \ \forall m_c \in M_c \quad (3.9d)
\]
\[
\sum_{n=1}^N x_{mc}^n R_{mc}^n \geq R_{mc}^\text{min}(d_{mc}^{\text{max}}, \varepsilon_{mc}^{\text{max}}), \ \forall m_c \in M_c, \quad (3.9e)
\]

where the objective function to be maximized is the uplink sum-rate of the neighbouring CUE and MTCDs within the cth cluster with \(x_{mc}^n\) and \(p_{mc}^n\) as the RB and power allocation decision variables, respectively. If the nth RB is allocated to MTCD \(m_c\) then \(x_{mc}^n = 1\), otherwise \(x_{mc}^n = 0\). Constraint (3.9a) indicates that MTCDs within the cth cluster cannot share the same RB. The peak power constraint over the nth RB is given in (3.9b) where the transmit power of MTCD \(m_c\) over the nth RB should not exceed the RB peak power, \(\hat{P}_{RB}^\text{max}\). Constraint (3.9c) ensures that the total transmit power of MTCD \(m_c\) over the allocated RBs is less than the maximum transmit power, \(P_{mc}^\text{max}\). Constraint (3.9d) ensures that the interference to neighbouring CUE from the MTCDs within the cth cluster is less than the interference threshold, \(I_{th}\). The QoS requirements of MTCD \(m_c\) are considered in constraint (3.9e) where its achievable data rate should be higher than the minimum data rate threshold, \(R_{mc}^\text{min}(d_{mc}^{\text{max}}, \varepsilon_{mc}^{\text{max}})\). This is the minimum data rate that provides a Probability of Delay-Bound Violation (PDBV) equal to the maximum delay-violation threshold, \(\varepsilon_{mc}^{\text{max}}\), when the maximum delay-bound is \(d_{mc}^{\text{max}}\) (see Appendix B for details).
3.5 Proposed Resource and Power Allocation Scheme

In this section, a two-phase resource and power allocation scheme is proposed to solve (3.9). In the first phase, an Adaptive Resource Block Allocation (ARBA) algorithm employs an adaptive metric considering power, interference, and minimum data rate requirements to allocate available RBs to the MTCDs within each cluster. In the second phase, an Iterative Power Allocation (IPA) algorithm is used to allocate the power of the MTCDs over the corresponding allocated RBs.

3.5.1 Adaptive Resource Block Allocation (ARBA) Algorithm

The ARBA algorithm allocates available RBs to MTCDs within each cluster based on an adaptive metric that considers the minimum data rate, power, and interference requirements. Let $N_{mc}$ be the set of RBs allocated to MTCD $m_c$ with $N_{mc} = |N_{mc}|$, i.e. the cardinality of set $N_{mc}$. Then, the total achievable date rate of MTCD $m_c$ when allocated $N_{mc}$ RBs is given by

$$R^{N_{mc}}_{m_c} = \sum_{n=1}^{N_{mc}} R^n_{m_c}$$

$$= \sum_{n=1}^{N_{mc}} \frac{1}{2} B_{RB} \log_2 (1 + p^n_{mc} \Gamma^n_{mc,g_c}) \; \forall m_c \in \mathcal{M}_c, n \in N_{mc} \quad (3.10)$$

Now assume RB $n'$ is assigned to MTCD $m_c$. Then, the corresponding increment in its achievable data rate can be written as

$$\Delta R^{n'}_{m_c} = R^{N_{mc}+1}_{m_c} - R^{N_{mc}}_{m_c} \; \forall m_c \in \mathcal{M}_c, n' \in N \quad (3.11)$$

The increment in the transmit power of MTCD $m_c$ due to assigning RB $n'$ can be expressed as

$$\Delta p^{n'}_{m_c} = \frac{2 R^{N_{mc}}_{m_c} [2 \Delta R^{n'}_{m_c} - 1]}{\Gamma_{mc,g_c}} \quad (3.12)$$

The corresponding increase in the interference induced by MTCD $m_c$ due to assigning RB $n'$ can be written as

$$\Delta I^{n'}_{m_c} = \Delta p^{n'}_{m_c} |h_{m_c,b}|^2 d_{m_c,b}^{-\alpha} \quad (3.13)$$
The data rate gain, power gain, and interference gain due to assigning RB $n'$ to MTCD $m_c$ can be expressed as

$$G^{(R)}_{m_c} = \frac{\Delta R^{'n}_{m_c}}{R_{m_c}^{\min}(p_{m_c}^{\max}, \varepsilon_{m_c}^{\max})},$$  

$$G^{(P)}_{m_c} = \frac{\Delta p^{'n}_{m_c}}{p_{m_c}^{\max}},$$  

$$G^{(I)}_{m_c} = \frac{\Delta I^{'n}_{m_c}}{I_{th}},$$

respectively. Now we introduce an adaptive metric for assigning RB $n'$ to MTCD $m_c$ based on the above gains as

$$\Theta^{n'}_{m_c} = \frac{G^{(R)}_{m_c}}{G^{(P)}_{m_c} \times G^{(I)}_{m_c}}, \quad \forall m_c \in M, n' \in N$$

For a given power allocation, $p_{m_c}^{n} = \frac{p_{m_c}^{\max}}{N}$, the data rate, power, and interference gains for assigning RB $n'$ are calculated for all MTCDs within the cluster using (3.14), (3.15), and (3.16), respectively. Then, the corresponding value of the adaptive metric $\Theta^{n'}_{m_c}$ is obtained. According to the proposed ARBA algorithm, RB $n'$ is assigned to the MTCD $m'_c$ that achieves the maximum value of $\Theta^{n'}_{m_c}$. This implies that $n'$ provides a higher data rate gain with respect to the power and interference gains when allocated to MTCD $m'_c$ compared with other MTCDs in the cluster. The proposed ARBA algorithm is summarized in Algorithm 3.1 and a flowchart of the algorithm is given in Figure 3.2.

3.5.2 Iterative Power Allocation (IPA) Algorithm

After RB allocation is completed for the MTCDs within the $c$th cluster using the proposed ARBA algorithm, power allocation is performed for the MTCD over the allocated RBs. This is given by the following optimization problem

$$\max_{p_{m_c}^{n}} \sum_{n=1}^{N} \left( \sum_{u=1}^{U_c} R_{u}^{n}(p_{m_c}^{n}) + \sum_{m_c=1}^{M_c} x_{m_c}^{n} R_{m_c}^{n}(p_{m_c}^{n}) \right)$$

subject to (3.9b) – (3.9e).
Input: $\mathcal{N}, \mathcal{M}, \mathcal{U}$, $R_{\min}(d_{\max}, \epsilon_{\max})$,
$P_{\max}$, $I_{th}$

Initialization: $n' = 1$, $\mathcal{N}_{mc} = \emptyset$, $N_{mc} = 0$, $R_{mc} = 0$

Is $n' \leq N$?

Yes

Calculate: $G_{mc}^{(R)}$ using (3.14)
$G_{mc}^{(p)}$ using (3.15)
$G_{mc}^{(t)}$ using (3.16)
$\Delta \theta_{mc}^{n'}$ using (3.17)

Select MTCD $m'_c$ such that
$(m'_c, n') = \arg \max \theta_{mc}^{n'}$

Update:
$\mathcal{N} = \mathcal{N} - \{n'\}$
$\mathcal{N}_{mc} = \mathcal{N}_{mc} \cup \{n'\}$
$R_{mc} = R_{mc} + 1$

$n' = n' + 1$

No

Is $n' = N$?

Yes

Output: $\mathcal{N}_{mc}$

No

Figure 3.2: Flowchart of the proposed ARBA algorithm.
Algorithm 3.1: Adaptive Resource Block Allocation (ARBA) Algorithm

1: **Input**: $N = \{1, 2, \cdots, N\}, \mathcal{M}_c = \{1, 2, \cdots, M_c\}$, 
   $\mathcal{U}_c = \{1, 2, \cdots, U_c\}, I_{th}$, 
   $R_{\text{min}}^{\text{min}}(d_{mc}, \varepsilon_{mc}), P_{mc}^\text{max}, p_{mc}^n = \frac{P_{mc}^\text{max}}{N}, \forall m_c \in \mathcal{M}_c$

2: **Initialization**: $N_{mc} = \phi, N_{mc} = 0$,  
   $R_{mc} = 0, \forall m_c \in \mathcal{M}_c$

3: for $n' = 1$ to $N$ do
4: Obtain $G_m^{\text{(R)}}$ using (3.14)
5: Obtain $G_m^{\text{(p)}}$ using (3.15)
6: Obtain $G_m^{\text{(I)}}$ using (3.16)
7: Obtain $\Theta_{mc}^{n'}$ using (3.17)
8: $(m_c', n') = \arg \max \Theta_{mc}^{n'}$
9: $N = N - \{n'\}, N_{mc'} = N_{mc} \cup \{n'\}$
10: Update $R_{mc}, \forall m_c \in \mathcal{M}_c$
11: end
The objective function in (3.18) is a function of $p_{m_c}^n$ only. However, (3.18) is a non-convex problem with respect to $p_{m_c}^n$ and can be rewritten as

$$\max_{p_{m_c}^n} \sum_{n=1}^{N} F_n^*(p_{m_c}^n) - G_n^*(p_{m_c}^n) \tag{3.19}$$

subject to

$$p_{m_c}^n \leq \hat{P}_{m_c}^n, \ \forall m_c \in \mathcal{M}_c, \forall n \in \mathcal{N}_{m_c} \tag{3.19a}$$

$$\sum_{n=1}^{N} p_{m_c}^n \leq P_{m_c}^{\max}, \ \forall m_c \in \mathcal{M}_c \tag{3.19b}$$

$$\sum_{n=1}^{N} p_{m_c}^n |h_{n,m_c,b}^n|^2 d_{m_c,b}^{-\alpha} \leq I_{th}, \ \forall m_c \in \mathcal{M}_c \tag{3.19c}$$

$$\sum_{n=1}^{N} p_{m_c}^n \Gamma_{m_c,g_c}^n \geq N_{m_c} (2^{R_{\min}(d_{m_c}^{\max},e_{m_c}^{\max})} - 1), \ \forall m_c \in \mathcal{M}_c, \tag{3.19d}$$

where constraint (3.19d) is equivalent to constraint (3.9e) (see Appendix C for details), and $F_n^*(p_{m_c}^n)$ and $G_n^*(p_{m_c}^n)$ are given by

$$F_n^*(p_{m_c}^n) = \sum_{u=1}^{U_c} \log_2 \left( \sigma_0^2 + p_{m_c}^n |h_{u,m_c}^n|^2 d_{u,b}^{-\alpha} + \sum_{m_c=1}^{M_c} x_{m_c}^n p_{m_c}^n |h_{m_c,b}^n|^2 d_{m_c,b}^{-\alpha} \right)$$

$$+ \frac{1}{2} \sum_{m_c=1}^{M_c} x_{m_c}^n \log_2 \left( \sigma_0^2 + p_{m_c}^n |h_{m_c,g_c}^n|^2 d_{m_c,g_c}^{-\alpha} + \sum_{u=1}^{U_c} p_{m_c}^n |h_{u,g_c}^n|^2 d_{u,g_c}^{-\alpha} \right), \tag{3.20}$$

and

$$G_n^*(p_{m_c}^n) = \sum_{u=1}^{U_c} \log_2 \left( \sigma_0^2 + \sum_{m_c=1}^{M_c} x_{m_c}^n p_{m_c}^n |h_{m_c,b}^n|^2 d_{m_c,b}^{-\alpha} \right)$$

$$+ \frac{1}{2} \sum_{m_c=1}^{M_c} x_{m_c}^n \log_2 \left( \sigma_0^2 + \sum_{u=1}^{U_c} p_{m_c}^n |h_{u,g_c}^n|^2 d_{u,g_c}^{-\alpha} \right). \tag{3.21}$$

Both $F_n^*(p_{m_c}^n)$ and $G_n^*(p_{m_c}^n)$ are concave functions of $p_{m_c}^n$, so (3.19) is a Difference of two Convex functions (D.C.) programming problem [82]. This type of problem can be solved by solving a sequence of concave optimization problems [62]. For a given power allocation $\hat{p}_{m_c}^n$, an improved feasible solution to (3.19) can be obtained.
by solving the following lower bound optimization problem

\[
\text{max} \sum_{n=1}^{N} F^n(p^n_{mc}) - G^n(\hat{p}^n_{mc}) - \langle \nabla G^n(\hat{p}^n_{mc}), p^n_{mc} - \hat{p}^n_{mc} \rangle \\
\text{s.t. (3.19a) – (3.19d)},
\] (3.22)

where \( \nabla G^n(\hat{p}^n_{mc}) \) is the gradient of \( G^n(p^n_{mc}) \) given by

\[
\nabla G^n(\hat{p}^n_{mc}) = \frac{\sum_{m_{ec}=1}^{M_{ec}} x^n_{m_{ec}} |h_{m_{ec},b}|^2 d^{-\alpha}_{m_{ec},b}}{\ln(2)(\sigma_0^2 + \sum_{m_{ec}=1}^{M_{ec}} x^n_{m_{ec}} \hat{p}^n_{m_{ec}} |h_{m_{ec},b}|^2 d^{-\alpha}_{m_{ec},b})}.
\] (3.23)

For simplicity we denote the sum-rate function in (3.19) as

\[
\sum_{n=1}^{N} R^n(p^n_{mc}) = \sum_{n=1}^{N} F^n(p^n_{mc}) - G^n(p^n_{mc}),
\]

and the lower bound sum-rate function in (3.22) as

\[
\sum_{n=1}^{N} R^n(\hat{p}^n_{mc}, \hat{p}^n_{mc}) = \sum_{n=1}^{N} F^n(\hat{p}^n_{mc}) - G^n(\hat{p}^n_{mc}) - \langle \nabla G^n(\hat{p}^n_{mc}), p^n_{mc} - \hat{p}^n_{mc} \rangle.
\]

Proposition 3.1: Given \( \hat{p}^n_{mc} \) that satisfies (3.19a) – (3.19d), \( \sum_{n=1}^{N} R^n(p^n_{mc}, \hat{p}^n_{mc}) \) is a tight lower bound of \( \sum_{n=1}^{N} R^n(p^n_{mc}) \).

Proof: See Appendix D. □

Since (3.22) is convex, it can be efficiently solved using CVX [36]. Moreover, the following proposition proves that improved feasible solutions to (3.19) can be obtained by iteratively solving (3.22). That is, the sum-rate achieved in (3.19) using the optimal solution to (3.22), \( p^n_{mc}^* \), is no worse than that achieved by \( \hat{p}^n_{mc} \).

Proposition 3.2: If \( p^n_{mc}^* \) is the optimal solution to (3.22), then \( \sum_{n=1}^{N} R^n(p^n_{mc}^*) \geq \sum_{n=1}^{N} R^n(\hat{p}^n_{mc}) \).

Proof: See Appendix E. □
Starting with an initial power allocation $p_{mc}^{(0)}$ that satisfies (3.19a) – (3.19d), a solution for (3.22) is obtained. A suitable initial power allocation to MTCD $m_c$ over the $n$th RB is $p_{mc}^{(0)} = \frac{P_{\text{max}}}{N_{mc}}, \forall m_c \in M_c$. If the interference induced to the $u$th neighbouring CUE exceeds the interference threshold $I_{th}$, the power of MTCD $m_c$ is decreased. This is repeated until the interference induced to the $u$th neighbouring CUE is less than $I_{th}$. Then using $p_{mc}^{(0)}$, an updated solution to (3.22) $p_{mc}^{(1)}$ is obtained. This procedure is repeated until $||p_{mc}^{(l)} - p_{mc}^{(l-1)}|| \leq \epsilon$ where $\epsilon$ is the desired accuracy or the maximum number of iterations, $L$, is reached.

**Proposition 3.3:** In the proposed IPA algorithm, the next solution $p_{mc}^{(l)}$ is not worse than the previous solution $p_{mc}^{(l-1)}$, so it generates a sequence of feasible solutions to (3.22) that converge to a local optimal solution $p_{mc}^*$ of (3.19).

**Proof:** See Appendix F.

The proposed IPA algorithm is given in Algorithm 3.2 and a flowchart of the algorithm is depicted in Figure 3.3.

**Algorithm 3.2 :** Iterative Power Allocation (IPA) Algorithm

1: **Input:** $N_{mc} = \{1, 2, \ldots, N_{mc}\}$, $P_{\text{max}}^{mc}, \forall m_c \in M_c$

$L, \epsilon, I_{th}$

2: **Initialization:** $l = 0,$

$p_{mc}^{n(0)} = \frac{P_{\text{max}}^{mc}}{N_{mc}}, \forall m_c \in M_c, \forall n \in N_{mc}$

3: **repeat**

4: \hspace{1em} $l = l + 1$

5: \hspace{1em} $\hat{p}_{mc}^{n} = p_{mc}^{n(l-1)}$

6: \hspace{1em} Solve (3.22) to obtain $p_{mc}^{n(l)}$

7: **until** $||p_{mc}^{n(l)} - p_{mc}^{n(l-1)}|| \leq \epsilon$ or $l \geq L$

8: **return** $p_{mc}^{n(l)}$
Input: $L, \epsilon, N_{mc}, P_{mc}^{\text{max}}, l_{th}$

Initialization: $l = 0, P_{mc}^{n(0)} = \frac{P_{mc}^{\text{max}}}{N_{mc}}$

Is $l \leq L$?

Yes

Set: $P_{mc}^{n(l)} = P_{mc}^{n(l-1)}$

Calculate $P_{mc}^{n(l)}$ using (3.22)

$l = l + 1$

Is $l = L$ or $P_{mc}^{n(l)} - P_{mc}^{n(l-1)} \leq \epsilon$?

Yes

Output: $P_{mc}^{n} = P_{mc}^{n(l)}$

End

No

Figure 3.3: Flowchart of the proposed IPA algorithm.
3.6 Performance Evaluation

In order to evaluate the performance of the proposed two-phase resource and power allocation scheme, a cell with radius 500 m in an LTE-A system is considered. The BS is located at the centre of the cell and all CUE are distributed according to a spatial Binomial Point Process (BPP) with the number of neighbouring CUE between 15 and 45. Since there is no interference between clusters, the proposed scheme can be independently applied to each cluster. Therefore, results are presented for the proposed scheme with an MTCG located 175 m from the BS, and this MTCG forms a cluster with radius 100 m which is denoted as cluster 1. MTCDs within the cluster are distributed according to a BPP distribution with the number of MTCDs between 10 and 50. The maximum delay-violation threshold of the clustered MTCDs is $\varepsilon_{m_1}^{\max} = 0.1$ with maximum delay-bound $d_{m_1}^{\max} = 0.2 \text{ ms}$ [59].

A bandwidth of 20 MHz is considered with a total of 100 RBs, each of which has a bandwidth of 180 kHz and a time duration of 0.5 ms [59]. The RB peak power is $P_{RB}^{\max} = 10 \text{ mW}$ [20]. It is assumed that each CUE is assigned one RB. Therefore, the number of available resources for the clustered MTCDs is equal to the number of neighbouring CUE. The channel experiences path loss with path loss constant $10^{-2}$ and path loss exponent $\alpha = 3$. The large scale shadowing follows a log-normal distribution with zero mean and standard deviation $\sigma_s = 8 \text{ dB}$, and the small scale Rayleigh fading follows an exponential distribution with unit mean [120]. The Additive White Gaussian Noise (AWGN) power is $\sigma_0^2 = -100 \text{ dBm}$ [59].

The performance of the proposed scheme is compared with two other schemes. Scheme 1 is referred to as ARBA-Uniform PA. In this scheme, the ARBA algorithm is used in the first phase to allocate available RBs to the clustered MTCDs while a uniform power allocation is used in the second phase such that the transmit power of each MTCD is equally distributed over the set of allocated RBs. Scheme 2 is called Random RBA-IPA. In this scheme, the available RBs are randomly allocated to the clustered MTCDs in the first phase while IPA is used to allocate the transmit power of each MTCD over the set of allocated RBs in the second phase.

Figure 3.4 presents the sum-rate of the neighbouring CUE and clustered MTCDs versus the number of clustered MTCDs for the three schemes. These results show that the sum-rate increases with the number of MTCDs for all schemes. However, the proposed scheme outperforms the other schemes. The reason is that it considers the power, interference, and minimum data rate constraints. The ARBA algorithm
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell radius</td>
<td>500 m</td>
</tr>
<tr>
<td>Cluster radius ($R_c$)</td>
<td>100 m</td>
</tr>
<tr>
<td>Distribution of CUE/MTCDs</td>
<td>BPP</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>20 MHz</td>
</tr>
<tr>
<td>No. of RBs ($N$)</td>
<td>100</td>
</tr>
<tr>
<td>No. of neighbouring CUE ($U_c$)</td>
<td>15 – 45</td>
</tr>
<tr>
<td>No. of clustered MTCDs ($M_c$)</td>
<td>10 – 50</td>
</tr>
<tr>
<td>Path loss constant ($G$)</td>
<td>$10^{-2}$</td>
</tr>
<tr>
<td>Path loss exponent ($\alpha$)</td>
<td>3</td>
</tr>
<tr>
<td>Shadowing standard deviation ($\sigma_s$)</td>
<td>8 dB</td>
</tr>
<tr>
<td>Rayleigh fading (mean of the exponential distribution)</td>
<td>1</td>
</tr>
<tr>
<td>MTCID maximum transmit power ($P_{m_c}^{\max}$)</td>
<td>100 mW</td>
</tr>
<tr>
<td>RB peak power ($\hat{P}_{RB}^{\max}$)</td>
<td>10 mW</td>
</tr>
<tr>
<td>Noise power ($\sigma^2$)</td>
<td>$-100$ dBm</td>
</tr>
<tr>
<td>Interference threshold ($I_{th}$)</td>
<td>0.2 – 1.4 mW</td>
</tr>
<tr>
<td>Maximum delay-bound ($d_{m_c}^{\max}$)</td>
<td>0.2 ms</td>
</tr>
<tr>
<td>Maximum delay-violation threshold ($\varepsilon_{m_c}^{\max}$)</td>
<td>10%</td>
</tr>
</tbody>
</table>
Figure 3.4: Sum-rate versus the number of clustered MTCDs, $M_1$, for the three schemes.

in the first phase ensures that each MTCD is assigned resources that provide a higher data rate gain with respect to the power and interference gains. Moreover, the IPA algorithm in the second phase ensures that the interference and minimum data rate constraints are satisfied.

Figure 3.5 gives the sum-rate versus the number of clustered MTCDs for different numbers of neighbouring CUE for the proposed scheme. These results show that the sum-rate increases with the number of neighbouring CUE. This is because the number of RBs available for sharing with the clustered MTCDs increases with the number of neighbouring CUE.

The effect of interference induced by clustered MTCDs to neighbouring CUE on the sum-rate with the proposed scheme is illustrated in Figure 3.6. The sum-rate is given versus the number of clustered MTCDs for different interference thresholds. These results indicate that a higher sum-rate is achieved as the interference threshold
increases from 0.2 to 1.4 mW. Since the proposed algorithm considers the interference threshold, higher threshold values allow more power to be allocated to the clustered MTCDs, so a higher sum-rate is achieved.

Figure 3.7 illustrates the effect of the MTCD maximum power threshold on the interference induced to neighbouring CUE for the three schemes. This shows that this interference increases with the maximum power threshold. However, the proposed scheme results in less interference than the other schemes. The reason is that the IPA algorithm used in the second phase allocates power to the clustered MTCDs such that the sum-rate is maximized while limiting the interference to neighbouring CUE below the threshold. On the other hand, Scheme 1 results in significant interference since it employs a uniform power allocation which does not consider the interference constraint.

Figure 3.8 presents the sum-rate versus the interference threshold for the three
Figure 3.6: Sum-rate versus the number of clustered MTCDs, $M_1$, for different interference thresholds, $I_{th}$, for the proposed scheme.

schemes. This shows that the sum-rate increases with the interference threshold. Furthermore, the proposed scheme outperforms the other schemes. This is because the IPA algorithm in the second phase considers the interference and power thresholds while satisfying the minimum data rate requirements. Note that Scheme 1 provides the lowest sum-rate due to the use of a uniform power allocation that does not take these thresholds into account. The sum-rate of the clustered MTCDs versus the interference threshold is given in Figure 3.9 for the three schemes. The sum-rate of the clustered MTCDs increases with the interference threshold. Moreover, the proposed scheme outperforms the other schemes. This is because the IPA algorithm in the second phase considers the interference threshold where higher threshold values allow more power to be allocated to the clustered MTCDs. Therefore, a higher data rate is achieved using the proposed scheme.

Figure 3.10 presents the sum-rate of the neighbouring CUE versus the interference
threshold for the three schemes. These results indicate that the proposed scheme outperforms Schemes 1 and 2 with a higher sum-rate of the neighbouring CUE. This is because the IPA algorithm in the second phase considers the interference threshold such that the interference induced to the neighbouring CUE is less than this threshold. Hence, a higher data rate is achieved using the proposed scheme compared with the other two schemes. Figure 3.11 presents the sum-rate versus the number of available RBs for the three schemes. These results show that the sum-rate increases with the number of available RBs. Moreover, the proposed scheme provides higher sum-rate than Schemes 1 and 2. The reason is that the proposed ARBA algorithm used in the first phase considers the interference, power, and data rate gains through the adaptive metric. This results in better utilization of the available RBs and demonstrates that the proposed scheme can achieve higher data rates.

The sum-rate of the clustered MTCDs versus the number of available RBs for the
three schemes is given in Figure 3.12. This shows that the sum-rate of the clustered MTCDs increases with the number of the available RBs. Furthermore, the proposed scheme results in higher data rate than the other two schemes. This is because the proposed ARBA algorithm in the first phase allocates available resources such that higher data rate gain is achieved with respect to the power and interference gains.

Figure 3.13 presents the sum-rate of the neighbouring CUE versus the number of available RBs. The results indicate that the proposed scheme outperforms Schemes 1 and 2 in terms of the sum-rate. Since the proposed IPA algorithm in the second phase considers the interference induced to the neighbouring CUE such that it is below the interference threshold. Higher data rate is achieved using the proposed scheme compared with the other two schemes.
3.7 Conclusion

In this chapter, clustered CM2M communications underlaying cellular network were considered. In this network, MTCDs are grouped into clusters based on their spatial locations and communicate with the BS via a MTCG in order to accommodate a massive number of MTCDs coexisting with the CUE. Moreover, to exploit spatial spectrum opportunities and overcome spectrum scarcity, underlay cognitive radio is employed so the MTCDs within each cluster can share the spectrum of neighbouring CUE. In order to meet the QoS requirements of the clustered MTCDs while protecting the neighbouring CUE from interference, a joint resource-power allocation problem was formulated and solved using a two-phase resource and power allocation scheme. The goal is to maximize the uplink sum-rate of the neighbouring CUE and clustered MTCDs while adhering to interference, power, and minimum data rate constraints. In
Figure 3.10: Sum-rate of neighbouring CUE versus the interference threshold, $I_{th}$, for the three schemes.

In the first phase, an Adaptive Resource Block Allocation (ARBA) algorithm is employed to allocate available Resource Blocks (RBs) to clustered MTCDs considering these constraints. In the second phase, an Iterative Power Allocation (IPA) algorithm is used to allocate transmit power to the MTCDs over the set of RBs allocated in the first phase. Simulation results were presented which show that the proposed scheme outperforms other schemes in terms of the sum-rate of the network while satisfying the constraints.
Figure 3.11: Sum-rate versus the number of available RBs for the three schemes.
Figure 3.12: Sum-rate of clustered MTCDs versus the number of available RBs for the three schemes.
Figure 3.13: Sum-rate of neighbouring CUE versus the number of available RBs for the three schemes.
Chapter 4

Energy-Efficient Cognitive Machine-to-Machine Communications Underlaying Cellular Networks

Information and Communication Technology (ICT) is responsible for more than 3% of energy consumption worldwide [84]. Moreover, it contributes more than 5% of global CO$_2$ emissions and 37% of these emissions are due to Mobile and Wireless Communications (MWC) [85]. It is projected that more than 29 billion Machine Type Communication Devices (MTCDs) will be connected in the Internet-of-Things (IoT) by 2023 [86]. Several non-cellular wireless technologies including WiFi, Bluetooth, and Zigbee have been considered for enabling Machine-to-Machine (M2M) communications, but they are inefficient and insufficient to support the growing demands of M2M applications [87]. On the other hand, cellular networks provide extended wireless connectivity, more flexible radio resource management, and higher capacity to support M2M deployment. However, the characteristics and Quality-of-Service (QoS) requirements of M2M communications are distinct from those of traditional cellular communications that these networks were originally designed for [59]. While the majority of cellular traffic is on the downlink, M2M traffic is mainly on the uplink with infrequent transmissions under delay limits [88].

The massive number of MTCDs communicating with Base Stations (BSs) and co-existing with cellular users in addition to the diverse QoS requirements pose challenges
for cellular networks in terms of energy and spectral efficiencies. These challenges cannot be overcome by just increasing spectrum occupancy and MTCD transmit power due to the increased interference and limited battery capacity [89] as the majority of MTCDs are battery-operated and may be deployed in remote areas where access for battery replacement is difficult [90]. Hence, Energy Efficiency (EE) in M2M communications is crucial to prolonging network lifetime [92]. It is defined as the ratio between the network sum-rate and consumed power [91], i.e. the information transmitted per joule of energy. The EE of M2M communications can be optimized by adjusting MTCD transmit power such that the power consumption is minimized while achieving performance requirements.

The growing number of MTCDs and increasing data rate demands and QoS requirements create spectrum scarcity. Cognitive M2M (CM2M) communications can be employed to overcome this problem while exploiting the benefits of M2M communications [92, 46]. In CM2M communications, Cognitive Radio (CR) [93] is integrated with M2M communications to increase spectrum utilization where MTCDs are Secondary Users (SUs) that share the spectrum of the Cellular User Equipment (CUE) which are Primary Users (PUs). Conventional CR can improve spectrum utilization from the time and frequency perspectives but ignores the space dimension. Therefore, underlay CR is proposed to utilize spatial spectrum opportunities where MTCDs share the spectrum of CUE in their vicinity while transmitting below an interference threshold [94]. The advantage of this approach is that no coordination is required between the PUs and SUs [95, 96, 97]. Moreover, underlay CR is an efficient solution for M2M communications due to its high spectral and power efficiencies with low transmission delay [57]. Thus, underlay CR can be used to provide spectral and energy efficient M2M communications to realize the IoT vision [77].

### 4.1 Related Work

There has been research on energy-efficient resource allocation algorithms for CR networks [98]-[103]. Subchannel and power allocation that maximizes the EE of a cognitive Base Station (BS) operating in TV white space was considered in [98]. The proposed two-step solution maximizes the EE while satisfying user minimum data rate requirements and limiting the interference to neighbouring PUs. In [99], energy-efficient resource allocation in Orthogonal Frequency Division Multiplexing (OFDM)-based CR networks was considered under a system power budget constraint, PU in-
terference thresholds, SU data rate requirements, and fairness among users. Two resource allocation schemes for energy-efficient CR systems were proposed in [100]. These schemes employ spectrum sharing combined with soft-sensing, adaptive sensing thresholds, and adaptive power to achieve EE. Energy-efficient CR-based systems were investigated in [101]. Reinforcement learning was used for power-bandwidth efficient modulation where the modulation level is adjusted by determining the available spectrum cognitively. In [102], energy-efficient downlink power control for two-tier macrocell and femtocell cognitive heterogeneous networks was considered. Joint game theoretic power control and interference mitigation under QoS constraints for energy-efficient CR networks was presented in [103].

EE for M2M communications has been investigated in the literature. In [26], a QoS-driven energy-efficient design for the uplink of Long Term Evolution (LTE) networks with M2M/H2H coexistence was proposed. This design considers resource allocation to maximize the capacity under statistical QoS provisioning. Two multiple access strategies, namely Non-orthogonal Multiple Access (NOMA) and Time Division Multiple Access (TDMA) were considered in [111] with the goal of minimizing the total energy consumption of the network via joint power control and time allocation for MTCDs. In [104], scheduling M2M traffic in LTE systems was investigated and a cross-layer resource allocation scheme that minimizes the energy consumption of MTCDs was proposed considering QoS requirements. A joint resource allocation and clustering algorithm to maximize the EE of MTCDs was presented in [105]. In [106], an iterative energy-efficient game-theoretic random access algorithm was developed for joint BS selection and power allocation for M2M devices. The random access success probability weighted by the EE was used as the utility for these devices.

Energy-efficient CM2M communications has had little consideration in the literature [107]-[110]. A selective compressive sensing and resource allocation framework to maximize the EE was introduced in [107]. In this framework, MTCDs sense the assigned channels and report their decisions to a BS. The BS then determines the availability of channels and allocates resources based on local sensing results while maximizing the EE. In [108], an energy-efficient data aggregation scheme to minimize the average total energy consumption of a M2M network was proposed. In this scheme, stochastic geometry is employed to achieve a tradeoff between energy consumption and coverage for different transmission modes. Energy Harvesting (EH) can be integrated with CM2M communications in what is known as EH-based CM2M (EH-CM2M) communications [109]. The downlink energy-efficient resource allocation
problem for EH-CM2M communications was investigated in [110]. A two-stage joint channel selection, peer discovery, power control, and time allocation optimization algorithm was proposed to maximize the EE.

Considering the results above, this chapter investigates the power allocation problem for energy-efficient CM2M communications underlaying cellular networks. Underlay CR is employed to manage the coexistence of MTCDs and CUE and exploit spatial spectrum opportunities to improve spectrum utilization. Two power allocation problems are proposed where the first targets MTCD power consumption minimization while the second considers MTCD EE maximization subject to MTCD transmit power constraints, MTCD minimum data rate requirements, and CUE interference limits. The proposed power consumption minimization problem is transformed into a Geometric Programming (GP) problem and solved iteratively. The proposed EE maximization problem is a nonconvex fractional programming problem. Hence, parametric transformation is used to convert it into an equivalent convex form and this is solved using an iterative approach. To the best of our knowledge, the problem of power allocation of energy-efficient CM2M communications underlaying cellular networks considering MTCD power consumption minimization and MTCD EE maximization subject to the aforementioned constraints has not been considered in the literature.

4.2 Contributions of the Chapter

The contributions of this chapter are as follows.

1. A CM2M communications model is proposed in which underlay CR is employed so that the MTCDs share the spectrum of surrounding CUE subject to the interference they introduce to the CUE being below an interference threshold.

2. A power allocation problem to minimize MTCD power consumption considering the aforementioned constraints is formulated. This problem is transformed into a Geometric Programming (GP) problem and solved iteratively using Algorithm 4.1.

3. A power allocation problem to maximize MTCD EE subject to the constraints above is derived. This is a nonconvex fractional programming problem, so a
parametric transformation is used to convert it into an equivalent convex form which can be solved iteratively using Algorithm 4.2.

4. Simulation results are presented which indicate that the proposed algorithms provide MTCD power allocation with lower power consumption and higher EE than the EPA scheme while satisfying the constraints.

4.3 System Model

Consider the uplink traffic of a cell in an LTE-A cellular network with a BS and $U$ CUE coexisting with $M$ MTCDs. The BS is assumed to be located at the centre of the cell and the CUE and MTCDs are uniformly distributed in the geographic area of the cell. It is assumed that the CUE occupy a total of $N$ RBs where each RB has a bandwidth of 180 kHz and a time duration of 0.5 ms [26]. Denote the set of available RBs by $N = \{1, 2, \cdots, N\}$, the set of CUE by $U = \{1, 2, \cdots, U\}$, and the set of MTCDs by $M = \{1, 2, \cdots, M\}$.

Underlay CR is considered to improve spectrum utilization and manage the coexistence of the CUE and MTCDs by exploiting spatial spectrum opportunities. In this approach, the MTCDs distributively sense the transmissions of surrounding CUE, make an intelligent decision on using CUE resources, and adjust their transmit power such that both the CUE and MTCDs meet their Quality-of-Service (QoS) requirements. That is, the $m$th MTCD can share the resources of the $u$th CUE as long as the interference it induces to the CUE is below a threshold, $I_{th}$. Moreover, it is assumed that multiple MTCDs can share the resources of a CUE but an MTCD can use the resources of only one CUE.

The channel model accounts for the distance-based path loss, slow fading due to shadowing, and fast fading due to multipath propagation. Hence, the channel gain between the $u$th CUE and BS over the $n$th RB can be expressed as

$$|h_{u,b}^n|^2 = G \Gamma_{u,b}^n \beta_{u,b}^n d_{u,b}^{-\alpha},$$

where $G$ is the path loss constant, $\Gamma_{u,b}^n$ is the slow fading gain which has a log-normal distribution with zero mean and standard deviation $\sigma_s$, $\beta_{u,b}^n$ is the fast fading gain which has a unit mean exponential distribution, and $d_{u,b}$ is the transmission distance between the $u$th CUE and BS with path loss exponent $\alpha$ [112]. Similarly, the channel gain between the $m$th MTCD and BS over the $n$th RB is denoted by $|h_{m,b}^n|^2$. 
The Signal to Interference plus Noise Ratio (SINR) of the \( u \)th CUE over the \( n \)th RB is given by

\[
\gamma^n_{u} = \frac{p^n_{u}|h^n_{u,b}|^2}{\sum_{m=1}^{M} p^n_{m}|h^n_{m,b}|^2 + \sigma_1},
\]

(4.2)

where \( p^n_{u} \) and \( p^n_{m} \) are the transmit power of the \( u \)th CUE and \( m \)th MTCD over the \( n \)th RB, respectively, and \( \sigma_1 \) denotes the Additive White Gaussian Noise (AWGN) at the \( u \)th CUE. Likewise, the SINR of the \( m \)th MTCD over the \( n \)th RB can be expressed as

\[
\gamma^n_{m} = \frac{p^n_{m}|h^n_{m,b}|^2}{p^n_{u}|h^n_{u,b}|^2 + \sum_{m'=1}^{M} p^n_{m'}|h^n_{m',b}|^2 + \sigma_2},
\]

(4.3)

where \( |h^n_{m',b}|^2 \) is the interference channel gain from other MTCDs over the \( n \)th RB, and \( \sigma_2 \) is the AWGN for the \( m \)th MTCD. Hence, the achievable data rate in \( \text{b/s/Hz} \) of the \( u \)th CUE and \( m \)th MTCD over the \( n \)th RB can be written as

\[
R^n_{u} = \log_2 (1 + \gamma^n_{u})
\]

(4.4)

\[
R^n_{m} = \log_2 (1 + \gamma^n_{m}),
\]

(4.5)

respectively. The total power consumption of the \( m \)th MTCD over the \( n \)th RB can be written as \([113],[114]\)

\[
P^n_{m} = \frac{1}{\zeta} p^n_{m} + p_{\text{cir}},
\]

(4.6)

where \( 0 \leq \zeta \leq 1 \) is the power amplifier efficiency and \( p_{\text{cir}} \) is the circuit power consumption that depends on blocks for functions such as Digital Signal Processing (DSP), Analog-to-Digital Conversion (ADC), and Digital-to-Analog Conversion (DAC). From (4.5) and (4.6), the EE in \( \text{b/J/Hz} \) of the \( m \)th MTCD over the \( n \)th RB can be expressed as

\[
\psi^n_{m} = \frac{R^n_{m}}{P^n_{m}}.
\]

(4.7)

Hence, the total energy efficiency of all MTCDs is given by

\[
\psi = \sum_{m=1}^{M} \sum_{n=1}^{N} \psi^n_{m} = \sum_{m=1}^{M} \sum_{n=1}^{N} \frac{R^n_{m}}{P^n_{m}}
\]

(4.8)
4.4 Power Allocation Problems and Corresponding Algorithms

In this section, two power allocation problems considering the MTCD transmit power constraints, MTCD minimum data rate requirements, and CUE interference limits are formulated. The first problem addresses power allocation for MTCD power consumption minimization and is solved iteratively using Algorithm 4.1, while the second problem is power allocation for MTCD EE maximization and is solved using Algorithm 4.2. While Algorithm 4.1 focuses on minimizing MTCD total transmit power consumption and Algorithm 4.2 aims at maximizing the MTCD EE, the goal of both algorithms is energy-efficient CM2M communications.

4.4.1 Power Allocation for Power Consumption Minimization

One goal of power allocation is to prolong the lifetime of battery-operated MTCDs to ensure uninterrupted and reliable data transmission in order to meet their QoS requirements. Therefore, minimizing the MTCD power consumption is important. The power consumption minimization problem subject to MTCD power constraints, MTCD minimum data rate requirements, and CUE interference limits is formulated as

\[
\min_{p_m} \sum_{m=1}^{M} \sum_{n=1}^{N} p_m^n \quad (4.9)
\]

s.t. \( p_m^{\text{min}} \leq p_m^n \leq p_m^{\text{max}} \), \( \forall m \in \mathcal{M}, n \in \mathcal{N} \) \hspace{1cm} (4.9a)

\[
\sum_{m=1}^{M} p_m^n |h_{m,b}^n|^2 \leq I_{\text{th}} \hspace{0.5cm} \forall n \in \mathcal{N} \quad (4.9b)
\]

\[
R_m(p_m^n) \geq R_m^{\text{min}} \hspace{0.5cm} \forall m \in \mathcal{M}, n \in \mathcal{N} \hspace{1cm} (4.9c)
\]

where the objective function to be minimized is the total MTCD transmit power. Constraint (4.9a) is the MTCD power constraint with \( p_m^{\text{min}} \) and \( p_m^{\text{max}} \) as the minimum and maximum power limits, respectively. Constraint (4.9b) ensures that the interference introduced to the CUE by the underlaying MTCDs is below the interference threshold, \( I_{\text{th}} \). The MTCD QoS requirements are considered in constraint (4.9c) which ensures that the achievable data rate of an MTCD is higher than its minimum
data rate threshold, $R_m^{\text{min}}$. The power allocation problem in (4.9) can be reformulated as

$$
\min_{p_n^m} \sum_{m=1}^{M} \sum_{n=1}^{N} p_n^m \tag{4.10}
$$

s.t. \[ \frac{p_n^{\text{min}}}{p_n^m} \leq 1, \quad \forall m \in \mathcal{M}, n \in \mathcal{N} \] \tag{4.10a}

\[ \frac{p_n^m}{p_n^{\text{max}}} \leq 1, \quad \forall m \in \mathcal{M}, n \in \mathcal{N} \] \tag{4.10b}

\[ \sum_{m=1}^{M} p_n^m |h_{m,b}^n|^2 \leq I_{\text{th}}, \quad \forall n \in \mathcal{N} \] \tag{4.10c}

\[ \log_2 (1 + \gamma_m^n) \geq R_m^{\text{min}}, \quad \forall m \in \mathcal{M}, n \in \mathcal{N}. \] \tag{4.10d}

The power allocation problem in (4.10) is a Geometric Programming (GP) problem [34]. After some manipulation, (4.10d) can be expressed as

$$
\gamma_m^n = \frac{p_n^m |h_{m,b}^n|^2}{p_n^u |h_{u,b}^n|^2 + \sum_{m' \neq m} p_n^{m'} |h_{m',b}^n|^2 + \sigma_2} \geq 2R_m^{\text{min}} - 1. \tag{4.11}
$$

Hence, (4.10) can be written as

$$
\max_{p_n^m} \sum_{m=1}^{M} \sum_{n=1}^{N} p_n^m \tag{4.12}
$$

s.t. \[ \frac{p_n^{\text{min}}}{p_n^m} \leq 1, \quad \forall m \in \mathcal{M}, n \in \mathcal{N} \] \tag{4.12a}

\[ \frac{p_n^m}{p_n^{\text{max}}} \leq 1, \quad \forall m \in \mathcal{M}, n \in \mathcal{N} \] \tag{4.12b}

\[ \sum_{m=1}^{M} p_n^m |h_{m,b}^n|^2 \leq I_{\text{th}}, \quad \forall n \in \mathcal{N} \] \tag{4.12c}

\[ \frac{p_n^m |h_{m,b}^n|^2}{p_n^u |h_{u,b}^n|^2 + \sum_{m' \neq m} p_n^{m'} |h_{m',b}^n|^2 + \sigma_2} \geq 2R_m^{\text{min}} - 1, \quad \forall m \in \mathcal{M}, n \in \mathcal{N}, \quad (4.12d) \]

which can be solved iteratively using the following power update function (See Appendix G for the proof)

$$
p_n^m(l + 1) = \max \left\{ p_n^{\text{min}}, \min \left[ p_n^{\text{max}}, \frac{2R_m^{\text{min}} - 1}{\gamma_m^n(l)} p_n^m(l) \right] \right\}. \tag{4.13}
$$
A solution for (4.12) is obtained using (4.13). Let $p^n_m(0)$ be an initial power allocation that satisfies (4.12a)-(4.12d). If the interference induced to the CUE exceeds the interference threshold $I_{th}$, the power of the MTCD is decreased until this interference is less than $I_{th}$. Then using $p^n_m(0)$, an updated solution to (4.12), $p^n_m(1)$, is obtained. This process is iterated until $|p^n_m(l+1) - p^n_m(l)| \leq \epsilon$ where $\epsilon$ is the desired accuracy, or the maximum number of iterations, $L_{\text{max}}$, is reached. The proposed iterative power allocation algorithm to solve (4.12) based on (4.13) is given in Algorithm 4.1.

### 4.4.2 Power Allocation for Energy Efficiency Maximization

Since data transmission consumes significant MTCD energy, energy-efficient design to minimize power consumption and prolong MTCD life is important. However, MTCD QoS requirements in terms of the achievable data rate should be guaranteed. Hence, EE must consider the tradeoff between performance and power consumption. The power allocation problem for MTCD EE maximization subject to MTCD power constraints, MTCD minimum data rate requirements, and CUE interference limits is then formulated as

$$\max_{p^n_m} \psi = \sum_{m=1}^M \sum_{n=1}^N \psi^n_m = \sum_{m=1}^M \sum_{n=1}^N \frac{R^n_m}{p^n_m}$$

s.t. $p^n_m \leq p^n_m \leq p^n_m \max$, $\forall m \in M, n \in N$ (4.14a)

$$\sum_{m=1}^M p^n_m |h^n_{m,b}|^2 \leq I_{th}, \quad \forall n \in N$$

$$R^n_m \geq R^n_{\min}, \quad \forall m \in M, n \in N.$$ (4.14c)

After some manipulation, (4.14c) can be expressed as

$$\frac{p^n_m H^n_{ul}}{p^n_m H^n_{ul} + \sum_{m' \neq m} p^n_{m'} H^n_{m'b}} + \sigma_2 \geq 2R^n_{\min} - 1,$$

(4.15)

where $H^n_{ul} = |h^n_{u,b}|^2 / |p^n_{m,b}|^2$, $H^n_{m'b} = |h^n_{m'b}|^2 / |p^n_{m,b}|^2$, and $\sigma_2 = \frac{\sigma^2}{|p^n_{m,b}|^2}$. The problem in (4.14) is a nonlinear fractional programming problem [115]. To obtain a subtractive form of the objective function, let

$$X^n_m = R^n_m - \delta^n_m P^n_m$$

(4.16)
Algorithm 4.1: Iterative Power Allocation for Power Consumption Minimization

1: Input: $N, L_{\text{max}}, \epsilon$

   $p_{m}^{\text{min}}, p_{m}^{\text{max}}, p_{m}^{n}(0), \forall m \in M$

2: If the interference induced to the CUE exceeds $I_{\text{th}}$, then the MTCD power is decreased until this interference is less than $I_{\text{th}}$

3: for $m = 1 : M$ do

4:     for $l = 0 : L_{\text{max}}$ do

5:         Each MTCD calculates its SINR over the $n$th RB using (4.3)

   \[
   \gamma_{n}^{m}(l) = \frac{p_{n}^{m}(l) |h_{n,m,b}^{m}|^{2}}{p_{n}^{m}(l) |h_{n,m,b}^{m}|^{2} + \sum_{m' \neq m} p_{n}^{m'}(l) |h_{n,m',b}^{m'}|^{2} + \sigma_{2}^{2}}
   \]

6:         Each MTCD updates its transmit power over the $n$th RB using (4.13)

   \[
   p_{m}^{n}(l + 1) = \max \left\{ p_{m}^{\text{min}}, \min \left[ p_{m}^{\text{max}}, \frac{2^{\delta_{m}^{n}} - 1}{\gamma_{m}^{n}(l)} p_{m}^{n}(l) \right] \right\}
   \]

7:         if $|p_{m}^{n}(l + 1) - p_{m}^{n}(l)| \leq \epsilon$ or $l \geq L_{\text{max}}$ then

8:             $p_{m}^{*n} = p_{m}^{n}(l + 1)$

9:         end if

10:    else

11:        $l = l + 1$, go to Step 5

12:    end if

13: end for

14: end for

where $\delta_{m}^{n} = \frac{R_{n,m}}{P_{n,m}}$ is an auxiliary variable. Since $R_{n,m} \geq 0$ and $P_{n,m} \geq 0$, maximizing

\[
\sum_{m=1}^{M} \sum_{n=1}^{N} \psi_{m}^{n} = \sum_{m=1}^{M} \sum_{n=1}^{N} \frac{R_{n,m}}{P_{n,m}}
\]
is equivalent to maximizing
\[ \sum_{m=1}^{M} \sum_{n=1}^{N} X^n_m. \]

Hence, the power allocation problem in (4.14) can be expressed as

\[ \max_{\mathbf{p}^n_m} \quad \sum_{m=1}^{M} \sum_{n=1}^{N} X^n_m = \sum_{m=1}^{M} \sum_{n=1}^{N} R^n_m - \delta^n_m P^n_m \]  
\[ \text{s.t. } p^{\min}_m \leq p^n_m \leq p^{\max}_m, \quad \forall m \in \mathcal{M}, n \in \mathcal{N} \]  
\[ \sum_{m=1}^{M} p^n_m \left| h^n_{m,b} \right|^2 \leq I_{\text{th}}, \quad \forall n \in \mathcal{N} \]  
\[ \frac{p^n_m}{p^n_u H^n_u + \sum_{m' \neq m} p^n_{m'} H^n_{m',b} + \sigma_2^2} \geq 2^{R^n_m} - 1, \quad \forall m \in \mathcal{M}, n \in \mathcal{N}. \]  

**Lemma:** If \( p^n_m^* \) is the optimal solution of (4.17) corresponding to \( \delta^n_m^* = \frac{R^n_m}{P^n_m} \), then \( p^n_m^* \) is the optimal solution of (4.14).

**Proof:** Let \( p^n_m^* \) maximize (4.17) so that
\[ X^n_m = R^n_m - \delta^n_m^* P^n_m \leq R^n_m - \delta^n_m P^n_m. \]  

From the definition of \( \delta^n_m \), we have
\[ R^n_m - \delta^n_m P^n_m = 0, \]
and hence \( R^n_m - \delta^n_m P^n_m \leq 0 \) or \( \frac{R^n_m}{P^n_m} \leq \delta^n_m \). This shows that \( \delta^n_m = \frac{R^n_m}{P^n_m} \) is the maximum of \( \frac{R^n_m}{P^n_m} \), so \( p^n_m^* \) is the optimal solution of (4.14).

The achievable data rate in (4.17)
\[ R^n_m = \log_2 \left( 1 + \frac{p^n_m}{p^n_u H^n_u + \sum_{m' \neq m} p^n_{m'} H^n_{m',b} + \sigma_2^2} \right) \]
is a logarithm of a fraction with respect to \( p^n_m \), which is difficult to solve, so a para-
metric transformation is used \[117\]. Let

\[ \theta^n_m = \frac{p^n_m}{p^n_u H^n_u + \sum_{m' \neq m} p^n_{m'} H^{n,b}_{m',b} + \bar{\sigma}_2}, \]

(4.20)

be an auxiliary variable. Then \( R^n_m \) can be expressed as

\[ R^n_m = \log_2 (1 + \theta^n_m) + Y(\theta^n_m) + Z(p^n_m), \]

(4.21)

where \( Y(\theta^n_m) \) and \( Z(p^n_m) \) are auxiliary functions. To determine \( Y(\theta^n_m) \) and \( Z(p^n_m) \), a differential method is used so that maximizing

\[ \log_2 \left(1 + \theta^n_m + \sum_{m' \neq m} p^n_{m'} H^{n,b}_{m',b} + \bar{\sigma}_2\right), \]

is equivalent to maximizing

\[ \log_2 \left(1 + \theta^n_m + Y(\theta^n_m) + Z(p^n_m)\right). \]

Taking the derivative of \( R^n_m \) in (4.21) with respect to \( \theta^n_m \) for fixed \( p^n_m \) yields

\[ \frac{\partial R^n_m}{\partial \theta^n_m} = \frac{1}{1 + \theta^n_m} + Y'(\theta^n_m), \]

(4.22)

and setting this to zero gives

\[ Y'(\theta^n_m) = - \frac{1}{1 + \theta^n_m}, \]

(4.23)

\[ Y'(\theta^n_m) = - \frac{p^n_u H^n_u + \sum_{m' \neq m} p^n_{m'} H^{n,b}_{m',b} + \bar{\sigma}_2}{p^n_m + p^n_u H^n_u + \sum_{m' \neq m} p^n_{m'} H^{n,b}_{m',b} + \bar{\sigma}_2}. \]

Hence, \( Y(\theta^n_m) \) is given by

\[ Y(\theta^n_m) = - \frac{p^n_u H^n_u + \sum_{m' \neq m} p^n_{m'} H^{n,b}_{m',b} + \bar{\sigma}_2}{p^n_m + p^n_u H^n_u + \sum_{m' \neq m} p^n_{m'} H^{n,b}_{m',b} + \bar{\sigma}_2} \theta^n_m \]

(4.24)

The auxiliary function \( Z(p^n_m) \) is obtained by setting \( Y(\theta^n_m) + Z(p^n_m) = 0 \) for fixed \( \theta^n_m \).
which gives

\[
Z(p^n_m) = \frac{p^n_m H^n_u + \sum_{m' \neq m} p^n_{m'} H_{m',b} + \bar{\sigma}_2}{p^n_m + p^n_u H^n_u + \sum_{m' \neq m} p^n_{m'} H_{m',b} + \bar{\sigma}_2} \theta^n_m
\]

\[
= \frac{p^n_m}{p^n_m + p^n_u H^n_u + \sum_{m' \neq m} p^n_{m'} H_{m',b} + \bar{\sigma}_2}. \tag{4.25}
\]

Hence, \(R^n_m\) in (4.21) can be expressed as

\[
R^n_m = \log_2 (1 + \theta^n_m) - \theta^n_m
\]

\[
+ \frac{p^n_m}{p^n_m + p^n_u H^n_u + \sum_{m' \neq m} p^n_{m'} H_{m',b} + \bar{\sigma}_2} (\theta^n_m + 1), \tag{4.26}
\]

and the power allocation problem in (4.17) becomes

\[
\max \sum_{n=1}^{N} \sum_{m=1}^{M} \left\{ \log_2 (1 + \theta^n_m) - \theta^n_m - \delta^n_m P^n_m \right. \\
+ \left. \frac{p^n_m}{p^n_m + p^n_u H^n_u + \sum_{m' \neq m} p^n_{m'} H_{m',b} + \bar{\sigma}_2} (\theta^n_m + 1) \right\} \tag{4.27}
\]

s.t. \(p^{\min}_m \leq p^n_m \leq p^{\max}_m, \quad \forall m \in M, n \in N \tag{4.27a}\)

\[
\sum_{m=1}^{M} p^n_m |h^n_{m,b}|^2 \leq I_{th}, \quad \forall n \in N \tag{4.27b}
\]

\[
\theta^n_m \geq 2^{R^n_m - 1}, \quad \forall m \in M, n \in N. \tag{4.27c}
\]

To obtain a subtractive form of the objective function in (4.27), let

\[
S^n_m = \frac{1}{2} \sqrt{\lambda^n_m} \left[ p^n_m (\theta^n_m + 1) \right]^2 \\
- \lambda^n_m \left[ p^n_m + p^n_u H^n_u + \sum_{m' \neq m} p^n_{m'} H_{m',b} + \bar{\sigma}_2 \right], \tag{4.28}
\]

where \(\lambda^n_m\) is an auxiliary variable. Taking the derivative of \(S^n_m\) with respect to \(\lambda^n_m\)
gives
\[
\frac{\partial S^n}{\partial \lambda^n_m} = \frac{1}{4\sqrt{\lambda^n_m}} [p^n_m (\theta^n_m + 1)]^2 
- \left[ p^n_m + p^n_u H^n_u + \sum_{m' \neq m} p^n_{m'} H_{m',b} + \bar{\sigma}_2 \right],
\]
and setting this to zero results in
\[
\lambda^n_m = \left\{ \frac{[p^n_m (\theta^n_m + 1)]^2}{4\left[ p^n_m + p^n_u H^n_u + \sum_{m' \neq m} p^n_{m'} H_{m',b} + \bar{\sigma}_2 \right]} \right\}^2,
\]
Then substituting (4.30) in (4.28) gives
\[
S^n_m = \frac{[p^n_m (\theta^n_m + 1)]^4}{16 \left[ p^n_m + p^n_u H^n_u + \sum_{m' \neq m} p^n_{m'} H_{m',b} + \bar{\sigma}_2 \right]}.
\]
Since both the numerator and denominator in (4.31) are greater than zero, maximizing $S^n_m$ is equivalent to maximizing
\[
\left[ \frac{p^n_m}{p^n_m + p^n_u H^n_u + \sum_{m' \neq m} p^n_{m'} H_{m',b} + \bar{\sigma}_2} \right] (\theta^n_m + 1) \right].
\]
Using (4.6) and (4.28), the power allocation problem (4.27) can be expressed as
\[
\max_{p^n_m} \sum_{m=1}^M \sum_{n=1}^N \left\{ \log_2 (1 + \theta^n_m) - \theta^n_m + \frac{1}{2} \sqrt{\lambda^n_m [p^n_m (\theta^n_m + 1)]^2} \right. 
- \lambda^n_m \left[ p^n_m + p^n_u H^n_u + \sum_{m' \neq m} p^n_{m'} H_{m',b} + \bar{\sigma}_2 \right] - \delta^n_m \left( \frac{1}{\zeta} p^n_m + p_{\text{cir}} \right) \} \right\}
\]
s.t. $p^n_m \leq p^n_m \leq p^{\text{max}}_m$, $\forall m \in \mathcal{M}, n \in \mathcal{N}$
\[
\sum_{m=1}^M p^n_m |h^n_{m,b}|^2 \leq I_{\text{th}}, \quad \forall n \in \mathcal{N}
\]
\[
\theta^n_m \geq 2R^n_{\text{min}} - 1, \quad \forall m \in \mathcal{M}, n \in \mathcal{N}.
\]
Taking the derivative of the objective function in (4.32) with respect to $p^n_m$ and
setting it to zero gives

\[ p^n_m = \frac{\lambda^n_m \left( \sum_{m' \neq m} \sum_{b} H_{m',b} + 1 \right) + \delta^n_m}{\sqrt{\lambda^n_m \left( \sum_{b} \sum_{b'} \theta^b_{m} + 1 \right)^2}}. \]  

(4.33)

The proposed power allocation algorithm to solve (4.32) based on (4.33) is given in Algorithm 4.2. Starting with an initial power allocation \( p^n_m(0) \) that satisfies (4.32a)-(4.32c), an updated solution to (4.32), \( p^n_m(1) \), is obtained using (4.33). This process is iterated until \( |p^n_m(l + 1) - p^n_m(l)| \leq \epsilon \) where \( \epsilon \) is the desired accuracy, or the maximum number of iterations, \( L_{\text{max}} \), is reached. Since (4.32) is a maximization problem, \( \theta^n_m \), \( \lambda^n_m \), and \( \delta^n_m \) increase or at least do not decrease in each iteration [117]. Hence, Algorithm 4.2 will converge by alternately updating \( \theta^n_m \), \( \lambda^n_m \), and \( \delta^n_m \) and then solving for \( p^n_m \) in (4.33). Note that the power allocation problem (4.14) is a nonconvex fractional programming maximization problem. However, it is transformed to the equivalent convex maximization problem in (4.32) which optimizes \( p^n_m \) in (4.33) for fixed \( \theta^n_m \), \( \lambda^n_m \), and \( \delta^n_m \). Therefore, Algorithm 4.2 will converge to the globally optimal solution of (4.33).

### 4.4.3 Complexity Analysis

The time complexity of the proposed iterative power allocation algorithms is now examined. The complexity of Algorithm 4.1 is \( O(ML_{\text{max}}) \) where \( M \) is the number of MTCDs and \( L_{\text{max}} \) is the maximum number of iterations. As will be discussed in Section V, Algorithm 4.1 converges after about 8 iterations. Hence, it efficiently performs power allocation to achieve minimum MTCD power consumption. Algorithm 4.2 has complexity \( O(ML_{\text{max}}) \) and converges after about 10 iterations providing an efficient power allocation for MTCD EE maximization.

### 4.5 Performance Evaluation

In this section, the performance of the proposed power allocation algorithms for MTCD power consumption minimization and EE maximization is evaluated. The performance of these algorithms is compared with that of the Equal Power Allocation (EPA) scheme [118], [119]. With EPA, the transmit power is allocated equally among all MTCDs. A single cell with radius 500 m in an LTE-A system is considered. The BS is located at the centre and the CUE and MTCDs are uniformly distributed.
**Algorithm 4.2**: Iterative Power Allocation for Energy Efficiency Maximization

1: **Input**: $N, L_{\text{max}}, \epsilon, R_{\text{min}}^n, p^m_n(0), \forall m \in \mathcal{M}$

2: for $m = 1 : M$ do

3: for $l = 0 : L_{\text{max}}$ do

4: Each MTCD calculates $\theta^m_n(l)$ using (4.20)

$$\theta^m_n(l) = \frac{p^m_n(l)}{p^m_n(l) + \sum_{m' \neq m} p^m_{n'}(l)H_{m',b} + \sigma^2}$$

5: Each MTCD calculates $\lambda^m_n(l)$ using (4.30)

$$\lambda^m_n(l) = \left\{ \frac{[p^m_n(l)(\theta^m_n(l)+1)]^2}{4[p^m_n(l) + p^m_nH^2_{n} + \sum_{m' \neq m} p^m_{n'}(l)H_{m',b} + \sigma^2]} \right\}^2$$

6: Each MTCD calculates $\delta^m_n(l)$ using

$$\delta^m_n(l) = \frac{R^m_n(l)}{P^m_n(l)}$$

7: Each MTCD updates its transmit power using (4.33)

$$p^m_n(l + 1) = \frac{\lambda^m_n(l)(\sum_{m' \neq m} H_{m',b} + 1) + \delta^m_n(l)}{\sqrt{\lambda^m_n(l)(\theta^m_n(l)+1)^2}}$$

8: if $|p^m_n(l + 1) - p^m_n(l)| \leq \epsilon$ or $l \geq L_{\text{max}}$ then

9: $p^*_m = p^m_n(l + 1)$

$\delta^*_m = \frac{R^*_m}{P^*_m}$

10: break

11: else

12: $l = l + 1$, go to **Step 4**

13: end if

14: end for

15: end for

in the geographic area of the cell. The number of CUE is set to 5 and the number of underlaying MTCDs is varied between 2 and 20. The path loss exponent is $\alpha = 3$ and the path loss constant is $G = 10^{-2}$. The small scale Rayleigh fading follows an exponential distribution with unit mean, and the large scale shadowing follows
a log-normal distribution with zero mean and standard deviation $\sigma_s = 8$ dB [120]. The Additive White Gaussian Noise (AWGN) power is $\sigma_o^2 = -100$ dBm [59]. The circuit power consumption is $p_{cir} = 5$ dBm and the power amplifier efficiency $\zeta$ is 30%. The QoS requirements of the MTCDs are expressed in terms of the minimum data rate threshold $R_m^{\text{min}}$ which is set to a percentage of the MTCD achievable data rate without any interference from the CUE or other MTCDs, $R_o$.

### 4.5.1 Power Consumption Minimization Performance Evaluation

The performance of Algorithm 4.1 that allocates power for MTCD power consumption minimization is presented in Figures 4.1 to 4.4. MTCD total power consumption for different MTCD maximum power limits $p_m^{\text{max}}$ is given in Figure 4.1 for $R_m^{\text{min}} = 75\% R_o$, and $I_{th} = 1$ mW. These results show that the MTCD total power consumption increases as $p_m^{\text{max}}$ increases from 10 dBm to 20 dBm. This is because higher values of $p_m^{\text{max}}$ allow more power to be allocated to the MTCDs. Moreover, Algorithm 4.1 converges after 8 iterations in all cases with an average computation time of 0.053 s. Figure 4.2 gives the MTCD total power consumption for different minimum data rate thresholds $R_m^{\text{min}}$ for $p_m^{\text{max}} = 15$ dBm and $I_{th} = 1$ mW. As $R_m^{\text{min}}$ increases from $50\% R_o$ to $100\% R_o$, the total power consumption increases. The reason is that a higher minimum data rate threshold requires more power to be allocated to the MTCDs to achieve the desired data rate.

The effect of the CUE interference threshold $I_{th}$ on the total power consumption of the underlaying MTCDs is presented in Figure 4.3 where the total power consumption is given for different interference thresholds, $p_m^{\text{max}} = 15$ dBm, and $R_m^{\text{min}} = 75\% R_o$. This shows that higher interference thresholds result in higher total power consumption. This is because Algorithm 4.1 allocates power to the MTCDs considering the CUE interference threshold, hence a higher interference threshold allows more power to be allocated to the MTCDs. Figure 4.4 presents the interference introduced to the CUE versus the MTCD maximum power limit $p_m^{\text{max}}$ for Algorithm 4.1 and the EPA scheme. This shows that Algorithm 4.1 results in lower interference levels. This is because Algorithm 4.1 ensures that the interference introduced to the CUE does not exceed the interference threshold when allocating power to the underlaying MTCDs. However, the EPA scheme allocates power to the MTCDs based on the maximum power limit regardless of the resulting interference.
Figure 4.1: MTCD total power consumption versus the number of iterations for different MTCD maximum power limits, $p_{m}^{\text{max}}$, with Algorithm 4.1.
Figure 4.2: MTCD total power consumption versus the number of iterations for different MTCD minimum data rate thresholds, $R_m^\text{min}$, with Algorithm 4.1.
<table>
<thead>
<tr>
<th>No. of iterations</th>
<th>MTCD total power consumption (mW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>14.7</td>
<td>$I_{th} = 1.6$ mW</td>
</tr>
<tr>
<td>14.8</td>
<td>$I_{th} = 1.3$ mW</td>
</tr>
<tr>
<td>14.9</td>
<td>$I_{th} = 1$ mW</td>
</tr>
<tr>
<td>15</td>
<td></td>
</tr>
<tr>
<td>15.1</td>
<td></td>
</tr>
<tr>
<td>15.2</td>
<td></td>
</tr>
<tr>
<td>15.3</td>
<td></td>
</tr>
<tr>
<td>15.4</td>
<td></td>
</tr>
<tr>
<td>15.5</td>
<td></td>
</tr>
<tr>
<td>15.6</td>
<td></td>
</tr>
</tbody>
</table>

Figure 4.3: MTCD total power consumption versus the number of iterations for different CUE interference thresholds, $I_{\text{max}}$, with Algorithm 4.1.
Figure 4.4: Interference introduced to the CUE versus the MTCD maximum power limit, $p_m^{\text{max}}$, with Algorithm 4.1 and the EPA scheme.
4.5.2 Energy Efficiency Maximization Performance Evaluation

The performance of Algorithm 4.2 that allocates power for MTCD EE maximization is presented in Figures 4.5 to 4.10. The EE of the underlying MTCDs versus the number of iterations for $M = 10$ with Algorithm 4.2 is given in Figure 4.5. This shows that Algorithm 4.2 converges for all MTCDs after about 10 iterations with an average computation time of 0.106 s. Figure 4.6 presents the EE of the MTCDs versus the number of MTCDs for Algorithm 4.2 and the EPA scheme with $p_m^{\text{max}} = 15$ dBm, $I_{\text{th}} = 1$ mW, and $R_m^{\text{min}} = 75\% R_o$. This shows that as the number of MTCDs grows from 2 to 20, the EE decreases because more MTCDs are sharing the same amount of resources. Hence, more power is allocated to overcome the interference from other MTCDs and achieve the QoS requirements. Moreover, as the number of MTCDs increases the gap between Algorithm 4.2 and the EPA scheme increases as Algorithm 4.2 provides a higher EE because it ensures that the MTCDs meet their minimum data rate thresholds.

The EE of the MTCDs versus the number of MTCDs for different minimum data rate thresholds, $R_m^{\text{min}}$ with Algorithm 4.2 is given in Figure 4.7 for $p_m^{\text{max}} = 15$ dBm and $I_{\text{th}} = 1$ mW. This shows that the EE decreases with the number of MTCDs. Moreover, as the minimum data rate threshold increases, the EE of the MTCDs decreases. This is because a higher minimum data rate threshold requires more power to be allocated to the MTCDs. The effect of the CUE transmit power on the EE of the underlaying MTCDs is shown in Figures 4.8 and 4.9. The EE of the MTCDs versus CUE transmit power with Algorithm 4.2 and the EPA scheme is given in Figure 4.8 for $p_m^{\text{max}} = 15$ dBm, $I_{\text{th}} = 1$ mW, and $R_m^{\text{min}} = 75\% R_o$. These results show that the EE decreases as the CUE transmit power increases because more interference is introduced to the underlaying MTCDs. Consequently, more power is allocated to the MTCDs to overcome the interference. Further, as the CUE transmit power increases, the gap between Algorithm 4.2 and the EPA scheme increases as Algorithm 4.2 provides a higher EE because it ensures that the MTCD minimum data rate requirements are satisfied. Figure 4.9 presents the EE of the MTCDs versus CUE transmit power for different minimum data rate thresholds, $R_m^{\text{min}}$, with Algorithm 4.2. This shows that a higher MTCD minimum data rate threshold results in a lower EE since more power is allocated to achieve the required data rate.

Figure 4.10 presents the interference introduced to the CUE versus the MTCD
Figure 4.5: MTCD EE versus the number of iterations with Algorithm 4.2.
Figure 4.6: MTCD EE versus the number of MTCDs with Algorithm 4.2 and the EPA scheme.
Figure 4.7: MTCD EE versus the number of MTCDs for different minimum data rate thresholds, $R_m^{\text{min}}$, with Algorithm 4.2.
Figure 4.8: MTCD EE versus CUE transmit power with Algorithm 4.2 and the EPA scheme.
Figure 4.9: MTCD EE versus CUE transmit power for different minimum data rate thresholds, $R_m^{\text{min}}$, with Algorithm 4.2.
Figure 4.10: Interference introduced to the CUE versus the MTCD maximum power limit, $p_m^{\text{max}}$, with Algorithm 4.2 and the EPA scheme.
maximum power limit $p_m^{\text{max}}$ for Algorithm 4.2 and the EPA scheme. This shows that Algorithm 4.2 results in lower interference levels. This is because Algorithm 4.2 ensures that the interference introduced to the CUE does not exceed the interference threshold when allocating power to the underlaying MTCDs, whereas the EPA scheme allocates power to the MTCDs based on the maximum power limit regardless of the resulting interference.

4.6 Conclusion

In this chapter, energy-efficient CM2M communications underlaying cellular networks was considered. In this system, underlay CR is employed to manage the coexistence of MTCDs and CUE and exploit spatial spectrum opportunities to improve spectrum utilization. Two power allocation problems were proposed considering MTCD transmit power constraints, MTCD minimum data rate requirements, and CUE interference limits. The first problem targets MTCD power consumption minimization while the second addresses MTCD EE maximization. The proposed power consumption minimization problem was transformed into a Geometric Programming (GP) problem and solved iteratively. The proposed EE maximization problem is a non-convex fractional programming problem. Hence, a parametric transformation was used to convert it into an equivalent convex form and this was solved using an iterative approach. Simulation results were presented which indicate that the proposed power allocation algorithms are effective as they provide lower power consumption and higher EE compared with the EPA scheme while satisfying the constraints.
Chapter 5

Conclusion and Future Work

M2M communications is an emerging communication paradigm that provides ubiquitous connectivity between intelligent devices and the ability to communicate autonomously without direct human intervention. M2M communications acts as an enabling technology for the practical realization of the IoT. However, M2M communications differs from conventional H2H communications due to characteristics such as massive numbers of connected devices, small data transmissions, delay limits, and high energy efficiency requirements. These features create challenges for existing cellular networks which are primarily designed for H2H communications. These challenges include interference, congestion, spectrum scarcity and energy efficiency. This makes the process of radio resource allocation complex. Hence, efficient algorithms are required to implement M2M communications and meet their key QoS requirements.

In Chapter 2, a two-phase resource allocation algorithm for H2H/M2M coexistence in cellular networks was proposed. The goal is to meet the QoS requirements of H2H traffic and delay-sensitive M2M traffic while ensuring fairness for the delay-tolerant M2M traffic. Joint power-resource allocation was performed in the first phase in order to satisfy the QoS requirements of H2H traffic while considering the delay constraints of delay-sensitive M2M traffic. Then, the second phase focused on meeting the QoS requirements of both the delay-sensitive and delay-tolerant M2M traffic. Simulation results were presented which demonstrate that the proposed algorithm can balance the demands of M2M and H2H traffic, meet their diverse QoS requirements, and guarantee fairness for delay-tolerant M2M traffic.

Clustered Cognitive M2M (CM2M) communications underlaying cellular networks were considered in Chapter 3. Underlay CR was utilized to manage spectrum sharing between the clustered MTCDS and CUE while limiting the interference induced by the
MTCDs below an interference threshold. The goal is to maximize the uplink sum-rate of the neighbouring CUE and clustered MTCDs while satisfying interference, power, and minimum data rate constraints. A joint resource-power allocation problem was formulated and solved using a two-phase resource and power allocation scheme. In the first phase, Adaptive Resource Block Allocation (ARBA) was employed to allocate the available RBs to clustered MTCDs considering these constraints. In the second phase, an Iterative Power Allocation (IPA) algorithm was proposed to allocate the MTCD transmit power over the RBs allocated in the first phase. Simulation results were presented which show that the proposed scheme significantly improves the sum-rate of the network compared to other schemes while satisfying the constraints.

Energy-efficient CM2M communications underlaying cellular networks was considered in Chapter 4. In this system, underlay CR was employed to manage the coexistence of MTCDs and CUE and exploit spatial spectrum opportunities to improve spectrum utilization. Two power allocation problems were proposed considering MTCD transmit power constraints, MTCD minimum data rate requirements, and CUE interference limits. The first problem targets MTCD power consumption minimization while the second addresses MTCD EE maximization. Performance results were presented which indicate that the proposed power allocation algorithms are effective as they provide lower power consumption and higher EE compared to the Equal Power Allocation (EPA) scheme while satisfying the constraints.

This dissertation considered some of the key challenges for M2M communications in cellular networks and algorithms were developed to enable M2M communications. The primary focus was on the problem of resource allocation in order to accommodate the growing number of MTCDs and meet the diverse QoS requirements of coexisting M2M and H2H communications. A number of challenges remain that need to be addressed. The following section highlights some future research directions.

5.1 Future Work

5.1.1 Device-to-Device (D2D) Assisted M2M Communications

M2M communications in cellular networks can be realized in three scenarios [65] as shown in Figure 5.1. The first scenario is direct communications between MTCDs and the BS, similar to H2H UE communicating with the BS. In the second scenario,
MTCDs form a capillary network where communications with the BS is performed via an MTCG. The third scenario is peer-to-peer (P2P) communications between neighbouring MTCDs where MTCDs communicate directly with each other without using the BS to coordinate end-to-end communications between MTCDs. This type of communications is similar to D2D communications between cellular users.

The Third Generation Partnership Project (3GPP) introduced D2D communications to enable direct communications between cellular users in proximity [66]. D2D communications in cellular networks have several advantages such as offloading traffic, reducing communication delay, and increasing spectral efficiency [67]. Moreover, D2D communications is a suitable technology to support M2M communications due to the reduced power consumption. However, D2D communications impose new challenges in terms of resource allocation and interference management.

Resource allocation for D2D communications coexisting with H2H communications should be performed without degrading the performance of H2H UE. The majority of existing studies investigate D2D for H2H communications [69, 70, 71, 72, 110]. Therefore, it would be interesting to explore the potential of D2D communications for P2P communication between MTCDs. Towards this end, D2D communications can be implemented to increase the energy and spectral efficiency of MTCDs operating in P2P mode. To achieve this, resource allocation for H2H/M2M coexistence in cellular networks can be designed to manage resource sharing between H2H UE and the underlaying MTCDs communicating in P2P mode such that the QoS requirements of both H2H UE and MTCDs are satisfied.

### 5.1.2 Cooperative CM2M Communications

Cooperative communications is a promising technology in which users cooperate with each other for data delivery to combat issues such as signal fading due to multipath propagation in wireless channels [42]. The idea of cooperative communications comes from the relay model that consists of three terminals: a transmitter (Tx), a relay (R), and a receiver (Rx) where the relay forwards the signal received from the transmitter to the receiver. This allows users to relay signals to each other to mitigate the impact of multipath fading [73].

In cognitive networks, cooperative communications can be utilized by allowing SUs and/or PUs to use relaying. This can be realized in two paradigms: SU-SU cooperation and PU-SU cooperation, as shown in Figure 5.2. In SU-SU cooperation,
SUs use cooperative communication to benefit from the channel gain obtained due to relaying [74]. Cooperation diversity in terms of spatial and time diversity can improve communication efficiency and combat the effect of fading. Moreover, relaying can reduce the power consumption of SUs as the transmit power of the source and relay can be less than that with no relaying. On the other hand, in PU-SU cooperation, PUs with weak transmission links can cooperate with SUs through relaying [75]. The PUs can reward these SUs with time or frequency resources.

Cooperative communications is also a promising technique for CM2M communications as then users can cooperate in data transmission [42] to improve network performance. It would be interesting to investigate cooperative communications for CM2M communications where the CUE are considered to be PUs and the MTCDs are SUs. MTCDs can utilize SU-SU cooperation through relaying to overcome interference from CUE, and meet their QoS requirements. Another possible direction is to implement PU-SU cooperation by allowing CUE to relay data through the MTCDs to improve the CUE performance. The spectrum efficiency will also be improved as cooperation with CUE can lead to more transmission opportunities for MTCDs [75].
5.1.3 Energy Harvesting for CM2M Communications

Energy Harvesting (EH) has emerged as an attractive technique to achieve energy efficiency and prolong the lifetime of battery-operated devices. Integrating EH with CM2M communications can improve both spectral and energy efficiencies in what is known as energy harvesting-based cognitive M2M (EH-CM2M) communications [110]. In EH-CM2M communications, MTCDs can harvest energy from the ambient environment. In particular, they can harvest energy from external energy sources, such as the sun, wind, and/or vibrations. Moreover, MTCDs can harvest energy from CUE Radio Frequency (RF) transmissions.

Since MTCDs in EH-CM2M communications are allowed to use the spectrum resources of CUE in an opportunistic manner and harvest energy from interference induced by CUE transmission, EH-CM2M communications can play a key role in achieving spectral and energy-efficient communications. However, resource allocation in EH-CM2M communications is crucial to achieving MTCD energy efficiency while fulfilling the QoS requirements of both CUE and MTCDs. Towards this end, the CM2M communications model proposed in Chapter 3 can be integrated with EH where MTCDs within each cluster harvest energy from the RF transmissions of neighbouring CUE. This model can be investigated from an energy efficiency per-
spective where resource allocation is performed with the objective of maximizing the total energy harvested by the MTCDs while considering the QoS requirements of the CUE and underlaying clustered MTCDs. Another possible direction is to design a joint resource-power allocation framework such that the sum-rate of the CUE and underlaying MTCDs is maximized considering the minimum data rate requirements of CUE and minimum energy harvesting threshold of MTCDs.
Appendix A

Geometric Programming
Formulation of (2.19)

A standard form Geometric Programming (GP) problem can be expressed as the following optimization problem [34]

$$\begin{align*}
\min_y & \quad f_0(y) \\
\text{s.t.} & \quad f_i(y) \leq 1, \ i = 1, \cdots, m \quad (1.A) \\
& \quad g_i(y) = 1, \ i = 1, \cdots, p, \quad (1.Ab)
\end{align*}$$

where $f_0$ is the objective function to be minimized which is a posynomial function with $y$ as the optimization variable. The inequality constraint functions $f_i$ are also posynomials, and the equality constraints functions $g_i$ are monomials. A monomial is a function of the form

$$g(y) = cy_1^{\alpha_1}y_2^{\alpha_2}\cdots y_n^{\alpha_n}, \quad (2.A)$$

where the coefficient $c > 0$ and exponents $\alpha_1, \cdots, \alpha_n \in \mathbb{R}$. A posynomial function is a sum of monomials and is given by

$$f(y) = \sum_{k=1}^{K} g_k(y) = \sum_{k=1}^{K} c_k y_1^{\alpha_{1k}}y_2^{\alpha_{2k}}\cdots y_n^{\alpha_{nk}}. \quad (3.A)$$

Note that the reciprocal of a monomial is a monomial and any monomial is also a posynomial. The objective function in (2.19) is a monomial of the variable $\gamma_{i,n}$ with coefficient $c = 1$ and exponents $-x_{i,n}$. Hence, it is also a posynomial. This also holds
for constraints (2.19a) and (2.19b) which are monomials of $\gamma_{i,n}$ with coefficients $1/a_i$ and $1/b_i$, respectively, and exponents $-x_{i,n}$. Therefore, they are both posynomials and (2.19) is a standard form GP problem.
Appendix B

Derivation of Constraint (3.9e)

The arrival process of event-triggered M2M communications is modeled as a Poisson process. Hence, each MTCD can be modeled as an M/D/1 queue with arrival rate $\lambda_{mc}$ and service rate $R_{mc}$. These queues are considered simultaneously during the resource allocation process [59]. With an M/D/1 queue, the wait time of MTCD $m_c$ is given by

$$\Pr(W_{mc} \leq t_{mc}) = (1 - \lambda_{mc} \tau_{mc}) \sum_{v=0}^{z} \left[ -\lambda_{mc}(t_{mc} - v\tau_{mc}) \right]^v v! e^{-\lambda_{mc}(t_{mc} - v\tau_{mc})},$$  \hspace{1cm} (1.B)

where $z$ is an integer satisfying $z\tau_{mc} \leq t_{mc} \leq (z+1)\tau_{mc}$ and $\tau_{mc} = 1/R_{mc}$ is the deterministic service time. The total delay of MTCD $m_c$ can be expressed as

$$d_{mc} = W_{mc} + \tau_{mc},$$  \hspace{1cm} (2.B)

Replacing $t_{mc}$ by $(d_{mc}^{\max} - \tau_{mc})$ in (1.B), the Probability of Delay-Bound Violation (PDBV) of MTCD $m_c$ can be expressed as

$$\Pr(d_{mc} > d_{mc}^{\max}) = 1 - (1 - \lambda_{mc} \tau_{mc}) \sum_{v=0}^{z} \left[ -\lambda_{mc}(d_{mc}^{\max} - \tau_{mc} - v\tau_{mc}) \right]^v v! e^{-\lambda_{mc}(d_{mc}^{\max} - \tau_{mc} - v\tau_{mc})},$$  \hspace{1cm} (3.B)

Let $\varepsilon_{mc}^{\max}$ be the maximum delay-violation threshold of MTCD $m_c$ and $R_{mc}^{\min}(d_{mc}^{\max}; \varepsilon_{mc}^{\max})$ the minimum data rate of MTCD $m_c$ that achieves a PDBV equal to $\varepsilon_{mc}^{\max}$ when the delay-bound is $d_{mc}^{\max}$. 
A guarantee of an acceptable Quality-of-Service (QoS) of MTCD $m_c$ requires that

$$\Pr(d_{mc} > d_{mc}^{\max}) \leq \varepsilon_{mc}^{\max}. \quad (4.B)$$

This implies that

$$R_{mc} \geq R_{mc}^{\min}(d_{mc}^{\max}, \varepsilon_{mc}^{\max}), \quad (5.B)$$

which is equivalent to constraint (3.9e).
Appendix C

Derivation of Constraint (3.19d)

From Chapter 3, recall constraint (3.9e) where

\[ \sum_{n=1}^{N} x_{m_{c}}^{n} R_{m_{c}}^{n} \geq R_{m_{c}}^{\min}(d_{m_{c}}^{\max}, \varepsilon_{m_{c}}^{\max}), \quad \forall m_{c} \in \mathcal{M}_{c}. \]  \tag{1.C}

After the resource allocation is completed, the RB allocation indicator \( x_{m_{c}}^{n} = 1 \), \( \forall m_{c} \in \mathcal{M}_{c}, n \in \mathcal{N}_{m_{c}} \). Hence, (1.C) can be expressed as

\[ \sum_{n=1}^{N_{m_{c}}} R_{m_{c}}^{n} = R_{m_{c}} \geq R_{m_{c}}^{\min}(d_{m_{c}}^{\max}, \varepsilon_{m_{c}}^{\max}), \quad \forall m_{c} \in \mathcal{M}_{c}, \]  \tag{2.C}

where

\[ R_{m_{c}} = \log_{2}(1 + \gamma_{m_{c}}), \quad \forall m_{c} \in \mathcal{M}_{c}. \]  \tag{3.C}

This is equivalent to

\[ \gamma_{m_{c}} \geq \left(2^{R_{m_{c}}^{\min}(d_{m_{c}}^{\max}, \varepsilon_{m_{c}}^{\max})} - 1\right), \quad \forall m_{c} \in \mathcal{M}_{c}. \]  \tag{4.C}

According to [60], SC-FDMA transmission spreads each data symbol over the entire bandwidth, so the SINR per subcarrier is not directly related to the data symbol. Hence, the SINR with SC-FDMA cannot be approximated using the models for Orthogonal Frequency-Division Multiple Access (OFDMA) such as Exponential Effective SNR Mapping (EESM) or Mutual Information Effective SINR Mapping (MIESM) [61]. Therefore, even though the channel gain experienced by each subcarrier is different, the channel gain differences averaged out over a sufficiently large bandwidth. Hence, the SINR of MTCD \( m_{c} \) can be computed as the average SINR over a set of
allocated RBs $N_{mc}$ and is given by

$$
\gamma_{mc} = \frac{1}{N_{mc}} \sum_{n=1}^{N_{mc}} \gamma_{mc.gc}^n, \quad \forall \ m_c \in M_c.
$$

(5.C)

Hence, (4.C) can be expressed as

$$
\sum_{n=1}^{N_{mc}} \gamma_{mc.gc}^n = \sum_{n=1}^{N_{mc}} p_{mc}^n \Gamma_{mc.gc}^n \geq N_{mc} \left( 2^{R_{\min}(d_{mc} \cdot \varepsilon_{mc})} - 1 \right),
$$

(6.C)

which gives constraint (3.19d).
Appendix D

Proof of Proposition 3.1

Since $G^n(p_{mc}^n)$ is concave, based on the first-order condition for a concave function, we have

\[ G^n(p_{mc}^n) \leq G^n(p_{mc}^n) - \langle \nabla G^n(p_{mc}^n), p_{mc}^n - \hat{p}_{mc}^n \rangle. \]  (1.D)

Hence

\[ R^n(p_{mc}^n) \geq R^n(p_{mc}^n, \hat{p}_{mc}^n). \]  (2.D)

Moreover, when $\hat{p}_{mc}^n = p_{mc}^n$

\[ R^n(p_{mc}^n) = R^n(p_{mc}^n, p_{mc}^n), \]  (3.D)

which implies that $R^n(p_{mc}^n, \hat{p}_{mc}^n)$ in (3.22) is a tight lower bound on $R^n(p_{mc}^n)$ in (3.19).
Appendix E

Proof of Proposition 3.2

Based on Proposition 3.1, we have

\[ \sum_{n=1}^{N} R^n(p_{mc}^*) \geq \sum_{n=1}^{N} R^n(p_{mc}^*, \hat{p}_{mc}^n) \geq \sum_{n=1}^{N} R^n(\hat{p}_{mc}^n, \hat{p}_{mc}^n) = \sum_{n=1}^{N} R^n(\hat{p}_{mc}^n), \]  

where (a) follows from the fact that $R^n(p_{mc}^*, \hat{p}_{mc}^n)$ is a lower bound for $R^n(p_{mc}^n)$, (b) follows from the fact that $p_{mc}^*$ is the optimal solution to (3.22), and (c) follows from (3.D).
Appendix F

Proof of Proposition 3.3

Since $G^n(p^l_m)$ is concave, its gradient $\nabla G^n(p^l_m)$ is also its supergradient [62]. At a given iteration $l$

$$G^n(p^{n(l)}_m) \leq G^n(p^{n(l-1)}_m) - \langle \nabla G^n(p^{n(l-1)}_m), p^{n(l)}_m - p^{n(l-1)}_m \rangle.$$

(1.F)

Moreover, we have

$$R^n(p^{n(l)}_m) = F^n(p^{n(l)}_m) - G^n(p^{n(l)}_m)$$

$$\geq F^n(p^{n(l)}_m) - G^n(p^{n(l-1)}_m) - \langle \nabla G^n(p^{n(l-1)}_m), p^{n(l)}_m - p^{n(l-1)}_m \rangle$$

(2.F)

where $(a)$ follows from (2.D), and $(b)$ and $(c)$ follow from (1.E). Hence, the next solution $p^{n(l)}_m$ is never worse than the previous solution $p^{n(l-1)}_m$, so the objective function in (3.19) will improve. Moreover, since the constraint set is compact, the IPA algorithm will converge to a local optimal solution $p^*_m$ of (3.19).
Appendix G

Proof of (4.13)

The solution to (4.12) must satisfy constraint (4.12d) with equality, that is
\[
\log_2 \left( 1 + \frac{p_n^m |h_{m,b}^n|^2}{p_u |h_{u,b}^n|^2 + \sum_{m' \neq m} p_{m'}^n |h_{m',b}^n|^2 + \sigma_2} \right) = R_{m}^{\min}.
\] (1.G)

Therefore, the power of the \( m \)th MTCD over the \( n \)th RB can be expressed as
\[
p_n^m = \frac{p_u^n |h_{u,b}^n|^2 + \sum_{m' \neq m} p_{m'}^n |h_{m',b}^n|^2 + \sigma_2}{|h_{m,b}^n|^2} \left( 2R_{m}^{\min} - 1 \right).
\] (2.G)

Moreover, the power of the \( m \)th MTCD over the \( n \)th RB must satisfy the minimum and maximum power constraints, that is
\[
p_{m}^{\min} \leq p_n^m \leq p_{m}^{\max}.
\] (3.G)

Define
\[
P_m^{\max} \triangleq \min \left\{ p_m^{\max}, \frac{p_u^n |h_{u,b}^n|^2 + \sum_{m' \neq m} p_{m'}^n |h_{m',b}^n|^2 + \sigma_2}{|h_{m,b}^n|^2} \left( 2R_{m}^{\min} - 1 \right) \right\}.
\] (4.G)

From (3.G) and (4.G), we have
\[
p_m^{\min} \leq p_n^m \leq P_{m}^{\max}.
\] (5.G)
Now, using (5.G) and [116], we have

\[
p^n_m(l + 1) = \max \left\{ p^n_m, \min \left[ p^n_m, \frac{2p^{m_{\text{min}}}_m}{\gamma^n_m(l)} - 1 \right] p^n_m(l) \right\}, \tag{6.G}
\]
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