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ABSTRACT

Video compression technology aims at compressing large amount of video data for efficient transmission and storage without significant loss of quality. Most video compression techniques rely on removing temporal data redundancy between frames using motion estimation and motion compensation techniques which are generally very computationally expensive.

The objective of the research done in this thesis is to develop new efficient motion estimation techniques that reduce the computational complexity of motion estimation.

The thesis presents a new prediction technique referred to as weighted sum block matching (WSBM) which dynamically reduces the computational complexity by limiting the search to a small subset of the search area. Simulation results have shown that adding WSBM to some well-known search algorithms reduces their computational complexity by 6-15% without affecting the visual quality of the reconstructed video frames.

The thesis also presents two new algorithms based on the simplex optimization method, the simplex based block matching algorithm (SMPLX) and the flexible triangle search (FTS). Both techniques use a triangle that moves inside the search area and checks only positions that lie at its vertices. As a result the computational complexity of the search is reduced since it depends directly on the number of positions checked. The techniques
can change the size and orientation of the search triangle during the search. The changes make the search highly flexible and efficient and reduce the number of search positions to be checked compared to those in other search algorithms.

The SMPLX uses equations based on the simplex optimization method to compute the new triangle size and orientation. The FTS, on the other hand, was implemented to be more suitable for a digital search grid by using look-up tables and integer computations. The two algorithms were implemented as part of the H.263 and H.264 encoders. Both algorithms were compared to the state of the art motion search algorithms. Experimental results showed that both algorithms can reach sub-optimal solutions while checking fewer search positions compared to other algorithms which results in lower computational complexity as a consequence.

Additional research was done to analyze and further improve FTS performance. As a result, various extensions of the FTS have been developed such as the enhanced FTS (EFTS), the half-pixel FTS (HP-FTS), and the predictive FTS (PFTS). These extensions were also implemented as part of the H.263 and H.264 encoders.

In the EFTS, repeated computations are reduced by caching intermediate results. In addition, the termination condition is modified to avoid premature exit. These modifications reduce the computational complexity of the FTS by up to 4%.

The HP-FTS extended the FTS so that the search can be done at half-pixel resolution instead of full-pixel resolution. The commonly used approach for half-pixel search is based on two separate stages, i.e., full-pixel search followed by half-pixel search. By combining the two stages in HP-FTS, the overall computational complexity can be reduced by an average of 15% without affecting the produced quality or compression ratio.

The PFTS uses prediction to select the direction of the starting search triangle. Analysis results show that the proper selection of the starting search triangle has great effect on the performance of the FTS. Simulation results show that the PFTS can reduce the computational complexity of the FTS by 7-13%.

Finally, hardware designs for the FTS and the full search (FS) algorithms are proposed.
The $FS$ was chosen due to its regularity, low control overhead, and suitability for hardware implementation. It uses a high degree of parallelism and pipelining in order to improve the computational efficiency. The $FTS$ requires less computation and thus provides high processing rates. Both designs were implemented, simulated, and verified using VHDL and then synthesized with Xilinx FPGAs. Simulation results have shown that both hardware implementations are more efficient than other existing implementations in terms of performance and hardware usage.
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Chapter 1

Introduction

This chapter provides an introduction to the compression concept in general and video compression in particular. The chapter also describes the main thesis outlines.

1.1 Data Compression

Data compression has found widespread applications in recent years such as text compression, image compression, video compression, etc [1]. Compressed files are easier to store or transmit than uncompressed files since they require less storage space or transmission bandwidth. Decompression techniques are used to restore the original files when needed. The compression ratio is highly dependent on the information content, the compression technique used, and the desired reconstruction quality.

Data compression techniques are divided into two main types, lossless and lossy techniques. Each compression type targets specific applications. In lossless compression, the reconstructed data after compression is an exact copy of the original data. The main target applications of lossless compression are those applications where loss of data is not acceptable such as in text documents and medical imaging applications. Examples of lossless data compression techniques include Huffman, dynamic Huffman, arithmetic coding, Lempel-Ziv, and run-length coding. In most of these techniques, static or dynamic statistical analysis of data is performed in order to classify individual data elements and the frequency of their repetition. Then, unique symbols or sequences of bits are used to repre-
sent individual data elements. Data elements that are repeated frequently are represented by smaller symbols to achieve higher compression. The lossless compression ratio is usually in the range 1:2 - 1:10.

Lossy data compression techniques provide higher compression ratio at the expense of losing some insignificant data. Lossy compression techniques exploit certain features to increase the compression ratio without affecting the quality of the compressed data. Examples of these features include the human eye sensitivity to visual differences or human ear sensitivity to different audio frequencies. By using these features, higher compression ratio can be achieved with very limited quality degradation. Image compression algorithms can achieve compression ratios in the range 1:10 - 1:40. Several techniques are used for lossy image compression such as vector quantization, fractals, subband image coding, and transform coding. In addition, there are some very popular image compression standards such as JPEG and JPEG 2000 which rely on transform coding such as the discrete cosine transform (DCT) and wavelet transform.

1.2 Image and Video Compression Techniques

In image and video compression, lossy compression techniques are used to achieve higher compression ratio. Video and image compression are important areas of research due to the large amount of data required to represent visual information. Storage or transmission of visual information in uncompressed form is sometimes beyond the capacity of some storage devices or transmission channels. For example, for a typical true color (3 bytes per pixel) VGA resolution (640 × 480), the uncompressed image requires 921,600 bytes or almost 1 Megabyte. The amount of storage required for one second of uncompressed video clip or 30 frames with VGA resolution would be 27,648,000 or around 27 MBs. For a two-hour movie, this would take approximately 200 GBs of storage. This huge amount of video data cannot be easily stored, on a hand-held device, for example, or transmitted in real time over existing networks especially wireless networks. Typical applications that
require video and image compression are video or image storage, video conferencing, video streaming, HDTV, and facsimile transmission.

1.2.1 Image Compression techniques

Image compression standards such as JPEG [2, 3] and JPEG 2000 [4–6] rely on transform coding such as the DCT and wavelet. In the DCT transform coding, the image content is transformed from the spatial domain to the DCT or the frequency domain in which fewer symbols can be used to represent image information. Quantization can later be applied to improve the compression efficiency.

In vector quantization, the image is divided into blocks. An indexed block-set, codebook, of frequently repeated image blocks is defined and used as a base to represent the whole image. Compression is achieved by storing this codebook as well as a limited amount of information for each image block. This information includes the index number of the best matching block in the codebook for each image block.

In subband image coding, the image is divided into several non-overlapping frequency bands. Each frequency band is coded with a different target quality or compression ratio.

1.2.2 Video Compression Techniques

Video compression is considered a superset of image compression [7–11]. In video compression, there are two types of data redundancy that can be removed or compressed; spatial (intra-frame) and temporal (inter-frame). Spatial data represent data in the same video frame and can be compressed using image compression algorithms. Temporal data represent data between video frames and can be compressed using different techniques including motion estimation. By using both intra-frame and inter-frame compression, video compression ratio in the range 1:50 - 1:200 can be achieved.

Several general video compression approaches have been applied for inter-frame coding such as three-dimensional transform coding, hybrid coding, and frame replenishment [12].
Three-dimensional transform coding is an extension of the available two-dimensional coding techniques used for still images with the temporal direction added as a third dimension [13]. Hybrid transform coding uses a combination of two-dimensional image compression techniques for intra-frame compression in addition to other techniques such as motion estimation and motion compensation for inter-frame compression. Frame replenishment techniques are based on coding frame differences only. These techniques can be used in encoding motion sequences that involve slow motion such as in video telephony. Examples of existing video compression techniques are, three-dimensional wavelet transforms [13], fractal image/video compression [14, 15], vector quantization [16], neural networks [17], etc.

Motion estimation techniques have been used to improve the compression efficiency over frame replenishment techniques. Unlike frame replenishment techniques which encode the difference between blocks that lie in the same position in two successive frames, motion estimation techniques achieve better compression by searching and identifying the best matching blocks between frames. The resulting block differences and the motion vectors that describe the positions of the matching blocks are then encoded.

There are several types of motion estimation such as block-based, pixel-based, and region-based. Pixel-based motion estimation performs the search for each pixel in the frame, block-based motion estimation uses a block of pixels, and region-based motion estimation uses a pre-selected region or group of pixels. Block-based motion estimation is the most popular among motion estimation techniques due to its simplicity and suitability for hardware implementation.

In block-based motion estimation, each video frame is divided into a group of blocks referred to as macroblocks. Individual macroblocks of one frame are compressed by firstly locating the best matching macroblock in the previous frame, reference frame, and secondly, the difference between these two macroblocks as well as the relative displacement information, motion vector, are coded. This process is repeated for each macroblock in the frame to be coded.
1.3 Video Compression Standards

Motion estimation is an essential part of any video compression standard due to the high compression ratio it can achieve. However, the computational complexity of motion-estimation algorithms can be 40 - 60% of the overall computational requirements for a video encoder. Consequently, there are several research directions associated with motion-estimation algorithms. The important ones are as follows:

- Using efficient techniques to check only a limited subset of the existing positions without affecting the search efficiency.
- Using prediction techniques to select a proper set of starting search parameters. These techniques rely on results from previous searches.
- Providing efficient hardware implementations for existing motion estimation techniques.

1.3 Video Compression Standards

The increased demand on video compression led to the emergence of several international standards and recommendations for video compression. Two main international organizations took part in the development of these standards and recommendations, namely, the International Standard Organization (ISO) which introduced Motion Picture Expert Group (MPEG) standards and the International Telecommunication Union-Telecommunication Standardization Sector (ITU-T) which introduced several video compression recommendations (e.g., the H.26x). Each committee has its own recommendations and standards. In addition, the two committees have produced joint work in the past and are currently working together on the H.264 standard.

Table 1.1 lists the most common standards proposed by the ISO and ITU-T committees. ISO has introduced MPEG-1 [18–20] for compressing/retrieving data to/from CD-ROM while MPEG-2 [21–24] was introduced for coding video signals for HDTV applications. Finally MPEG-4 [25, 26] is intended for a variety of video applications including applications for low bit-rate video transmission. On the other hand, ITU-T has introduced several
Table 1.1. Video compression standards.

<table>
<thead>
<tr>
<th>Standard</th>
<th>Typical Bit-Rate</th>
<th>Organization</th>
<th>Typical applications</th>
</tr>
</thead>
<tbody>
<tr>
<td>H.261</td>
<td>$P \times 64\ \text{kbits/s}, \ p=130$</td>
<td>ITU-T</td>
<td>ISDN Video phone</td>
</tr>
<tr>
<td>MPEG-1 (ISO 1172-2)</td>
<td>1.2 Mbits/s</td>
<td>ISO/IEC JTC1</td>
<td>CD-ROM</td>
</tr>
<tr>
<td>MPEG-2 (ISO 13818-2)</td>
<td>4-80 Mbits/s</td>
<td>ITU-T ISO/IEC JTC1</td>
<td>SDTV, HDTV</td>
</tr>
<tr>
<td>H.263</td>
<td>64 kbit/s or below</td>
<td>ITU-T PSTN</td>
<td>Video Phone</td>
</tr>
<tr>
<td>MPEG-4 (IS 14496-2)</td>
<td>24-1024 kbit/s</td>
<td>ISO/IEC JTC1</td>
<td>A variety of video applications</td>
</tr>
<tr>
<td>H.264</td>
<td>64 kbits/s</td>
<td>ITU-T ISO/IEC JTC1</td>
<td>A variety of video applications</td>
</tr>
</tbody>
</table>

video compression recommendations such as the H.261 [27], H.262 [28], H.263 [29, 30], and H.264 [31, 32]. Recommendations H.261, H.262, and H.263 were intended for video communication applications such as video conferencing and video telephony. H.262 is similar to the MPEG-2 standard.

H.264 is the most recent video standard and it targets a variety of video applications. It is meant to provide a substantial improvement above all other video compression standards and recommendations [33, 34]. The H.264 work was done jointly by ISO and ITU-T committees.

1.4 Thesis Outline

This thesis proposes efficient motion-estimation techniques that can be implemented in software and hardware multimedia applications. The thesis includes an analysis of the existing motion estimation algorithms, a discussion of their limitations, and a proposal for new approaches. Several algorithms are proposed and compared to other state-of-the-art algorithms.

Chapter 2 provides an overview of video compression standards. The chapter provides a brief introduction to the main building components of both video encoder and video
decoder systems, describes in detail the MPEG-1 standard, and provides highlights of other standards.

Chapter 3 explains the motion estimation problem in general and block-based motion estimation in particular. The main parameters of motion estimation are discussed. A detailed description of each parameter is provided. Finally, some well-known motion estimation algorithms are described in more detail. The chapter also includes a description of weighted sum block matching (WSBM) which uses prediction techniques to improve computational efficiency.

Chapter 4 describes the simplex optimization method [35–37] and the modifications introduced in order to use it for finding the best matching blocks between two frames. Results obtained with the proposed algorithm and comparisons between its performance and those of other algorithms are also provided.

Chapter 5 describes the FTS algorithm which was developed also based on the simplex optimization method but was modified to be more suitable for motion estimation problem. Comparison results between the FTS and other algorithms have shown that the FTS has superior performance in terms of the computational efficiency, accuracy of search results, and quality of the reconstructed video frames.

Chapter 6 introduces more improvements to the FTS algorithm based on an analysis of the FTS behavior. These improvements are the enhanced FTS, the half-pixel FTS, and the predictive FTS.

Chapter 7 presents two hardware implementations for the full search (FS) and the FTS techniques. Both implementations aim at using a high degree of parallelism and pipelining whenever possible as well as attempt to achieve high utilization of the hardware. The FS implementation uses a hierarchal decomposition approach and converts the 2-dimensional motion estimation problem into a series of 1-dimensional problems. The FTS implementation uses separate units for the regular and irregular parts of the FTS. In addition, pipelining is incorporated to improve hardware utilization. These implementations were developed, simulated and verified using the VHDL language and were synthesized in terms of Xilinx.
FPGAs. Simulation results show that both implementations offer very good performance in terms of the number of cycles required to complete a motion estimation search per macroblock and the number of hardware units required to represent these implementations on FPGA.

Chapter 8 provides conclusions and suggestions for future research and development.
Chapter 2

Generic Video Compression Standard

This chapter provides an introduction to current video compression standards and recommendations. These standards have been developed by different committees and at different times to target different applications. However, the basic video compression concepts of these standards are similar. For the sake of simplicity, this chapter provides a detailed description of MPEG-1. Its features and comparison with other standards will be briefly discussed.

The MPEG standard consists of three layers; system, audio, and video [18–26] as shown in Figure 2.1. The video and audio layers specify the coded representation of video and audio compressed streams. The system layer specifies the layer that wraps the compressed audio and video together. The system layer defines how multiple channels of audio and video streams can be multiplexed, and other important synchronization and transmission information.

Sometimes, the video and audio streams are referred to as elementary streams. Each elementary stream has its own encoder and decoder pair. As an example, the MPEG video encoder is used to generate the compressed video bitstream according to the video layer specifications defined in the standard. On the other hand, the MPEG video decoder is used to convert the compressed video bitstream into uncompressed video.

The standard defines the bitstream syntax of the compressed video or audio. Technical implementation details were left open for research and competition. Different but compatible encoder implementations exist in commercial applications which have differ-
2.1 Structure of MPEG Video Stream

The existing MPEG standards target a wide range of applications which include digital video storage on CD-ROM (MPEG-1), digital versatile disk (DVD) and HDTV applications (MPEG-2), and video conferencing and other applications (MPEG-4).

2.1.1 Input Video Format

The input video signal to a typical MPEG encoder is digitized and converted to the $IUV$ or $YC_bC_r$ color model instead of the $RGB$ color model. In the $YC_bC_r$ color model, each frame is represented by a luminance component ($Y$) containing brightness information and two chrominance components ($C_b,C_r$) containing color information. The $YC_bC_r$ color model has low cross-correlation between its spectral components and has less spectral re-
dundancy. The choice of the $YC_bC_r$ color model was based on the fact that the human eye is more sensitive to the $Y$ component than to the chrominance components. Since most of the intensity information is present in the $Y$ component, different coding precisions can be specified for each of the three components during the coding process and thus better compression can be achieved.

![YUV color subsampling](image)

**Figure 2.2.** *YUV color subsampling.*

In most of the video compression standards, the two chrominance components are subsampled in either horizontal or vertical direction or both to improve compression efficiency. Figure 2.2 displays the different available sampling modes, namely, $YUV$ 4:2:0, $YUV$ 4:2:2, and $YUV$ 4:4:4. In $YUV$ 4:2:0, both $C_b$ and $C_r$, are subsampled with respect to both the vertical and horizontal directions. In the $YUV$ 4:2:2 mode, $C_b$ and $C_r$ are subsampled only in one direction. In the $YUV$ 4:4:4 mode, no subsampling is done.

$YUV$ 4:2:0 is the default subsampling mode in most standards. Other modes are supported in some profiles of MPEG-2, MPEG-4, and in H.264.
2.1.2 MPEG Video Frames

MPEG-1 has three basic video frame types: Intra-frames (I), predicted frames (P), and bidirectional predicted frames (B) as shown in Figure 2.3.

![Diagram of MPEG frame types]

**Figure 2.3. Types of frames in MPEG.**

*I* frames are coded independently as still images using a similar approach to the JPEG standard [2]. *P* and *B* frames are inter-frame coded using motion estimation and motion compensation (ME/MC) techniques. In *P* frames, motion-estimation is done with respect to the immediate previously coded *I* or *P* frame. On the other hand, motion estimation for *B* frames is done with respect to the previous *I* or *P* frame as well as the next *I* or *P* frame. Since *B* frame coding requires pre-coding of frames in future time, the frame coding order in the compressed stream is different from the frame display order. Due to this fact, *B* frames coding requires frame buffering and reordering mechanisms at both the encoder and decoder.
2.1.3 MPEG Video Bitstream Layers

The MPEG video stream consists of six layers as follows:

1. Sequence layer
2. Group of pictures layer
3. Picture layer
4. Slice or group of blocks layer
5. Macroblock layer
6. Block layer

The sequence layer consists of a sequence header followed by sequence data and a sequence end symbol. The sequence header contains sequence specific information such as frame resolution, aspect ratio, picture rate, bit rate, supported optional modes, etc. The sequence data is simply a collection of compressed frames and the sequence end symbol is a symbol used to identify the end of the sequence data.

A sequence layer consists of one or more groups of pictures (GOPs) as shown in Figure 2.3. A GOP is a set of pictures in successive display order. A picture layer defines the coding information for each picture or video frame. The structure details of each picture is shown in Figure 2.4. As can be seen, each video frame is divided into slices. A slice itself is divided into macroblocks. Based on the color subsampling mode, each macroblock consists of 6, 8, or 12 blocks for the YUV 4:2:0, YUV 4:2:2, and YUV 4:4:4 modes respectively.

A slice can be as big as the whole picture or as small as a single macroblock. In some other standards, the term group of blocks (GOBs) is used instead of slice. Slices are very useful for error resilience and are recommended for applications where higher probabilities of data loss exist as in video transmission in noisy channels. In such an application, data received at the decoder side may be partially lost. The use of slices allows for a partial recovery and processing of the remaining received data.
2.2 Basic Coding Process

This section describes the general techniques used in I, P, and B frame coding.

2.2.1 Coding of I Frames

Coding of I frames is based on the DCT algorithm. First, the DCT is applied to each 8 × 8 block as given by the equation

\[ F(u, v) = \frac{1}{4} C(u) C(v) \sum_{m=0}^{7} \sum_{n=0}^{7} \cos \left( \frac{\pi(2m+1)u}{16} \right) \cos \left( \frac{\pi(2n+1)v}{16} \right), \]  

(2.1)

where \( u, v, m, n = 0, 1, \ldots, 7 \), and
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\[ c(\omega) = \begin{cases} \frac{1}{\sqrt{2}} & \omega = 0 \\ 1 & O.W. \end{cases} \]

The resulting DCT coefficients are then uniformly quantized as follows.

The coefficient \( F(0, 0) \) is called the DC coefficient while all other coefficients are called AC coefficients. The DC and AC coefficients are quantized as

\[ QF(0, 0) = \text{NINT} \left[ \frac{F(0, 0)}{8} \right], \quad u = v = 0, \quad (2.2) \]

where \( \text{NINT} \) is the nearest integer value and

\[ QF(u, v) = \frac{16F(u, v)}{MQUANT Q(u, v)}, \quad u \neq 0, \quad v \neq 0, \quad (2.3) \]

where \( Q(u, v) \) is a weighted quantization matrix and \( MQUANT \) is a quantizer scale factor. The quantization matrix sets the relative quantization step for each coefficient in the block. \( MQUANT \) is used to control the generated bit rate. Higher \( MQUANT \) means coarser quantization and a smaller number of output bits. \( MQUANT \) together with the quantization matrix determine the actual quantization factor. The quantization matrix can be altered for each sequence in MPEG-1 as well as each picture in MPEG-2. On the other hand, \( MQUANT \) can be changed for each macroblock.

The quantized coefficients are then zigzag scanned as shown in Figure 2.5 and ordered into a group of [run, level] pairs. The level value indicates the value of nonzero coefficient while the run value indicates the number of preceding zeros to that level. The [run, level] pairs are then variable-length coded (VLC) using the Huffman coding technique.

2.2.2 Coding of \( P \) and \( B \) Frames

\( P \) and \( B \) frames are inter-coded using ME/MC techniques. In ME/MC, the frame being compressed is called the current frame. The nearest \( I \) or \( P \) frame is called the reference frame.
Block-matching algorithms (BMAs) are used for motion estimation work at the macroblock level. BMAs are used to find the best matching macroblock between two frames i.e., the macroblock in the reference frame that has minimum difference from the macroblock being coded in the current frame. Once the best match between two macroblocks is found, the displacement vector between those macroblocks and the difference between them, which is referred to as the prediction error, are computed. The prediction error is then DCT processed, quantized, and VLC coded in a similar way to that for I frames.

Since the prediction error is usually smaller than the individual macroblock data, a much lower number of bits is needed for encoding and thus higher compression ratio is achieved. Due to the importance of finding the best matching macroblock, motion estimation is very computationally expensive and thus many block-matching algorithms with reduced computational complexity have been proposed. These algorithms aim at finding
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the optimal or sub-optimal matching macroblocks by checking only a small subset of the
potential best matching macroblocks. BMAs will be discussed in more detail in chapter 3.

2.2.3 Video Encoder and Decoder Block Diagram

The complete encoding and decoding processes are illustrated in Figures 2.6 and 2.7,
respectively. At the encoder, frames are first reordered to follow prediction rules. Each
frame is then divided into slices. Slices are divided into macroblocks which, in turn, are
divided into blocks. Motion estimation is applied at the macroblock level while \( DCT \) and
quantization are applied at the block level. The coefficients of each block are \( VLC \) coded
into the output bitstream.

During encoding, the compressed stream bit rate is controlled by means of a rate control
regulator which monitors the produced bit rate and compares it with the desired or target
bit rate. The \( MQ U A N T \) quantization factor is modified to increase or decrease the output
bit rate within the target bit rate.

Since the decoder does not have access to the original frames at the encoder side, the
coder reconstructs the compressed frames to match the decoder output. Those recon-
structed frames are used in the motion estimation process.

The decoding operation is exactly the reverse of the encoding operation. Block coeffi-
cients are variable-length decoded. Then inverse quantization followed by inverse \( D C T \) is
applied to each block to reconstruct the prediction error. Motion compensation is then ap-
plied to reconstruct each macroblock. When all macroblocks in a frame are reconstructed,
the frame is either displayed right away or stored to be displayed later according to its
display order.

2.2.4 Encoder Performance Measure

The performance of any video encoder can be measured using different criteria such as the
quality of the produced bitstream, the encoder computational complexity, and the resulting
compression ratio.

The quality of the produced bitstream can be measured in terms of both quantitative and qualitative measures. The average peak-signal-to-noise ratio (PSNR) is often used to quantitatively measure the quality of the compressed bitstream and it is given by

\[
PSNR = 10 \log \frac{255^2}{MSE}
\]  

where

\[
MSE = \frac{1}{NM} \sum_{k=1}^{N} \sum_{l=1}^{M} [o_{i,j}(k,l) - r_{i,j}(k,l)]^2
\]

In the above equation, \(o_{i,j}\) and \(r_{i,j}\) are the pixel value at location \((i,j)\) in the original frame and the reconstructed frame, respectively. \(N, M\) are the numbers of frame pixels.
in the horizontal and vertical directions. In general, the higher the \( PSNR \), the better the quality. The visual quality of the reconstructed frames is used as a qualitative or subjective measurement of the encoder performance. The compression ratio is highly dependent on the video sequence and it can range from 1:50 to 1:200.

The computational complexity of the encoding process is expressed in mega-instructions per second (MIPS). Motion estimation computational complexity is measured in terms of the number of search operations performed since the computation involved at each search position is the dominant factor as will be explained in the next chapter.

There are other comparison criteria that are used to compare the performance of BMAs. Examples of these criteria include the first-order entropy of the prediction error, the deviation of the obtained motion vectors from full-search results and the compression ratio. The first-order entropy of the prediction error is given by
\[ V = - \sum_{i=0}^{N} p_i \log_2 p_i \]  
(2.5)

where \( N \) is the number of all possible values of the prediction error.

## 2.3 Advanced Coding Process

The previous section described the basic video encoder behavior. In addition to the basic encoder, the standard allows optional features that can be specified by the target application. These features are used to improve the coding quality, efficiency, and robustness to bitstream errors. These features will be described in this section.

### 2.3.1 Sub-Pixel Accurate Motion Estimation

Research indicates that sub-pixel accuracy improves the PSNR and reduces the noise level and blocking effect in the reconstructed bitstream. Examples of current sub-pixel motion search include half-pixel and quarter-pixel. In most standards, half-pixel motion estimation is used after full-pixel motion estimation is completed whereby the area around the best-matching position obtained from full-pixel search is interpolated and half-pixel search is applied to the surrounding pixels.

Half-pixel increases the computational complexity due to the pixel interpolation and additional search positions. However, a noticeable improvement in visual quality and compression ratio can be obtained. Due to the success of using half-pixel, quarter-pixel motion estimation was later added in MPEG4 and H.264.

### 2.3.2 Macroblock Coding Modes

Macroblocks can have different coding types or modes within a single \( I \), \( P \), or \( B \) picture. In \( I \) picture, macroblocks can be coded without ME. This type of macroblock coding is referred to as intra-macroblock mode. In a \( P \) picture, a macroblock can be coded
as inter-macroblock or intra-macroblock. Inter-macroblock is coded using ME/MC while intra-macroblock is coded without ME similar to $I$ frame macroblock. The use of intra-macroblock coding mode in $P$ picture is preferred when the prediction error is high and thus the intra-macroblock mode becomes more efficient than the inter-macroblock mode. $B$ picture can include macroblock types similar to those of $P$ picture as well as additional types due to the use of two reference frames in ME, forward and backward reference. These modes are forward, backward, and bidirectional where ME is performed using forward, backward, or both reference frames, respectively. Sometimes after quantization of a macroblock, all coefficients become zeros, so there is no need to code that macroblock and this type is called a skipped macroblock.

There are other modes where ME is performed at different macroblock resolutions such as $16 \times 8, 8 \times 16, 8 \times 8,$ or $4 \times 4.$ Each of these modes uses a different number of motion vectors and thus requires more bits to store motion vector information. These modes are not available in every standard. The choice of the proper coding mode is a trade-off among computational complexity, picture quality, and available coding bits [38, 39].

### 2.3.3 Rate Control Techniques

The quantization factor plays an important role in the quality and bit rate of the compressed video stream. The higher this factor, the higher the compression ratio and the lower the quality. The selection of this factor is not specified by the standard. As a result, there are several rate control techniques that have been introduced to optimally select the quantization factor such that the best quality is achieved at the specified target bit rate.

There are several rate control algorithms [40–42]. Most rate-control algorithms can be classified as frame-based or macroblock-based [43] techniques. In the frame-based rate control, the quantization factor is selected for the entire frame while in the macroblock-based rate control techniques, the quantization factor is selected for each macroblock. Frame-based rate control techniques are simpler but less accurate than macroblock-based ones.
2.4 Highlights of other Compression Standards

Other compression standards such as H.263, MPEG-4, and H.264 have the same basic features as MPEG-1 and MPEG-2. i.e., they include motion estimation, DCT transform coding, and VLC coding. However, each of these standard targets different applications and includes additional features that differentiate it from other standards. These features are generally added on top of the basic standard and some of these features can be turned on or off based on the application. Examples of these features are:

- Motion vector over picture boundary
- Deblocking filter
- Data partitioning and synchronization marks
- Reversible VLCs
- Slices
- Intra prediction
- Overlapped block motion estimation
- Multiple reference frames

In motion vector over picture boundary, boundary pixels are extended and the motion search can be done in the extended area. This technique improves the quality of the produced bitstream since some of the best matching macroblocks can lie on this area.

In block-based coding, blocking effects can occur between blocks due to the use of different quantization values for each block. The deblocking filter is a low-pass filter that is used to reduce these effects.

Slices are coded separately and can be recovered even if the rest of the picture is not recoverable.

Data partitioning is used to code higher priority bitstream elements separately from low priority elements. For example, the macroblock header, motion vector information, and DC coefficients of a macroblock are coded into a separate stream from the AC coefficients
for the same macroblock. The two streams can then be transmitted with different priority with higher priority given to the stream that contains the header information. This way, the high priority stream can be used to partially reconstruct the video frames if the low priority stream is lost.

Reversible VLCs are used to recover coefficients of a corrupted block from either forward or backward direction.

The use of data partitioning, slices, and reversible VLCs increases the size of the compressed bitstream due to the insertion of additional control bits.

Intra prediction is used to improve the compression ratio in I frames by coding the difference between the quantized coefficients in the same block instead of their absolute value. In general, this technique reduces the number of bits used for macroblock coding. The saved bits can be used to improve the quality of the compressed bitstream.

In multiple reference frames, motion estimation is performed with respect to one or more frames. The objective is to find the best matching across several frames and thus improve the quality and the compression ratio of the compressed bitstream.

Profile and Levels

In order to support a variety of applications, several optional features and specific coding constraints are defined in each standard in terms of profiles and levels. A profile defines an additional set of features over the basic implementation. These additional features enable the encoder to be more application specific. For example, these profiles can be added to improve the quality, error resilience, or compression ratio. On the other hand, levels define some of the restrictions on encoder behavior for certain profiles. As an example, maximum supported resolution, frequency, bit rate, etc.

The following subsections briefly present the main features of some other standards.

### 2.4.1 MPEG-2

MPEG-2 [22] was proposed to support interlaced video and HDTV or broadcasting applications. The main features of MPEG-2 are as follows:
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- Support for interlaced video. As a result, motion estimation can be done on field or frame level. Macroblock size can be $16 \times 8$. An additional scan pattern for VLC codes that is more efficient for interlaced video was added.

- Support for different chrominance subsampling modes, i.e., $YUV 4:2:0$, $YUV 4:2:2$, and $YUV 4:4:4$.

- Support for scalable coding. Spatial, $SNR$, and temporal scalability. In spatial scalability, video sequence can be encoded and displayed at different resolutions. $SNR$ scalability provides the encoded sequence at different quality levels. The client application can select the required quality level based on its own specifications such as available bandwidth, for example. Temporal scalability allows video sequence to be decoded and displayed at different frame rates.

- The optional features of MPEG-2 are specified in different profiles. Encoders need only to implement all the features defined in the same profile. This way, the complexity of the implementation is reduced compared to the case where all features have to be implemented in all encoders.

A detailed comparison between MPEG-1 and MPEG-2 can be found in [24].

2.4.2 MPEG-4

MPEG-4 has been introduced for the coding of audio-visual objects. One of the main features of MPEG-4 is the support of arbitrary shaped objects and the inclusion of different objects such as text, graphics, etc. Like MPEG-2, MPEG-4 has several profiles and levels. Other features of MPEG-4 are as follows:

- Improved coding efficiency by using $DC$ prediction and $AC$ prediction
- Additional scan mode (alternate horizontal scan)
- Includes new motion vector coding capabilities such as four motion vectors, unrestricted motion vectors, and motion vector over picture boundary
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- Supports quarter-pixel motion estimation which enhances the motion search resolution and thus reduces the resulting prediction error
- Error resilience capabilities such as data partitioning, synchronization marks, reversible VLCs
- Object based video coding
- Still texture coding
- Mesh animation, face and body animation

2.4.3 H.261

The H.261 standard [27] is the first modern standard proposed for video conferencing on the ISDN network. It does not have many of the capabilities of MPEG-1 such as half-pixel, and B frames, for example.

2.4.4 H.263

The H.263 standard [29] was proposed as an enhancement of H.261. It includes several features that are similar to those of MPEG-1 and MPEG-4. The baseline H.263 does not have B frames or GOP header. Following the success of H.263, H.263+ and H.263++ recommendations were proposed as enhanced extensions to H.263 [30]. Each recommendation includes a set of additional annexes or features that can be added on top of the baseline H.263 to support more capabilities. Examples of H.263+ additional features include four motion vectors, slices mode for error resilience, intra-prediction, deblocking filter, and overlapped block motion compensation.

2.4.5 H.264

The H.264 standard [31] is the most recent proposed standard and it is considered the most efficient video coding standard so far. H.264 is intended to produce the best coding
efficiency over other standards. As a result, most of the optional features proposed in other standards are included in H.264. Due to its advanced features, the ITU-T and ISO committees have joined forces in the development of the H.264 standard. ISO has added H.264 as a separate profile in MPEG-4. H.264 defines three profiles, i.e., baseline, main, and extended. Some of the main features of H.264 [32] are as follows:

- Variable block-size motion compensation with small block sizes
- Quarter-pixel motion compensation
- Multiple reference picture motion compensation
- In-loop deblocking filter
- Context adaptive variable length coding
- Context-based adaptive binary arithmetic coding [44]
- Redundant pictures
- Data partitioning
- Weighted prediction

A full comparison between H.264 and other standards is found in [33, 34].

2.5 Standard Test Sequences

Standard test sequences are used to test the performance of the algorithms presented in the thesis. These are classified into three categories based on the level of motion involved in these sequences as follows:

- Low motion: Miss America, Akiyo, News, and Susie
- Medium motion: Flower garden, Tennis, Coastguard, and Silent
- High motion: Stefan, Foreman, Football, and Carphone

Table 2.1 lists the standard video formats and Figures 2.8, 2.9, and 2.10 display some of these standard test frames.
### 2.6 Simulation Tools

Several video standard implementations were used for this research, namely, MPEG-2, H.263, and H.264 based on the availability of their public code. Since these standards have different settings and features, the results obtained by running the same search algorithm may differ from one standard to the other. However, the relative performance results obtained for the different search algorithms using the same standard were consistent. i.e., any algorithm that is faster in one standard implementation is also faster in the other implementations. Some of the noticeable differences among the three standards are as follows:

- MPEG-2 uses $B$ frames which increase the number of search positions per macroblock in motion search.
- H.264 uses motion vector over the picture boundary which also results in a different value for the average number of search position.

---

Table 2.1. *Standard video format.*

<table>
<thead>
<tr>
<th>Format</th>
<th>TV System</th>
<th>Resolution</th>
<th>Sampling</th>
<th>frequency frame/sec</th>
</tr>
</thead>
<tbody>
<tr>
<td>SQCIF (Sub QCIF)</td>
<td>NTSC/PAL</td>
<td>128 × 96</td>
<td>Prog.</td>
<td>30</td>
</tr>
<tr>
<td>QCIF (Quarter CIF)</td>
<td>NTSC/PAL</td>
<td>176 × 144</td>
<td>Prog.</td>
<td>30</td>
</tr>
<tr>
<td>SIF Source Intermediate Format</td>
<td>NTSC</td>
<td>360 × 240</td>
<td>Prog.</td>
<td>30</td>
</tr>
<tr>
<td>CIF</td>
<td>NTSC</td>
<td>352 × 288</td>
<td>Prog.</td>
<td>30</td>
</tr>
<tr>
<td>(Common Intermediate format)</td>
<td>PAL</td>
<td>352 × 288</td>
<td>Prog.</td>
<td>25</td>
</tr>
<tr>
<td>4CIF</td>
<td>NTSC/PAL</td>
<td>704 × 576</td>
<td>Prog.</td>
<td>30</td>
</tr>
<tr>
<td>ITU-R 601</td>
<td>NTSC</td>
<td>720 × 480</td>
<td>Inter.</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>PAL</td>
<td>720 × 576</td>
<td>Inter.</td>
<td>25</td>
</tr>
<tr>
<td>SDTV</td>
<td>NTSC/PAL</td>
<td>720 × 480</td>
<td>Prog.</td>
<td>30</td>
</tr>
<tr>
<td>HDTV</td>
<td>NTSC/PAL</td>
<td>1920 × 1152</td>
<td>Prog.</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1920 × 1080</td>
<td>Prog.</td>
<td>60</td>
</tr>
</tbody>
</table>
• Each standard uses a different rate control algorithm and target bit rate.

• Each standard uses a different motion prediction technique.

• Each standard has a different VLCs for bit coding.

• Some standard use early termination techniques in motion search.

2.7 Conclusions
The MPEG-1 video coding standard has been described. The structure of the MPEG-1 bitstream syntax as well as the individual building blocks of both the video encoder and decoder have been explained. The main encoding parameters and performance measure criteria have been presented. Highlights of other video standards such as MPEG-2, MPEG-4, H.261, H.263, and H.264 have been covered briefly and the additional features that each standard includes have been described.
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(a) Foreman

(b) Akiyo

(c) News

Figure 2.9. Standard CIF Sequences.
(a) Tennis

(b) Flower garden

(c) Susie

Figure 2.10. Standard SIF sequences.
Chapter 3

Block-based Motion Estimation

The previous chapter provided an overview of video compression standards. In this chapter, motion estimation is described in more detail.

3.1 Introduction

Motion estimation is a key component in most of the video compression standards [18–31]. The main objective of motion estimation is to reduce the temporal data redundancy in a sequence of video frames. This is achieved by identifying the best matching blocks between two frames and encoding only the difference, referred to as the prediction error, between the two frames instead of encoding the entire frame. In general, efficient motion estimation produces a small prediction error and thus a coding of a block would require a small number of bits which results in a better compression efficiency as a consequence.

There are three types of motion estimation algorithms, pixel-based, block-based, and region-based. In pixel-based motion estimation, search for the best match is done on a pixel by pixel basis, in block-based motion estimation, search is done on a block of $n \times n$ pixels, while in region-based motion estimation, search is done on a region of an arbitrary size.

Block-based motion estimation algorithms are used in video compression standards due to their simplicity and ease of hardware implementation. In block-based motion estimation, each frame is divided into a group of equally sized macroblocks and each macroblock is handled as one entity during the motion estimation process. Usually, a block-matching
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algorithm searches a pre-specified search area (search window) to find the best matching block in the reference frame to a specific block in the current frame to be coded.

Different evaluation criteria can be used to decide the optimal match. Some of the most commonly used criteria include the mean absolute difference (MAD), the mean-square error (MSE), and the cross-correlation function (CCF).

Figure 3.1 illustrates the motion estimation process. Generally at least two frames are involved; the reference frame and the current frame. The current frame is the frame that is currently been encoded. The reference frame is a frame that has been previously encoded and is used as a reference for the coding of the current frame. The current frame is divided into macroblocks and motion estimation is done on each macroblock individually. A motion estimation algorithm locates the best matching macroblock in the reference frame to the macroblock been encoded in the current frame. Once the best matching macroblock is found, the difference or the prediction error between the best-matching macroblock and the current macroblock is computed, DCT transformed, quantized, and run-length encoded. In addition to coding the difference between the two macroblocks, the motion vector which represents the relative displacement between the two macroblocks is also coded.

3.2 Block-Based Motion Estimation Parameters

The motion estimation problem can be formulated as follows: Given a block of $N \times M$ pixels in the current frame, it is required to locate another block in the reference frame that best matches the block in the current frame. Typical values for the block size in pixels are 16, 8, and 4. The current frame is defined as the frame at time $t$. The reference frame for forward motion prediction is defined as the frame at time $t - n$ and the reference frame for backward motion prediction is defined as the frame at time $t + n$.

As shown in Figure 3.2, the current block location is described by the $x, y$ coordinates of its top-left corner or origin. The search area is the region of $[-P, P]$ pixels around the $x, y$ origin in the reference frame. The parameter $P$ is the search area width in one direction.
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and the corresponding size of the search area is \((2P + 1)^2\). Typical values of \(P\) are 8, 16, or 32. The value of \(P\) used can be supplied as an external parameter to the encoder.

Given a block in the current frame, it is required to find the best matching block whose origin is located inside the search area. This will lead to a block with a motion vector \((u, v)\).

There are three main parameters associated with the motion estimation process: the search area, the evaluation criterion, and the search algorithm.

### 3.2.1 Search Area

The search for the best matching block includes all the blocks whose origins lie inside the search area as shown in Figure 3.2. If the search area lies over a frame boundary, it can be either trimmed or extended over the frame boundary. In a trimmed search area, the search is done on the parts on the search area that lie inside the frame boundary. On the extended search area, the boundary pixels are replicated to fit the search area outside
the frame boundary. The later case is referred to as motion vector over picture boundary feature. This feature is not supported by all encoders/decoders.

### 3.2.2 Matching Criteria

A matching criterion is an evaluation function used to measure the degree of matching between two macroblocks. Based on the matching criterion, the macroblock that produces the best matching is chosen for encoding and the corresponding motion vector is used. As the matching criterion is used extensively in the search algorithm, it is essential to choose a computational inexpensive matching criterion. There are different matching criteria. The following subsections describe some of the popular ones.

#### 3.2.2.1 Mean Absolute Difference

The mean absolute difference (MAD) is the most frequently used matching criterion for block matching. The MAD between the block in the current frame and the block in the
3.2 Block-Based Motion Estimation Parameters

reference frame is given by

\[ \text{MAD}(dx, dy) = \frac{1}{MN} \sum_{x=0}^{N-1} \sum_{y=0}^{M-1} |S_k(x, y) - S_{K-1}(x + dx, y + dy)| \]  \hspace{1cm} (3.1)

where \(dx\) and \(dy\) are the displacements between the two blocks and \(M \times N\) is the block size. \(MAD\) is preferred because it provides reasonable performance with reduced computational complexity as it does not involve multiplications or divisions. For each pixel, a subtraction, absolute value calculation, and an addition are required, i.e., 3 operations/pixel. If the division by \(M \times N\) is removed, then the term sum of absolute difference (\(SAD\)) is used instead of \(MAD\), that is

\[ \text{SAD}(dx, dy) = \sum_{x=0}^{N-1} \sum_{y=0}^{M-1} |S_k(x, y) - S_{K-1}(x + dx, y + dy)| \]  \hspace{1cm} (3.2)

3.2.2.2 Mean-Square Error

The mean-square error (\(MSE\)) which is the Euclidean distance between the two mac blocks is known to produce better results. This makes the \(MSE\) criterion more consistent with the human visual system. The \(MSE\) is given by

\[ \text{MSE}(dx, dy) = \frac{1}{MN} \sum_{x=0}^{N-1} \sum_{y=0}^{M-1} [S_k(x, y) - S_{K-1}(x + dx, y + dy)]^2 \]  \hspace{1cm} (3.3)

The main drawback of using the \(MSE\) is the additional computational complexity due to the extra multiplication step.

3.2.2.3 Cross Correlation Function

The cross correlation function (\(CCF\)) is derived from the correlation between two random variables and is defined as
\[ CCF(dx, dy) = \frac{\sum_{x=0}^{N-1} \sum_{y=0}^{M-1} S_k(x, y) S_{K-1}(x + dx, y + dy)}{\sqrt{\sum_{x=0}^{N-1} \sum_{y=0}^{M-1} S_k^2(x, y)} \sqrt{\sum_{x=0}^{N-1} \sum_{y=0}^{M-1} S_{K-1}^2(x + dx, y + dy)}} \] (3.4)

In contrast to using the minimum \( MAD \) or \( MSE \) as an indication for the best match, the maximum cross-correlation value indicates the best match. The \( CCF \) provides more accurate results than other matching criteria such as \( MAD \) and \( MSE \). However, its computational complexity is much higher.

### 3.3 Block Matching Algorithms

Many of the available block matching algorithms have been proposed for the motion estimation problem [45–78]. This section provides a brief introduction to these algorithms. The most common algorithms, which are used in performance comparison in the next chapters, are described in more detail.

#### 3.3.1 Full Search Algorithm

The basic search algorithm is the full or exhaustive search (\( FS \)) which checks each location in a specified search area to find the best matching block. The \( FS \) algorithm is very computationally expensive. For example, in the case where \( MAD \) is used as a matching criterion, the number of search locations is \((2P + 1)^2\), each search requires 3 operations per pixel, and for \( N \times M \) macroblocks, the total number of operations per macroblock required is \( N \times M \times 3 \times (2P + 1)^2 \).

The \( FS \) algorithm is very regular and thus more suitable for hardware implementation than other algorithms. However, its computational complexity is very high and thus several other less computationally expensive algorithms have been proposed. These algorithms include fast full-search algorithms as well as fast search algorithms based on different approaches [47–50]. These algorithms achieve sub-optimal solutions with less computation through the selection of a small subset of the available search positions.
3.3.2 Fast Search Algorithms

This section describes some of the existing fast search algorithms. Examples include the cross-search algorithm [53], the 2-D logarithmic search [51,52], the three-step search (TSS) [54–56], the four step search [57], the hierarchical search [58], the diamond search (DS) [59–62], zonal search [62,63], the hexagon search (HS) [64], etc.

These algorithms achieve reduced computational complexity by

- using a simple search pattern such as the logarithmic search, three-step search, diamond search, hexagon search, etc.
- performing the search at different frame resolutions such as hierarchical search and multi-resolution search [65,66].
- using block features or partial data in evaluating the matching criterion such as pixel subsampling or integer project [67,68].

The following subsections explain in more detail the logarithmic, the diamond, and the hexagon search algorithms since they are among the most popular algorithms and, in addition, they have been used in our simulations.

3.3.2.1 Two-Dimensional Logarithmic Search

The two-dimensional logarithmic search (TDL) [52] is one of the early proposed block-matching algorithms. The technique is very simple and similar in nature to the binary search tree algorithm. The steps involved in the TDL search are as follows:

**Step 1:** The search area \([P, P]\) is divided equally into two areas, one area inside \([-P/2, P/2]\) and the other area outside it.

**Step 2:** Instead of performing full search in the \([-P/2, P/2]\) area, only nine search positions are evaluated. These nine points are the center point at \((0, 0)\) and the major eight points on the perimeter of the rectangular \((-d_i, d_i)\). The coordinates of the nine points are \((0,0), (0, d_i), (0, -d_i), (d_i, 0), (-d_i, 0), (d_i, d_i), (d_i, -d_i), (-d_i, d_i), \) and \((-d_i, -d_i)\) where \(d_i\) is given by
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\[ d_i = 2^{k-1}, \quad (3.5) \]

\[ k = \log_2 p \]

**Step 3:** The position with the best match is used as the origin of the next search iteration using distance \( d_2 = d_1/2 \) and the second step is repeated. This process is repeated \( k \) times and the minimum point obtained is the best matching point.

Based on the above description, the **TDL** search calculates \( 8k + 1 \) positions. The special case where \( k = 3 \) is illustrated in Figure 3.3. This search is referred to as the three step search (**TSS**).

![Three step search](image)

**Figure 3.3.** Three step search.

The **TSS** [53–56] provides good results for video conferencing scenes, which involve limited or slow motion. There are also some other algorithms that are related to the **TSS** algorithm such as the modified **TSS (MTSS)** [53], the new **TSS (NTSS)** [56], and the four step search (**4SS**) [57].

Experimental results have shown that the average number of search positions per macroblock is approximately 21 for the **TSS**, and 17 for the **NTSS**.
3.3.2.2 Diamond Search Algorithm

The diamond search algorithm (DS) [59–62] uses two diamond search patterns as shown in Figure 3.4; a large diamond shape for coarse search and a small diamond shape for fine search. The search starts using the large diamond and when the minimum position is found at the center of the diamond, the small diamond is used.

![Diagram of Diamond Search](image)

**Figure 3.4.** Diamond search.

The diamond search steps are as follows:

**Step 1:** Start the search with the large diamond. Select the diamond center as the origin of the search area. Calculate the error criterion at each point of the diamond as well as at the center. If the minimum is found at the center move to step 3. Otherwise, move to step 2.

**Step 2:** Use the minimum found at the previous step as the origin of the diamond and calculate the errors at the new diamond points. If the minimum is found at the diamond center, go to step 3. Otherwise, repeat step 2 with the diamond center as the minimum-error point.

**Step 3:** Switch to the small diamond with its center at the most recent minimum point. Calculate the error at each diamond point and exit.

Unlike the TSS which checks 9 positions at each iteration, the diamond search checks 9 positions in the first iteration and 4 positions in the last iteration. In intermediate iterations,
the $DS$ checks either 3 or 5 positions. If the previous minimum is found at the diamond edge, 3 more positions are evaluated. If the minimum is found at a diamond vertex, 5 more additional positions are evaluated. The total number of checked positions is thus $(9 + N) \times M + 4$ where $N$ is the number of iterations and $M$ can be either 3 or 5 based on the location of the minimum point in each iteration.

Several versions of the $DS$ have been proposed in [59, 60, 62]. Experimental results have shown that the $DS$ requires an average of 14 search per macroblock.

### 3.3.2.3 Hexagon Search Algorithm

The hexagon search algorithm ($HS$) is similar to the $DS$ except that it uses a hexagon as search pattern instead of a diamond-shaped one. The choice of a hexagon pattern is based on research that indicates that the shape and direction of the search pattern can affect the search speed [64].

![Figure 3.5. Hexagon search.](image)

The steps used in the hexagon search are similar to those for the $DS$ described in the previous section. The total number of search points per block is $(7 + N) \times 3 + 4$ where $N$ is number of iterations [64].
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3.3.3 Advanced Search Techniques

In order to improve the speed and the quality of the motion search algorithm, various methods have been proposed and applied to some of the described search algorithms. These methods are general and can be applied to most search algorithms. An example of these methods is the thresholding technique where the most recent minimum is checked against a certain minimum value [69, 70]. If the current minimum is less than this minimum value, the search is stopped. The same approach can be used in the computation of the SAD, MAD, or any matching criterion. If during the computation of the matching criterion, the partial result exceeds the current minimum value, then the computation stops and the algorithm proceeds with the partial value obtained. This technique is referred as early termination and it is very useful in saving a lot of computation.

3.3.4 Motion Prediction Techniques

Motion prediction techniques [71–76] are used to further increase the search efficiency of block matching algorithms by identifying a good starting search position based on motion search results from the surrounding blocks in the same frame or in previous frames. The predicted starting position is used as the origin of a fast search algorithm to be executed later.

There are three predictions techniques: inter-frame [75], intra-frame [76], or both. In inter-frame prediction, a block location can be estimated using the information about the motion vector in the previous frame or frames. In intra-frame prediction, a block motion vector can be estimated based on the motion vectors of the surrounding blocks in the same frame. Inter-frame prediction requires more memory to store previous frame data and thus this technique involves additional implementation complexity.

One of the commonly used prediction techniques involves using the median of the surrounding blocks to predict the motion of the current block.

An approach which will be discussed in the next section, the weighted sum block
matching technique (WSBM), uses prediction to modify the origin of the search area and its size.

3.4 Weighted Sum Block Matching Technique

The aim of the WSBM is to benefit from motion vector information obtained from neighboring blocks since those blocks probably move in the same direction. If the search starts near the best matching location, the number of block matching evaluations can then be reduced and thus the computational complexity of the search can be reduced. The WSBM modifies also the size of the search window in addition to modifying the origin of the search window according to the calculated prediction information.

3.4.1 WSBM Steps

The WSBM technique is illustrated in Figure 3.6 and can be described in terms of following steps:

Step 1: The three motion vectors $V_1$, $V_2$, and $V_3$ from the previously calculated neighboring blocks are used to get $MAD_1$, $MAD_2$, and $MAD_3$ between the current block and the blocks whose origins are given by these motion vectors. Each origin consists of the current block origin shifted by one of these three motion vectors.

Step 2: A new motion vector $V$ is calculated based on the weighted sum of the motion vectors $V_1$, $V_2$, and $V_3$. The weights of $V_1$, $V_2$, and $V_3$ are inversely proportional to $MAD_1$, $MAD_2$, and $MAD_3$, respectively. $V$ is given by

$$V = \left[ \frac{1}{2} \sum_{i=1}^{3} \left( 1 - \frac{MAD_i}{MAD_t} V_i \right) \right]$$

(3.6)

where
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(a) Current Frame  (b) Reference Frame

Figure 3.6. WSBM prediction motion vectors.

\[ MAD_t = \sum_{i=1}^{3} MAD_i \]

The factor of 1/2 is used for normalization purposes.

**Step 3:** \( MAD_V \) and \( MAD_0 \), the \( MAD \) value at \( V_0 = 0 \), are calculated. \( MAD_0 \) is checked to avoid the case where vector \( V \) leads to a worse matching than \( V_0 \) which can occur if slow motion is involved.

**Step 4:** \( MAD_V \) is compared with \( MAD_0 \). A value of \( MAD_V \) that is less than that of \( MAD_0 \) means that the \( V \) direction may lead to better matching. In this case, the new search origin is chosen by shifting the current block origin by vector \( V \). Also, the search window size is reduced by half since it is more likely that the starting position is in the neighborhood of the best match. On the other hand, if \( MAD_0 \) is less than \( MAD_V \), then the search origin remains \( V_0 \) and the search window size remains the same.

**Step 5:** A non-predictive search technique is applied to the modified search window origin
and size, which can be full search or any other search technique.

3.4.2 WSBM Results

The WSBM technique was implemented as part of the MPEG-2 encoder. Two sets of results were obtained. The first is a comparison between WSBM and the adaptive search window method (ASWM) [78]. The second comparison is with two different fast BMAs with and without the addition of WSBM. These algorithms are the MTSS search algorithm [74] and the orthogonal step search (OSS) algorithm [71].

In both simulations, three different standard sequences were used: Tennis, Flower, and Susie. The Tennis sequence contains fast movement in a small area of the scene, the Susie sequence presents a slow motion case, and the Flower sequence contains fast motion. All the other encoder parameters were fixed for all simulations. The sequence information and search window parameters were chosen as:

- GOP sequence IBBPBBBPBBPBBPBB
- SIF resolution 352 × 240 pixels/frame, 8 bits/pixel
- Initial search window range -16 to 16

The comparison criteria were chosen to be the number of block matching evaluations, compression ratio, and the average of the first-order entropy of the prediction error described in section 2.2.4. The number of block matching evaluations is important as an estimation of the computation complexity of the algorithm. The compression ratio and the first-order entropy give an estimate of the algorithm’s success to locate the best match.

Table 3.1 shows the achieved simulation results. As can be seen, the required number of block matching evaluations has been reduced dramatically down to 30% when using WSBM with the FS algorithm although the compression ratio is the same. The average entropy of the errors is almost the same in all cases.

Table 3.2 shows the percentage improvement obtained by adding WSBM to the OSS and the MTSS algorithms. As can be seen, the addition of WSBM has reduced the com-
### 3.5 Conclusions

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Criterion</th>
<th>Full search</th>
<th>WSBM</th>
<th>ASWM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tennis</td>
<td>Total BM evaluations (normalized)</td>
<td>1.00</td>
<td>0.30</td>
<td>0.62</td>
</tr>
<tr>
<td></td>
<td>Average first-order entropy</td>
<td>4.1371</td>
<td>4.1595</td>
<td>4.1401</td>
</tr>
<tr>
<td></td>
<td>Compression ratio</td>
<td>53:1</td>
<td>53:1</td>
<td>53:1</td>
</tr>
<tr>
<td>Flower</td>
<td>Total BM evaluations (normalized)</td>
<td>1.00</td>
<td>0.31</td>
<td>0.54</td>
</tr>
<tr>
<td></td>
<td>Average first-order entropy</td>
<td>4.6809</td>
<td>4.7427</td>
<td>4.6717</td>
</tr>
<tr>
<td></td>
<td>Compression ratio</td>
<td>22:1</td>
<td>22:1</td>
<td>22:1</td>
</tr>
<tr>
<td>Susie</td>
<td>Total BM evaluations (normalized)</td>
<td>1.00</td>
<td>0.31</td>
<td>0.58</td>
</tr>
<tr>
<td></td>
<td>Average first-order entropy</td>
<td>2.4054</td>
<td>2.4054</td>
<td>2.4051</td>
</tr>
<tr>
<td></td>
<td>Compression ratio</td>
<td>54:1</td>
<td>54:1</td>
<td>54:1</td>
</tr>
</tbody>
</table>

Table 3.1. *Comparison between WSBM and ASWM.*

Putational complexity of both algorithms. In both simulations, the visual quality of the produced sequences was almost identical.

### 3.5 Conclusions

Block-based motion estimation was discussed. Its formulation, parameters, existing solutions, etc., were explained. Different matching criteria as well as some of the most common block matching algorithms were presented. The fast algorithms used for performance comparisons such as the TSS, DS, and HS were explained in more detail. The chapter also dealt with the WSBM algorithm [79], which is one of the thesis contributions. Simulation results have shown that incorporating the WSBM to other search algorithms reduces their computational complexity without affecting the quality or the compression ratio of the reconstructed frames.
### Table 3.2. Improvements achieved by incorporating WSBM in MTSS and OSS

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Criterion</th>
<th>Improvement %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>MTSS</td>
</tr>
<tr>
<td>Tennis</td>
<td>Total BM evaluations</td>
<td>15.0</td>
</tr>
<tr>
<td></td>
<td>Average first-order entropy</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td>Compressed file size</td>
<td>0.62</td>
</tr>
<tr>
<td>Flower</td>
<td>Total BM evaluations</td>
<td>13.8</td>
</tr>
<tr>
<td></td>
<td>Average first-order entropy</td>
<td>2.48</td>
</tr>
<tr>
<td></td>
<td>Compressed file size</td>
<td>5.6</td>
</tr>
<tr>
<td>Susie</td>
<td>Total BM evaluations</td>
<td>13.1</td>
</tr>
<tr>
<td></td>
<td>Average first-order entropy</td>
<td>1.58</td>
</tr>
<tr>
<td></td>
<td>Compressed file size</td>
<td>0.02</td>
</tr>
</tbody>
</table>
Chapter 4

Simplex-Based Motion Estimation

The previous chapter described the motion estimation problem and its main parameters. In this chapter, a technique for block-based motion estimation using the simplex optimization method [35–37] is presented.

4.1 Introduction

In an $n$-dimensional optimization problem, a performance index is minimized in the $n$-dimensional space of the independent variables. This performance index is formulated based on the problem to be optimized. The simplex optimization is a method for solving any $n$-dimensional non-constrained optimization problem if the gradient of the performance index is not available. Since motion estimation can be formulated as a two-dimensional optimization problem, the simplex optimization method can be used to solve it.

This chapter provides an overview of the simplex optimization method and introduces a simplex-based block matching (SMPLX) algorithm. The performance and simulation results obtained are discussed and compared with results obtained using other block matching techniques.
4.2 Simplex Optimization Method

For an \( n \)-dimensional optimization problem, the simplex optimization method specifies a polyhedron of \( n+1 \) vertices and by using a set of operations, the polyhedron is moved away from higher-error to lower-error positions. These operations are: reflection, expansion, contraction, and reduction. The movement is achieved by locating the vertex that is associated with the highest-error value and then replacing it with another vertex of lower-error value through successive iterations. In each iteration, only one operation is performed. The simplex algorithm stops when no further improvement can be achieved (the highest-error value vertex cannot be replaced with lower-error value vertex) or no further improvement is required (the search reaches a specific maximum number of iterations or a specified minimum error value).

4.3 Simplex Optimization Method Operations

The simplex algorithm defines an initial search polyhedron of \( n+1 \) vertices, \( X_1, X_2, \ldots, X_{n+1} \) where \( X \) is an \( n \)-dimensional vector. Using an error function, \( F(X) \), to evaluate the error value at each vertex, the simplex algorithm searches for the value of \( X \) that minimizes \( F(X) \) by performing successive iterations in which the reflection, expansion, contraction, or reduction operations are used. The simplex operations, initialization, and termination are as follows:

- **Initialization**
  
  Given an initial point \( X_1 \), the remaining points can be evaluated as follows
  
  \[
  X_2 = X_1 + T e_1 \\
  X_3 = X_1 + T e_2 \\
  \ldots \ldots \\
  X_{n+1} = X_1 + T e_{n+1}
  \]

  where \( e_t \) is a unit vector in the \( t^{th} \) direction and \( T \) is an arbitrary step length.
4.3 Simplex Optimization Method Operations

Once the initial vertices are defined, the error value at each vertex is computed, the vertex with the highest-error value and the vertex with lowest-error value are labeled $X_h$ and $X_i$, respectively. In the case where $n = 2$ and the number of vertices is 3, the remaining vertex is labeled $X_m$.

- **Reflection**
  
  In the reflection operation, $X_h$ is reflected around the other vertices. The resulting vertex is labeled $X_r$ and is given by

  $$X_r = X_c + \alpha (X_c - X_h)$$  \hspace{1cm} (4.1)

  where $X_c$ is the centroid of all vertices in the except $X_h$ and is given by

  $$X_c = \frac{1}{N} \sum_{i=1}^{N+1} (X_i - X_h), \ i \neq h$$  \hspace{1cm} (4.2)

  and $\alpha$ is a reflection coefficient, $\alpha \geq 1$. The recommended value for $\alpha$ is 1 [35]. Figure 4.1 illustrates the reflection operation for $n = 2$.

  ![Simplex Reflection Operation](image)

  **Figure 4.1.** Simplex reflection operation.

  The error value at $X_r$, $F(X_r)$, is evaluated and

  - If $F(X_r) \leq F(X_i)$, then the expansion operation is performed next.
  - If $F(X_r) > F(X_i), i \neq h$, then contraction operation is performed next.
  - Otherwise, replace $X_h$ by $X_r$ and start next iteration with the reflection operation.
4.3 Simplex Optimization Method Operations

- **Expansion**
  The expansion operation follows reflection when \( F(X_r) \leq F(X_t) \). In the expansion operation, the reflection vertex \( X_r \) is stretched further to an expansion vertex \( X_e \) as shown in Figure 4.2. \( X_e \) is given by

  \[
  X_e = X_c + \gamma (X_r - X_c) \tag{4.3}
  \]

  where \( \gamma \) is an expansion coefficient. The recommended value for \( \gamma \) is 2 [35].

  ![Figure 4.2. Simplex expansion operation.](image)

  The error value at the expansion vertex \( X_e \), \( F(X_e) \), is evaluated and
  - If \( F(X_e) \leq F(X_t) \), then replace \( X_h \) by \( X_e \).
  - Otherwise, replace \( X_h \) by \( X_r \). Then start the next iteration with a new reflection operation.

- **Contraction**
  The contraction operation is used when \( F(X_r) > F(X_i) \), \( i \neq h \). In this case, the search has moved too far from \( X_c \) so the algorithm readjusts the search near \( X_c \) by contracting \( X_h \) to \( X_t \) as shown in Figure 4.3. Before computing \( X_t \), \( F(X_r) \) is compared to \( F(X_h) \). If \( F(X_r) \leq F(X_h) \), then \( X_h \) is replaced by \( X_r \). \( X_t \) is then evaluated as

  \[
  X_t = X_c + \beta (X_h - X_c) \tag{4.4}
  \]
where \( \beta (0 < \beta < 1) \) is a contraction coefficient. The recommended value for \( \beta \) is 0.5.

- If the resulting error value, \( F(X_t) < F(X_h) \), then \( X_h \) is replaced by \( X_t \) and a new iteration with a reflection operation is started.
- Otherwise, a reduction operation will be performed in the next iteration.

![Figure 4.3. Simplex contraction operation.](image)

- **Reduction**
The reduction operation is used when \( F(X_r) > F(X_h) \) or \( F(X_t) > F(X_h) \). In this case, the polyhedron is shrunk in the neighborhood of \( X_t \). All the vectors \( (X_i - X_t), i = 1, ..., n + 1 \), are reduced by one-half from \( X_t \) as given by

\[
X_i = X_t + 0.5(X_i - X_t)
\]  
(4.5)

Following reduction, a new iteration is started with a reflection operation.

![Figure 4.4. Simplex reduction operation.](image)
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- Termination
  After each search iteration, the simplex method performs a convergence test to check if the exit condition is met. The convergence test evaluates the standard deviation $\sigma$ of the $(n+1)$ error values for each vertex given by
  \[
  \sigma^2 = \frac{1}{n+1} \sum_{i=1}^{n+1} (F(X_i) - F')^2 \quad \text{where} \quad F' = \frac{1}{n+1} \sum_{i=1}^{n+1} F(X_i) \quad (4.6)
  \]
  If $\sigma$ is less than a predefined small value $\varepsilon$, the simplex algorithm stops based on the assumption that the last set of vertices is near the minimum point, and the search can be concluded. The complete flowchart of the simplex optimization method is shown in Figure 4.5.

4.4 Simplex-Based Block Matching Algorithm

As motion estimation can be formulated as a 2-D optimization problem, the simplex optimization method can be applied to find the best matching blocks. In the SMPLX algorithm, the polyhedron specified by the simplex method becomes a triangle. The algorithm uses this triangle to locate the best matching block. The error function representing the mismatch between two blocks is used as the simplex performance index. In addition, the algorithm modifies the following simplex parameters to be more suitable for motion estimation:

- Error evaluation function
- Boundary condition
- Initial search points
- Exit condition

Error Evaluation Function The error evaluation function can be any common block matching evaluation function such as $\text{MAD}$ (equation 3.1), $\text{SAD}$ (equation 3.2), $\text{MSE}$ (equation 3.3), or $\text{CCF}$ (equation 3.4). In our simulations, $\text{MAD}$ was used as an evaluation criterion.
Figure 4.5. Simplex algorithm flow chart.
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**Initial Search Points** The initial search points are chosen around the origin of the current macroblock or around the origin shifted by a prediction motion vector if one is available.

**Boundary Condition** In the SMPLX algorithm, a boundary condition is necessary as motion search is carried out in a limited search area. Due to this fact, if one of the search triangle vertices ends up outside the specified search area, it will be reflected back into the search area.

**Exit Condition** The standard-deviation-based exit condition is not very practical in motion estimation since it is very computationally expensive. An alternative approach is to check if the minimum error value obtained is less than a prespecified value. In addition, an upper limit for the maximum number of iterations per macroblock is added to make sure that the algorithm stops.

The values used for the reflection, expansion, and contraction coefficients i.e., $\alpha$, $\gamma$, and $\beta$, are as recommended in [35]. These values are based on experimental results and they are as follows: $\alpha = 1$, $\gamma = 2$, and $\beta = 0.5$. The following two subsections describe the SMPLX algorithm and its performance based on simulation results.

In the SMPLX algorithm, three vertices are needed to construct the simplex triangle and each vertex is represented by a 2-D vector $X_i = (x, y)$. The MAD at each vertex is referred to by $MAD(X_i)$. The SMPLX algorithm is as follows:

**Step 1:** Select three initial vertices $X_1$, $X_2$, and $X_3$. Each vertex represents a best-match candidate for the current block. Those initial vertices are computed as follows:

- $X_1$ is the search area origin
- $X_2 = X_1 + e_1$
- $X_3 = X_1 + e_2$

where $e_j$ is a unit vector in the $j^{th}$ direction and $T = 1$.

**Step 2:** Compute the $MAD$ at each vertex. Identify the vertex with the highest $MAD$ as $X_h$, the vertex with the lowest $MAD$ as $X_l$, and the middle vertex as $X_m$. Initialize the iteration counter $k = 0$. 
Step 3: Calculate the centroid vertex, \( X_c \), of all the vertices excluding \( X_h \) as

\[
X_c = \frac{1}{N} \sum_{i=1}^{N+1} (X_i - X_h), \quad i \neq h
\] (4.7)

Step 4 Reflection: Compute reflection vertex, \( X_r \), by reflecting \( X_h \) through \( X_c \) using equation 4.1. Calculate \( MAD(X_r) \) as well.

Step 5 Expansion: If \( MAD(X_r) \leq MAD(X_i) \), then reflection was successful. In this case, expand reflection vertex \( X_r \) to vertex \( X_e \) using equation 4.3.

If \( MAD(X_e) < MAD(X_i) \), replace \( X_h \) by \( X_e \), and go to step 3 with \( k = k + 1 \). Otherwise, replace \( X_h \) by \( X_r \), and go to step 3 with \( k = k + 1 \). In both cases, a vertex that has a lower \( MAD \) value than \( X_i \) is found and used to replace \( X_h \).

Step 6 Contraction: If \( MAD(X_r) > MAD(X_i) \) and \( i \neq h \), then the algorithm did not have successful reflections and the search triangle is likely in the neighborhood of a minimum position so the search triangle is contracted to approach that minimum position. Contract vector \( (X_h - X_c) \) using equation 4.4, replace \( X_h \) by \( X_c \), and continue from step 3 with \( k = k + 1 \).

Step 7 Reduction: If \( MAD(X_r) > MAD(X_h) \), reduce all the vectors \( (X_i - X_h) \) for \( i = 1, 2, 3 \), by one-half from \( X_i \) using equation 4.5, and return to step 3 with \( k = k + 1 \).

Termination Condition: The search is terminated when no change occurs in the vertices for two successive iterations, when the number of iterations exceeds a specified limit, or when the minimum value obtained is equal to or less than a specified error value.

4.5 Simulation Results

The SMPLX algorithm was implemented as part of an MPEG-2 encoder and was used to encode standard video sequences. The performance of the SMPLX algorithm was compared to that of the MTSS [74] and the FS algorithms. The MTSS was chosen for its low computational requirements and the FS was chosen for its capability to find the minimum search position without being trapped in a local minimum. Different video sequences with
different types of motion were used. The encoder parameters were fixed for all simulations. The sequence information and search window parameters were chosen as follows:

- GOP sequence IBBPBBPBBPBB
- Frame resolution: $352 \times 240$ pixels/frame, 8 bits/pixel
- Search window range -16 to 16

The comparison criteria used were the average number of block matching evaluations, the compression ratio, and the $MSE$ between the original frames and the reconstructed frames. The number of block matching evaluations provides an estimation of the computation complexity of the algorithm. The compression ratio and $MSE$ give an approximation of the algorithm’s capability to locate the best match.

Table 4.1 lists the average number of block matching comparisons for the different algorithms. As can be seen, the average number of block matching comparisons required by the $SMPLX$ algorithm is lower than that of the $MTSS$ and much less than that of the $FS$. This indicates that the $SMPLX$ algorithm is less computationally expensive than the other two algorithms. The compression ratio, on the other hand, did not change much between the three algorithms as can be seen in Table 4.2.

Table 4.3 presents the first-order entropy (equation 2.5) of the prediction errors. The $MSE$ is plotted in Figure 4.6 for the different video sequences. The figure indicates that the $SMPLX$ algorithm provided better performance than the $MTSS$ especially in areas that
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**Table 4.2. Compression ratio results.**

<table>
<thead>
<tr>
<th>Sequence</th>
<th><em>FS</em></th>
<th><em>MTSS</em></th>
<th><em>SMPLX</em></th>
</tr>
</thead>
<tbody>
<tr>
<td>Tennis</td>
<td>44.91</td>
<td>44.22</td>
<td>44.44</td>
</tr>
<tr>
<td>Flower</td>
<td>17.27</td>
<td>14.95</td>
<td>15.14</td>
</tr>
<tr>
<td>Susie</td>
<td>54.96</td>
<td>54.93</td>
<td>54.95</td>
</tr>
<tr>
<td>Football</td>
<td>18.24</td>
<td>18.15</td>
<td>18.17</td>
</tr>
</tbody>
</table>

**Table 4.3. Average first-order entropy comparison results.**

<table>
<thead>
<tr>
<th>Sequence</th>
<th><em>FS</em></th>
<th><em>MTSS</em></th>
<th><em>SMPLX</em></th>
</tr>
</thead>
<tbody>
<tr>
<td>Tennis</td>
<td>4.239251</td>
<td>4.301513</td>
<td>4.290848</td>
</tr>
<tr>
<td>Flower</td>
<td>4.745513</td>
<td>5.313476</td>
<td>5.153831</td>
</tr>
<tr>
<td>Susie</td>
<td>2.723500</td>
<td>2.820975</td>
<td>2.774492</td>
</tr>
<tr>
<td>Football</td>
<td>3.863005</td>
<td>3.959666</td>
<td>3.955665</td>
</tr>
</tbody>
</table>

contain fast motion as in the football sequence. The SMPLX algorithm also achieved comparable results to those achieved with the *FS* in terms of the visual quality of the reconstructed frames.

The SMPLX algorithm was published in [80]. A similar approach based on the simplex optimization method was also presented in [81–84]. The SMPLX and the other algorithms employ different boundary conditions and were simulated in different applications which makes them difficult to compare.

**4.6 Performance of the SMPLX Algorithm**

Simulation results indicate that the SMPLX algorithm is less computationally expensive than other fast BMAs without introducing any significant deterioration in the quality of the reconstructed video or compression ratio. However, a detailed analysis of the performance
of the SMPLX algorithm suggests that although it offers a very good performance, it has certain disadvantages, as follows, that can be improved:

- The search triangle can collapse to a point or line
- Uses floating-point calculations
- Offers limited control over the search triangle size and exit condition

**The search triangle can collapse to a point or line**

The simplex optimization method was originally proposed for the continuous-parameter space. The SMPLX algorithm, however, is run in a discrete-parameter space. This some-
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times leads to the collapse of the search triangle to a point or a line due to the digital grid approximation after vertex calculations.

Uses floating-point calculations

The SMPLX algorithm uses floating-point calculations to compute reflection, expansion, contraction, and reduction operations which are relatively slow compared to integer-based operations. Floating-point computations are not as significant as MAD computations. However, replacing floating-point calculations with integer-based ones would reduce the overall computational complexity of the algorithm and make it easier to implement in hardware.

Offers limited control over the search triangle size and exit condition

The movement of the search triangle in the SMPLX algorithm is not fully controllable. As an example, the triangle may increase dramatically in size, shrink too much, collapse to a point or a line, etc. Consequently, several search iterations may be performed without any new outcome.

4.7 Conclusions

A new block-based motion estimation algorithm based on the simplex optimization method was presented. The SMPLX algorithm defines a search triangle and by using various operations such as reflection, expansion, contraction, and reduction in successive iterations, the search triangle is moved, redirected, or resized until the best matching block is found. These operations provide the algorithm with a high flexibility and efficiency to locate the best-matching block by checking a small number of search positions compared to other algorithms. In addition, the flexible behavior of the SMPLX algorithm improves its ability to avoid being trapped in local minimum. Simulation results indicated that the SMPLX algorithm is less computationally expensive compared to some other block matching algorithms such as the FS and the MTSS without degrading other compression factors such as quality of the reconstructed frames or the compression ratio.
Chapter 5

Flexible Triangle Search for
Block-Based Motion Estimation

The previous chapter described the simplex optimization method and introduced the SM-PLX algorithm. In this chapter, a new algorithm for block-based motion estimation, the flexible triangle search (FTS) algorithm is presented.

5.1 Introduction

The FTS algorithm is a simplex-based block-based motion estimation that uses a search triangle to locate the minimum error. In the FTS algorithm, the use of the search triangle was motivated by the simplex optimization method used in the previous chapter and the FTS algorithm was further adapted to the discrete grid used in motion estimation.

The FTS algorithm was compared to other fast algorithms such as the diamond search (DS) and the hexagon search (HS) as well as the SMPLX algorithm and it was found to be much more efficient than the other algorithms. Considering that the DS and the HS are two of the most efficient motion search algorithms, it can be concluded that the FTS algorithm is one of the top motion search algorithms available.
5.2 The FTS Algorithm

The objective of the FTS algorithm is to find the best matching block using a specified matching criterion such as the MAD or the SAD described in chapter 3. It uses sets of triangles of different sizes to perform the search. Like the SMPLX algorithm, the FTS algorithm uses reflection, expansion, and contraction operations to move or resize the triangle. In addition, it uses a new operation, translation, to move the triangle to another position. The FTS defines several triangle levels. Each level includes triangles of the same size but different orientations. Triangles in the same level reflect to each other to simulate the simplex reflection operation. The FTS switch between different levels to simulate the expansion and contraction operations. Figure 5.1 displays the triangles for levels 0 to 2. More than 3 levels could be used, however, experimental results have shown that 3-4 levels are entirely satisfactory for the commonly used search window sizes. The vertices of the triangles in these levels are always on the integer grid. Each triangle is defined by its identification id and its level, i.e., T21 stands for triangle T, level 2, and id 1.

The triangle ids for the three levels are:

Level 0 = \{T00, T01, T02, T03\}

Level 1 = \{T10, T11, T12, T13, T14, T15\}

Level 2 = \{T20, T21, T22, T23, T24, T25\}

To facilitate the representation of the search triangles in look-up tables (LUTs), the vertices of these triangles are denoted as \(V_0, V_A, V_B\) where \(V_0\) is the center point and \(V_A, V_B\) are the vertices in counterclockwise sense from \(V_0\). Thus, the coordinates of the three vertices of a triangle can be obtained from the triangle id and the coordinates of \(V_0\).

Based on the above notation, the basic operations of the FTS algorithm, reflection, expansion, contraction, and translation can be represented using LUTs and can be computed without floating point operations. Table 5.1 lists level 0 triangles, and their possible reflections and expansions which are also illustrated in Figures 5.2 and 5.3 respectively. Tables 5.2 and 5.3 list level 1 and level 2 triangles respectively. Similar tables for reflec-
Figure 5.1. Triangle sets for levels 0 to 2.

tion and expansion can be constructed for the other levels. The important implication of these tables is that the *FTS* algorithm can be implemented using these tables and all search operations can then be done using integer calculations. Thus the computational efficiency can be greatly increased.

Contraction from level 2 to 1 is straightforward since the triangle orientation does not change. However, contraction from level 1 to level 0 requires some modifications since the number of triangles in level 0 is less than the number of triangles in level 1 as shown in
Table 5.1. Group 0 look-up table of the FTS algorithm.

<table>
<thead>
<tr>
<th>Current Triangle Level 0</th>
<th>New Triangle Level 0</th>
<th>Origin Shift V0</th>
<th>Test Point Ve</th>
<th>New Triangle Level 1</th>
<th>Test Point Ve</th>
<th>Expansion of V0 reflection-vertex</th>
<th>Expansion of V0 reflection-vertex</th>
<th>V3 reflection around V0 and V3</th>
<th>Expansion of V0 reflection-vertex</th>
<th>V3 reflection around V0 and V3</th>
<th>Expansion of V0 reflection-vertex</th>
<th>V3 reflection around V0 and V3</th>
<th>Expansion of V0 reflection-vertex</th>
</tr>
</thead>
<tbody>
<tr>
<td>T00</td>
<td>T02</td>
<td>(1,1)</td>
<td>(2,2)</td>
<td>T14</td>
<td>(3,0)</td>
<td>T10</td>
<td>T12</td>
<td>T01</td>
<td>(0,0)</td>
<td>T11</td>
<td>(2,0)</td>
<td>T11</td>
<td></td>
</tr>
<tr>
<td>T01</td>
<td>T03</td>
<td>(-1,1)</td>
<td>(-2,2)</td>
<td>T10</td>
<td>(3,0)</td>
<td>T00</td>
<td>T13</td>
<td>T02</td>
<td>(0,0)</td>
<td>T12</td>
<td>(0,0)</td>
<td>T12</td>
<td></td>
</tr>
<tr>
<td>T02</td>
<td>T00</td>
<td>(-1,1)</td>
<td>(-2,2)</td>
<td>T11</td>
<td>(3,0)</td>
<td>T01</td>
<td>T15</td>
<td>T03</td>
<td>(0,0)</td>
<td>T14</td>
<td>(2,0)</td>
<td>T14</td>
<td></td>
</tr>
<tr>
<td>T03</td>
<td>T01</td>
<td>(1,1)</td>
<td>(2,2)</td>
<td>T13</td>
<td>(3,0)</td>
<td>T02</td>
<td>T10</td>
<td>T00</td>
<td>(0,0)</td>
<td>T15</td>
<td>(0,0)</td>
<td>T15</td>
<td></td>
</tr>
</tbody>
</table>

Figure 5.2. Possible reflections for level 0 triangles. The original triangle is the dark one.
Figure 5.3. Result of reflection followed by expansion of triangle T00. T00 is shown using solid lines and the resulting level 1 triangles are shown using dotted lines.

Table 5.2. Group 1 look-up table of the FTS algorithm.

<table>
<thead>
<tr>
<th>Current Triangle Level 1</th>
<th>New Triangle Level 1</th>
<th>Origin Shift Vb</th>
<th>Test Point Ve</th>
<th>New Triangle Level 2</th>
<th>Origin Shift Vb</th>
<th>Test Point Ve</th>
<th>Expansion of V0 around Vb and Vf</th>
<th>Expansion of Vf around V0 and Vf</th>
<th>Expansion of V0 reflection-vertex</th>
<th>Expansion of Vf reflection-vertex</th>
</tr>
</thead>
<tbody>
<tr>
<td>T10</td>
<td>T13</td>
<td>(3,-2)</td>
<td>(5,3)</td>
<td>T23</td>
<td>(3,3)</td>
<td>T25</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T11</td>
<td>T14</td>
<td>(3,2)</td>
<td>(5,3)</td>
<td>T24</td>
<td>(1,4)</td>
<td>T20</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T12</td>
<td>T15</td>
<td>(0,4)</td>
<td>(0,6)</td>
<td>T25</td>
<td>(4,-1)</td>
<td>T21</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T13</td>
<td>T10</td>
<td>(-3,2)</td>
<td>(-5,3)</td>
<td>T20</td>
<td>(3,3)</td>
<td>T22</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T14</td>
<td>T11</td>
<td>(-3,-2)</td>
<td>(-5,3)</td>
<td>T21</td>
<td>(1,4)</td>
<td>T23</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T15</td>
<td>T12</td>
<td>(0,-4)</td>
<td>(0,-6)</td>
<td>T22</td>
<td>(-4,1)</td>
<td>T24</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 5.3. *Group 2 look-up table of the FTS algorithm.*

<table>
<thead>
<tr>
<th>Current Triangle Level 2</th>
<th>New Triangle Level 2</th>
<th>Origin Shift V0</th>
<th>Test Point Ve</th>
<th>New Triangle Level 3</th>
<th>Origin Shift V0</th>
<th>Test Point Ve</th>
<th>New Triangle Level 3</th>
<th>Expansion of ( V_A ) reflection-vertex</th>
<th>Expansion of ( V_D ) reflection-vertex</th>
</tr>
</thead>
<tbody>
<tr>
<td>T20</td>
<td>T23</td>
<td>(6,-4)</td>
<td>(8,-5)</td>
<td>T33</td>
<td>T25</td>
<td>(0,0)</td>
<td>(-4,-4)</td>
<td>T35</td>
<td>T21</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0,0)</td>
<td>(2.5)</td>
</tr>
<tr>
<td>T21</td>
<td>T24</td>
<td>(6,-4)</td>
<td>(8,5)</td>
<td>T34</td>
<td>T20</td>
<td>(0,0)</td>
<td>(2,-5)</td>
<td>T30</td>
<td>T22</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0,0)</td>
<td>(-4.4)</td>
</tr>
<tr>
<td>T22</td>
<td>T25</td>
<td>(0,0)</td>
<td>(0,0)</td>
<td>T35</td>
<td>T21</td>
<td>(0,0)</td>
<td>(6,2)</td>
<td>T31</td>
<td>T23</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0,0)</td>
<td>(-4,-2)</td>
</tr>
<tr>
<td>T23</td>
<td>T20</td>
<td>(-6,-4)</td>
<td>(-8,5)</td>
<td>T30</td>
<td>T22</td>
<td>(0,0)</td>
<td>(4.4)</td>
<td>T32</td>
<td>T24</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0,0)</td>
<td>(-2,-5)</td>
</tr>
<tr>
<td>T24</td>
<td>T21</td>
<td>(-6,-4)</td>
<td>(-8,5)</td>
<td>T31</td>
<td>T23</td>
<td>(0,0)</td>
<td>(-2,5)</td>
<td>T33</td>
<td>T25</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0,0)</td>
<td>(4,-4)</td>
</tr>
<tr>
<td>T25</td>
<td>T22</td>
<td>(0,-8)</td>
<td>(-8,5)</td>
<td>T32</td>
<td>T24</td>
<td>(0,0)</td>
<td>(-6,2)</td>
<td>T34</td>
<td>T20</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0,0)</td>
<td>(6,-2)</td>
</tr>
</tbody>
</table>
Table 5.4. Contraction from level 1 to level 0 Triangles.

<table>
<thead>
<tr>
<th>Original triangle (level 1)</th>
<th>New triangle (level 0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>T10</td>
<td>T03</td>
</tr>
<tr>
<td>T11</td>
<td>T00</td>
</tr>
<tr>
<td>T12</td>
<td>T00</td>
</tr>
<tr>
<td>T13</td>
<td>T01</td>
</tr>
<tr>
<td>T14</td>
<td>T02</td>
</tr>
<tr>
<td>T15</td>
<td>T02</td>
</tr>
</tbody>
</table>

Figure 5.1. The contractions from level 1 to 0 are listed in Table 5.4.

Like most other algorithms, the FTS algorithm is easily integrated with early termination and motion vector prediction techniques to improve its computational performance. When motion prediction is used, the predictive motion vector is used as the center of the starting triangle group. In addition, an early termination condition based on the SAD value is added.

The FTS algorithm can now be described as follows:

Given a reference frame $S_{t-1}(x, y)$, an $M \times N$ macroblock in the current frame $S_t(x, y)$, find the displacement vector $V_{\text{min}} = (dx, dy)$ so that $SAD(V_{\text{min}})$ in equation 5.1 is minimized.

$$SAD(dx, dy) = \sum_{x=0}^{N-1} \sum_{y=0}^{M-1} |S_t(x, y) - S_{t-1}(x + dx, y + dy)|$$ (5.1)

The details of the FTS algorithm are as follows:

**Step 1: Initialization**

Initialize the current triangle level, current triangle within that set, and initial triangle vertices $V_0$, $V_A$, and $V_B$ in the search area. Choose $V_0$ as the origin of the search window. If motion vector prediction is used, shift $V_0$ by the predictive motion vector. Initialize the
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iteration counter $K = 0$ and set translation vector $V_d$ to 0 and displacement vector $V_{\text{min}}$ to $V_0$.

Step 2: Check termination

- Check termination conditions. If any termination condition is satisfied, then terminate the search.

- Determine the SAD for each new vertex in the current triangle. Identify the vertex with the highest SAD value as $V_h$, the vertex with the lowest SAD value as $V_l$, and the vertex with the middle SAD value as $V_{\text{mid}}$.

- If the previous step was a successful expansion or translation operation, go to step 6; otherwise continue to step 3.

Step 3: Reflection

- Get a new vertex $V_r$ by reflecting $V_h$ of the current triangle using the table corresponding to the current level and calculate $SAD(V_r)$.

- If $SAD(V_r) < SAD(V_h)$, go to step 4; otherwise go to step 5.

Step 4: Expansion

- Locate the expansion vertex $V_e$ for the current triangle using the appropriate triangle level table.

- If $SAD(V_e) < SAD(V_r)$, then expansion was successful; increase the triangle level and update the current triangle. Calculate the translation vector between the reflection and expansion vertices, $V_d$, using $V_d = V_e - V_r$.

- If $SAD(V_e) < SAD(V_{\text{min}})$, set $V_{\text{min}} = V_e$ and go to step 2 with $K = K + 1$.

- If $SAD(V_e) \geq SAD(V_r)$, then expansion was not successful. Update the current triangle by replacing $V_h$ by $V_r$. If $SAD(V_r) < SAD(V_{\text{min}})$ set $V_{\text{min}} = V_r$ and go to step 2 with $K = K + 1$. 
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Step 5: Contraction

- If the current level is 0, then no more contractions can be done. In this case, terminate the search. Otherwise, contract the triangle by reducing the triangle level. Update the current triangle and set $K = K + 1$; then go to step 2.

Step 6: Translation

- Find a new vertex, $V_i$, by translating $V_i$ using $V_i = V_i + V_a$ and calculate $SAD(V_i)$.
- If $SAD(V_i) < SAD(V_i)$, then translation was successful; replace $V_i$ by $V_i$, set $K = K + 1$. If $SAD(V_i) < SAD(V_{min})$, set $V_{min} = V_i$ and go to step 2.
- If $SAD(V_i) \geq SAD(V_i)$, then translation was not successful; set $V_i$ as the origin of the next search triangle and $K = K + 1$ and go to step 2.

Termination Conditions: The search is terminated if

- no more successful contraction operations are possible
- the number of search iterations reaches a pre-specified limit (Kmax)
- the value of $SAD$ becomes less than a pre-specified threshold ExitSAD

The relationship between the FTS algorithm operations and triangle levels is illustrated in Figure 5.4 and the complete flow chart of the algorithm is shown in Figure 5.5.

Based on the above description of the FTS algorithm, the effect of the basic operations is as follows:

1. Each reflection operation moves the triangle away from positions of large error using only one $SAD$ calculation while most other fast algorithms require several $SAD$ calculations.

2. Expansion operation speeds up the search by increasing the step and thus avoiding unnecessary intermediate $SAD$ calculations. The contraction operation reduces the search step to achieve a higher resolution.

3. The translation operation is useful when a translational motion is detected during the search. The FTS algorithm uses the translation operation if a successful expansion
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follows a successful reflection in which case the chosen direction of expansion may yield a better minimum point. These operations provide the algorithm with excellent search flexibility. Further, the reflection operation can help to avoid inferior local minima.

The FTS algorithm has the following useful features

- It is optimized for an integer grid and for performing all operations using integer calculations.
- Most of the calculations are predefined in look-up tables, which can easily be accessed during the search process.

Figure 5.4. Relation between the FTS operations reflection, expansion, contraction and triangle levels.
Figure 5.5. Flowgraph of the FTS algorithm.
• Search triangles are predefined and, consequently, it is not possible for two or three vertices to coincide and thus the triangle cannot collapse to a line or point.

• The flow control and exit conditions are robust.

5.3 Illustrative Example

An example of the search pattern using the FTS algorithm is illustrated in Figure 5.6. The search starts at the origin of the search window and concludes by finding $V_{min}$ which represents the location with the minimum $SAD$. The steps involved are as follows:

![Diagram of search pattern using FTS algorithm](image)

**Figure 5.6.** Example of a search pattern using the FTS algorithm.

1. Start: The triangle search starts at level 0; the current triangle is $T00$ with initial vertices $V_1, V_3,$ and $V_2$. In this case $SAD(V_1)$ is the maximum and $SAD(V_3)$ is the minimum. Thus, $V_1$ is set equal to $V_2$, $V_3$ to $V_1$ and $V_{min}$ to $V_3$.

2. Reflection: The triangle vertex $V_1$ is reflected to $V_4$. Since $SAD(V_4) < SAD(V_1)$, reflection is successful and should be followed by expansion. The new triangle becomes $T02$. 

3. Expansion: An expansion operation is performed at \( V_5 \) and since \( SAD(V_5) < SAD(V_6) \), expansion is considered successful. The current triangle is then expanded to \( T14 \) (based on Table 5.1) with vertices \( V_2, V_5, \) and \( V_6 \). \( V_d \) is calculated from \( V_d = V_e - V_r = (1, 1) \). Since in this case, \( SAD(V_5) > SAD(V_{min}) \), \( V_{min} \) will not be updated.

4. Translation: Since the last operation was successful, translation is attempted. Using the translation vector \( V_d = (1, 1) \) from the expansion step, a translation of the current triangle is attempted to \( V_7, V_8, \) and \( V_9 \). In this case, \( SAD(V_9) \) is the maximum error, \( SAD(V_8) \) is the minimum error and it is less than \( SAD(V_{min}) \). As a result \( V_{min} \) is updated to \( V_8 \). The triangle id remains \( T14 \).

5. Reflection: Since the last operation was a successful translation and the second translation attempted did not lead to a vertex with a lower error than \( SAD(V_8) \), a reflection is attempted by reflecting \( V_9 \) to \( V_{10} \). Since \( SAD(V_{10}) < SAD(V_9) \), this operation is a successful reflection. In the reflected triangle, \( SAD(V_7) \) is the maximum error. Further, \( SAD(V_{10}) > SAD(V_8) \) so \( V_8 \) remains the minimum point and \( V_{min} \) is not updated. The new triangle becomes \( T15 \).

6. Reflection: Expansion is not successful, so reflection is attempted by reflecting \( V_7 \) to \( V_{11} \). Since \( SAD(V_{11}) < SAD(V_8) < SAD(V_7) \), the reflection was successful and also \( V_{min} \) is updated to \( V_{11} \). The new triangle becomes \( T12 \).

7. Contraction: Expansion and reflection are not successful and thus contraction is attempted. Based on Table 5.4, \( T12 \) is contacted to \( T00 \). In the new triangle, \( SAD(V_{12}) \) is the lowest and is also lower than \( SAD(V_{min}) \). Thus \( V_{min} \) is updated to \( V_{12} \).

8. Exit: An additional reflection does not lead to lower values for \( SAD \). In addition, it is not possible to contract to a lower level. The algorithm exits with the location of the minimum \( SAD \) value in \( V_{min} \).
5.4 Performance Analysis

The FTS algorithm was integrated as part of the JVT/H.264 reference encoder. In the earlier version of the algorithm, which was published in [85], the H.263 was used in the simulation. The FTS algorithm was compared to the NTSS [55], the FS, the DS [59], and the HS [64] algorithms. The NTSS is well known for its simplicity while the DS and the HS are well known for their low computational requirements. For purposes of comparison, scenes with different kinds of movement have been used. In addition, both QCIF and CIF resolutions were used.

Except for the search algorithm, all other encoding parameters were kept fixed. These parameters include:

- Macroblock size \((16 \times 16)\)
- Search area size \((16 \times 16)\)
- Rate control algorithm
- Motion vector prediction is included
- Early exit condition when \(SAD\) value become less than a specified value (ExitSAD)
- Number of \(I\) and \(P\) frames per each test sequence

Table 5.5 lists the average number of block matching comparisons per frame obtained. As can be seen, the average number of block matching comparisons required by the FTS algorithm is less than that of the NTSS, the FS, the DS, and the HS. These results indicate that the FTS algorithm is more computationally efficient than any of the other three techniques.

The compression ratio results in Table 5.6 indicate that the FTS algorithm produced slightly less compression ratio than the FS and comparable results to the DS, the HS, and the NTSS. In all cases, the difference in compression ratio was within 1%, which is almost negligible given the reduction achieved in the amount of computation.

The average \(PSNR(Y)\) results with and without using rate control are presented in Table 5.8 and Table 5.7, respectively. For a qualitative comparison, Figure 5.7 shows the
reconstructed frames using the different algorithms. The visual difference is hardly noticeable. It can be inferred from Tables 5.8 and 5.7 and Figures 5.7 and 5.8 that the $PSNR(Y)$ values obtained using the $FTS$ algorithm are comparable to these of the $NTSS$, the $DS$, and the $HS$. In addition, these values are also very close to those of the $FS$.

Figure 5.8 displays the $PSNR(Y)$ values for each frame while Figure 5.9 shows the changes of $PSNR(Y)$ at different bit rates. As shown, the $FTS$ algorithm is comparable to that of other algorithms except for the $FS$.

From the above comparison, it is clear that the compression ratios, as well as the average $PSNR$ and visual quality of the reconstructed frames for all algorithms used in the
Table 5.6. *Compression ratios.*

<table>
<thead>
<tr>
<th>Sequence</th>
<th>FS</th>
<th>NTSS</th>
<th>DS</th>
<th>HS</th>
<th>FTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>QCIF resolution 176 × 144</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Miss America</td>
<td>279.67</td>
<td>279.19</td>
<td>276.33</td>
<td>278.67</td>
<td>280.37</td>
</tr>
<tr>
<td>Akyio</td>
<td>312.43</td>
<td>312.50</td>
<td>312.91</td>
<td>313.16</td>
<td>313.00</td>
</tr>
<tr>
<td>News</td>
<td>105.21</td>
<td>105.14</td>
<td>105.17</td>
<td>105.34</td>
<td>104.85</td>
</tr>
<tr>
<td>Silent</td>
<td>91.64</td>
<td>91.39</td>
<td>91.60</td>
<td>91.40</td>
<td>91.38</td>
</tr>
<tr>
<td>Coastguard</td>
<td>38.54</td>
<td>38.50</td>
<td>38.50</td>
<td>38.51</td>
<td>38.42</td>
</tr>
<tr>
<td>Foreman</td>
<td>54.42</td>
<td>54.82</td>
<td>54.60</td>
<td>54.49</td>
<td>54.70</td>
</tr>
<tr>
<td>Carphone</td>
<td>49.90</td>
<td>49.91</td>
<td>49.86</td>
<td>49.75</td>
<td>49.89</td>
</tr>
<tr>
<td>Stefan</td>
<td>13.84</td>
<td>13.80</td>
<td>13.80</td>
<td>13.77</td>
<td>13.70</td>
</tr>
<tr>
<td>CIF resolution 352 × 288</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coastguard</td>
<td>413.36</td>
<td>413.69</td>
<td>414.13</td>
<td>413.40</td>
<td>413.63</td>
</tr>
<tr>
<td>Inline Container</td>
<td>31.94</td>
<td>31.97</td>
<td>31.96</td>
<td>31.97</td>
<td>31.96</td>
</tr>
<tr>
<td>Foreman</td>
<td>174.38</td>
<td>173.47</td>
<td>173.88</td>
<td>173.54</td>
<td>173.34</td>
</tr>
<tr>
<td>Paris</td>
<td>68.61</td>
<td>68.20</td>
<td>67.95</td>
<td>67.03</td>
<td>67.32</td>
</tr>
<tr>
<td>Stefan</td>
<td>64.37</td>
<td>64.24</td>
<td>64.22</td>
<td>64.15</td>
<td>64.04</td>
</tr>
</tbody>
</table>

comparison are not significantly different. This indicates that the significant reduction of the computational complexity obtained using the *FTS* algorithm did not come at the expense of visual quality deterioration or compression efficiency reduction.

The estimated reduction in the number of block matching computations when the *FTS* algorithm is used is around 30-60% depending on the video sequence.

In order to verify the stability and consistency of the *FTS* algorithm for different sequences, the performance of the *FTS* and other algorithms for different sequences is plotted in Figure 5.10. The use of LUTs to store the vertex data improved the computational efficiency of the algorithm. The required memory to store these LUTs is approximately
Table 5.7. Average PSNR(Y) (with rate control disabled)

<table>
<thead>
<tr>
<th>Sequence</th>
<th>FS</th>
<th>NTSS</th>
<th>DS</th>
<th>HS</th>
<th>FTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>QCIF resolution 176 × 144</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Miss America</td>
<td>39.62</td>
<td>39.63</td>
<td>39.63</td>
<td>39.64</td>
<td>39.61</td>
</tr>
<tr>
<td>Akyio</td>
<td>37.8</td>
<td>37.79</td>
<td>37.77</td>
<td>37.77</td>
<td>37.77</td>
</tr>
<tr>
<td>News</td>
<td>36.26</td>
<td>36.26</td>
<td>36.23</td>
<td>36.24</td>
<td>36.25</td>
</tr>
<tr>
<td>Silent</td>
<td>35.45</td>
<td>35.46</td>
<td>35.47</td>
<td>35.47</td>
<td>35.47</td>
</tr>
<tr>
<td>Coastguard</td>
<td>33.85</td>
<td>33.86</td>
<td>33.86</td>
<td>33.85</td>
<td>33.86</td>
</tr>
<tr>
<td>Foreman</td>
<td>34.93</td>
<td>34.91</td>
<td>34.9</td>
<td>34.9</td>
<td>34.9</td>
</tr>
<tr>
<td>Carphone</td>
<td>36.03</td>
<td>36.02</td>
<td>36.01</td>
<td>35.99</td>
<td>35.98</td>
</tr>
<tr>
<td>Stefan</td>
<td>33.76</td>
<td>33.76</td>
<td>33.76</td>
<td>33.75</td>
<td>33.76</td>
</tr>
<tr>
<td>CIF resolution 352 × 288</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coastguard</td>
<td>39.31</td>
<td>39.30</td>
<td>39.31</td>
<td>39.31</td>
<td>39.32</td>
</tr>
<tr>
<td>Container</td>
<td>34.32</td>
<td>34.30</td>
<td>34.3</td>
<td>34.3</td>
<td>34.29</td>
</tr>
<tr>
<td>Foreman</td>
<td>35.54</td>
<td>35.53</td>
<td>35.53</td>
<td>35.53</td>
<td>35.52</td>
</tr>
<tr>
<td>Paris</td>
<td>35.89</td>
<td>35.89</td>
<td>35.87</td>
<td>35.86</td>
<td>35.87</td>
</tr>
<tr>
<td>Stefan</td>
<td>35.11</td>
<td>35.12</td>
<td>35.11</td>
<td>35.12</td>
<td>35.12</td>
</tr>
</tbody>
</table>

200 bytes, which is very insignificant given current advances in memory sizes and the total memory allocated by the encoder.

Table 5.9 compares the number of block matching evaluations required by the FTS algorithm relative to those required by the NTSS, DS, and HS algorithms.

5.5 Conclusions

The FTS algorithm for block-matching motion estimation was introduced. The algorithm is based on the simplex optimization method and is adapted for a discrete grid. The FTS
Table 5.8. Average PSNR(Y) (with rate control enabled)

<table>
<thead>
<tr>
<th>Sequence</th>
<th>FS</th>
<th>NTSS</th>
<th>DS</th>
<th>HS</th>
<th>FTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>QCIF resolution 176 \times 144</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Miss America</td>
<td>44.16</td>
<td>44.14</td>
<td>44.12</td>
<td>44.14</td>
<td>44.15</td>
</tr>
<tr>
<td>Akyio</td>
<td>45.39</td>
<td>45.4</td>
<td>45.41</td>
<td>45.38</td>
<td>45.44</td>
</tr>
<tr>
<td>Silent</td>
<td>37.96</td>
<td>37.98</td>
<td>37.95</td>
<td>37.96</td>
<td>37.94</td>
</tr>
<tr>
<td>Coastguard</td>
<td>31.51</td>
<td>31.49</td>
<td>31.48</td>
<td>31.49</td>
<td>31.47</td>
</tr>
<tr>
<td>Foreman</td>
<td>36.84</td>
<td>36.85</td>
<td>36.84</td>
<td>36.83</td>
<td>36.85</td>
</tr>
<tr>
<td>Carphone</td>
<td>38.16</td>
<td>38.13</td>
<td>38.14</td>
<td>38.13</td>
<td>38.13</td>
</tr>
<tr>
<td>Stefan</td>
<td>28.55</td>
<td>28.5</td>
<td>28.51</td>
<td>28.5</td>
<td>28.46</td>
</tr>
<tr>
<td>CIF resolution 352 \times 288</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coastguard</td>
<td>43.36</td>
<td>43.35</td>
<td>43.36</td>
<td>43.35</td>
<td>43.33</td>
</tr>
<tr>
<td>Container</td>
<td>32.61</td>
<td>32.61</td>
<td>32.60</td>
<td>32.60</td>
<td>32.59</td>
</tr>
<tr>
<td>Foreman</td>
<td>36.46</td>
<td>36.46</td>
<td>36.45</td>
<td>36.46</td>
<td>36.44</td>
</tr>
<tr>
<td>Paris</td>
<td>35.82</td>
<td>35.77</td>
<td>35.74</td>
<td>35.68</td>
<td>35.72</td>
</tr>
<tr>
<td>Stefan</td>
<td>35.07</td>
<td>35.08</td>
<td>35.01</td>
<td>35.04</td>
<td>34.97</td>
</tr>
</tbody>
</table>

The algorithm uses a set of triangles of different sizes to perform the reflection, expansion, contraction, and translation operations. These operations enable the FTS algorithm to quickly change the search direction and switch between coarser and finer searches.

The proposed technique was implemented as part of H.264 encoder and compared with some other popular block-matching algorithms. Results indicated that the proposed technique requires significantly less block matches than other fast algorithms without any significant reduction in the compression ratio or deterioration of the visual quality of the reconstructed frames. The FTS algorithm results were published in [85, 86] and a patent application for the algorithm has been submitted by the University of Victoria Innovation
5.5 Conclusions

Figure 5.7. Reconstructed frame number 255 for Foreman QCIF.

Figure 5.8. PSNR value per each frame.

and Development Corporation [87].
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\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{psnr_bit_rate.png}
\caption{PSNR verses bit rate.}
\end{figure}
Figure 5.10. *Average number of block matching per macroblock for each algorithm.*
5.5 Conclusions

Table 5.9. *Computational improvement of the FTS algorithm relative to other algorithms.*

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Number of block matching in FTS</th>
<th>Improvement with respect to other algorithms, %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>NTSS</td>
</tr>
<tr>
<td>Miss America</td>
<td>9.04</td>
<td>54.80</td>
</tr>
<tr>
<td>Akyio</td>
<td>6.51</td>
<td>62.46</td>
</tr>
<tr>
<td>News</td>
<td>6.83</td>
<td>60.95</td>
</tr>
<tr>
<td>Silent</td>
<td>7.23</td>
<td>59.08</td>
</tr>
<tr>
<td>Coastguard</td>
<td>7.37</td>
<td>59.39</td>
</tr>
<tr>
<td>Foreman</td>
<td>8.20</td>
<td>57.09</td>
</tr>
<tr>
<td>Carphone</td>
<td>8.44</td>
<td>56.34</td>
</tr>
<tr>
<td>Stefan</td>
<td>8.33</td>
<td>56.23</td>
</tr>
</tbody>
</table>
Chapter 6

Extensions of the FTS Algorithm for Improved Block-Based Motion Estimation

This chapter presents several improvements to the FTS introduced in the previous chapter.

6.1 Introduction

The FTS algorithm described in the previous chapter has demonstrated exceptional performance. Further analysis of the algorithm's behavior has led to additional enhancements which will be described in this chapter. These enhancements are as follows:

- Reducing the amount of computation and increasing the accuracy of the FTS by avoiding repeated computations and premature exit.
- Extending the FTS to support a combined full-pixel and half-pixel motion search.
- Improving the selection of the initial triangle by adding prediction techniques.

6.2 Enhanced FTS

Analysis of the FTS performance showed that the FTS algorithm sometimes exits prematurely at the initialization stage if a reflection operation fails. Further, it is possible for
the search triangle to revisit the same search position more than once, especially if those positions lie on different triangles at different levels.

This section describes an enhanced FTS (EFTS) which uses a reduced number of block matching operations by avoiding repeated SAD computations. In addition, the EFTS increases the accuracy of the motion vectors obtained by avoiding premature exit.

### 6.2.1 EFTS Improvements

The proposed enhancements consist of the following:

- An extra condition to check whether the required SAD has been previously computed or not.
- An extra operation to load the stored SAD value or to save the newly computed one.

The reduction in the number of block matching operations is based on keeping track of the visited search positions for possible computational reuse. As shown in Figure 6.1, in order to avoid repeated calculations, each visited search position is recorded and the corresponding error value, SAD, is stored in a special memory buffer, the SAD buffer. Then, whenever a new SAD value calculation is needed, the SAD buffer is checked to see whether the required SAD value has already been calculated. If the checked condition is satisfied, the pre-computed SAD value is loaded from the buffer and used; otherwise the new SAD value is computed and then stored in the SAD buffer. A similar approach is also used in the H.264 encoder implementation [88].

The amount of computation required by the added conditions, to check whether the SAD value exists, is insignificant compared to the amount of computation needed for each new SAD evaluation. For example, for a $16 \times 16$ pixel macroblock, each SAD operation requires 3 operations for each pixel. These operations are subtraction, evaluation of absolute value, and addition. For the entire macroblock, a total of $16 \times 16 \times 3$ or 768 operations are needed. In our proposed approach, a buffer is used to store the calculated SAD values which adds only two operations per search point, check for the existence of the SAD value.
Figure 6.1. SAD buffer flowchart.

and load the old value or store the new one. The size of the SAD buffer is similar to the search area size and the SAD buffer is indexed by $x, y$ coordinates.

The second enhancement leads to more accurate motion vector estimation by preventing the FTS from a premature exit. In the FTS, the contraction operation is executed whenever a reflection operation fails and if contraction is not possible, then the FTS exits the search. Analysis of the FTS showed that the algorithm will likely exit prematurely if reflection moves the triangle outside the search boundary. In order to avoid this situation, the contraction operation step of the FTS has been modified so that if contraction is not possible, the vertex with the second highest SAD is reflected before exiting the search for this macroblock. This condition is performed only at the beginning of the search, where the number of search iterations is less than 1.
6.3 Half-Pixel FTS

Table 6.1. Average number of block matching per macroblock (QCIF resolution).

<table>
<thead>
<tr>
<th>Sequence</th>
<th>DS</th>
<th>MTSS</th>
<th>SMPLX</th>
<th>FTS</th>
<th>EFTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Foreman</td>
<td>14.69</td>
<td>21.49</td>
<td>14.84</td>
<td>7.19</td>
<td>6.70</td>
</tr>
<tr>
<td>Akyio</td>
<td>12.02</td>
<td>21.48</td>
<td>14.45</td>
<td>5.78</td>
<td>5.57</td>
</tr>
<tr>
<td>Coast</td>
<td>13.79</td>
<td>21.51</td>
<td>14.48</td>
<td>6.02</td>
<td>5.96</td>
</tr>
<tr>
<td>Miss America</td>
<td>14.90</td>
<td>21.54</td>
<td>15.68</td>
<td>7.77</td>
<td>7.11</td>
</tr>
<tr>
<td>Carphone</td>
<td>14.94</td>
<td>21.46</td>
<td>15.22</td>
<td>7.00</td>
<td>6.56</td>
</tr>
</tbody>
</table>

6.2.2 EFTS Simulation Results

The EFTS and the FTS were implemented as part of an H.263 encoder. The EFTS technique was compared with the FTS, MTSS, DS, and SMPLX algorithms.

Table 6.1 lists the average number of block matching operations per macroblock for the algorithms under consideration.

Tables 6.2 and 6.3 list results with respect to the PSNR and the compression ratios, respectively.

It can be seen from the three tables that the EFTS requires a significantly smaller number of block matching operations than other algorithms and leads to a slightly improved compression ratio while maintaining almost the same visual quality of the reconstructed video sequence.

6.3 Half-Pixel FTS

Fractional pixel, usually half-pixel, accuracy is used in motion estimation to improve the motion estimation outcome. Half-pixel accurate motion estimation is very useful in increasing the PSNR and reducing blocking artifacts in the reconstructed frames. Moreover, the
Table 6.2. PSNR comparison (QCIF resolution).

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Algorithm</th>
<th>$PSNR(Y)$</th>
<th>$PSNR(U)$</th>
<th>$PSNR(V)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Craft</td>
<td>$FTS$</td>
<td>31.64</td>
<td>34.06</td>
<td>35.06</td>
</tr>
<tr>
<td></td>
<td>EFTS</td>
<td>31.63</td>
<td>34.02</td>
<td>35.06</td>
</tr>
<tr>
<td></td>
<td>SMPLX</td>
<td>31.68</td>
<td>34.10</td>
<td>35.08</td>
</tr>
<tr>
<td></td>
<td>MTSS</td>
<td>31.57</td>
<td>34.08</td>
<td>35.01</td>
</tr>
<tr>
<td></td>
<td>DS</td>
<td>31.64</td>
<td>34.03</td>
<td>35.02</td>
</tr>
<tr>
<td>Foreman</td>
<td>$FTS$</td>
<td>30.81</td>
<td>35.96</td>
<td>36.36</td>
</tr>
<tr>
<td></td>
<td>EFTS</td>
<td>30.82</td>
<td>35.89</td>
<td>36.4</td>
</tr>
<tr>
<td></td>
<td>SMPLX</td>
<td>30.80</td>
<td>35.91</td>
<td>36.45</td>
</tr>
<tr>
<td></td>
<td>MTSS</td>
<td>30.78</td>
<td>35.88</td>
<td>36.35</td>
</tr>
<tr>
<td></td>
<td>DS</td>
<td>30.86</td>
<td>35.91</td>
<td>36.38</td>
</tr>
<tr>
<td>Akiyo</td>
<td>$FTS$</td>
<td>33.70</td>
<td>35.97</td>
<td>38.53</td>
</tr>
<tr>
<td></td>
<td>EFTS</td>
<td>33.71</td>
<td>35.80</td>
<td>38.40</td>
</tr>
<tr>
<td></td>
<td>SMPLX</td>
<td>33.70</td>
<td>35.92</td>
<td>38.37</td>
</tr>
<tr>
<td></td>
<td>MTSS</td>
<td>33.71</td>
<td>35.8</td>
<td>38.46</td>
</tr>
<tr>
<td></td>
<td>DS</td>
<td>33.71</td>
<td>35.78</td>
<td>38.43</td>
</tr>
<tr>
<td>Coast</td>
<td>$FTS$</td>
<td>29.93</td>
<td>38.90</td>
<td>38.91</td>
</tr>
<tr>
<td></td>
<td>EFTS</td>
<td>29.97</td>
<td>38.85</td>
<td>39.02</td>
</tr>
<tr>
<td></td>
<td>SMPLX</td>
<td>29.90</td>
<td>38.97</td>
<td>38.92</td>
</tr>
<tr>
<td></td>
<td>MTSS</td>
<td>29.89</td>
<td>38.94</td>
<td>38.91</td>
</tr>
<tr>
<td></td>
<td>DS</td>
<td>29.98</td>
<td>38.98</td>
<td>39.01</td>
</tr>
</tbody>
</table>
Table 6.3. Compression ratio (QCIF resolution).

<table>
<thead>
<tr>
<th>Sequence</th>
<th>DS</th>
<th>MTSS</th>
<th>SMPLX</th>
<th>FTS</th>
<th>EFTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Craft</td>
<td>44.10</td>
<td>40.96</td>
<td>38.44</td>
<td>41.91</td>
<td>42.31</td>
</tr>
<tr>
<td>Foreman</td>
<td>85.03</td>
<td>75.45</td>
<td>76.08</td>
<td>79.09</td>
<td>81.44</td>
</tr>
<tr>
<td>Akiyo</td>
<td>491.59</td>
<td>488.64</td>
<td>491.08</td>
<td>491.21</td>
<td>492.82</td>
</tr>
<tr>
<td>Coast</td>
<td>81.04</td>
<td>73.49</td>
<td>76.09</td>
<td>77.84</td>
<td>80.87</td>
</tr>
<tr>
<td>Miss America</td>
<td>254.42</td>
<td>237.84</td>
<td>264.59</td>
<td>269.58</td>
<td>260.26</td>
</tr>
</tbody>
</table>

compressed file size can also be reduced. Half-pixel search, however, requires additional \( SAD \) computations and search area interpolation in order to get a half-pixel resolution as shown in Figure 6.2 and thus motion estimation complexity is further increased.

Figure 6.2. Half-pixel search positions.

In order to reduce half-pixel search complexity, most search algorithms perform half-pixel accurate motion-estimation in two separate and successive stages; full-pixel stage and half-pixel stage. Full-pixel search is done first on the specified search area and a full-pixel minimum is obtained. Half-pixel is performed next to full-pixel search by checking the eight positions around the full-pixel minimum position as shown in Figure 6.2. A full half-
pixel search algorithm evaluates the SAD values for all eight positions. Other techniques select a small subset of these eight positions for half-pixel evaluation [89].

Generally, the required number of half-pixel evaluations is less than the required number of full-pixel evaluations for each macroblock. However, due to the computational efficiency of the FTS algorithm, it was observed that the amount of computation required for half-pixel search is comparable to that of full-pixel search. Consequently, half-pixel search is a computation bottleneck. In order to improve the performance of half-pixel motion estimation, a half-pixel based FTS algorithm (HP-FTS) is proposed. The HP-FTS and its performance will be discussed in the following subsections. The HP-FTS was compared to the FTS algorithm with complete half-pixel search and the parabolic prediction-based half-pixel search (PPHPS) algorithm which uses a half-pixel approximation [89].

**6.3.1 HP-FTS Description**

In the HP-FTS, interpolation is performed with respect to the search area in order to achieve half-pixel resolution. Then motion search is performed directly in the interpolated search area. This approach would appear to be computationally expensive due to the interpolation operation which should be done for each macroblock. Fortunately, interpolation is also required in other parts of the encoder such as motion compensation and thus the interpolation operation is unavoidable. In fact, some of the existing video encoders implementations automatically carry out interpolation for the entire reference frame before encoding any new frame.

Based on the above observations, the proposed HP-FTS performs the motion search directly in the interpolated search area. Since interpolation increases the search area size, the use of level 0 as starting level may slow down the search. An alternative approach is to start with either level 0 or level 1 based on the majority vote criterion from the surrounding blocks as follows:

1. Initialize two counters: \texttt{useLevel}_0 and \texttt{useLevel}_1 to 0.
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2. Check the motion vector for each of the left, top-left, and top macroblocks. If \( x < 1 \) and \( y < 1 \) increment \( useLevel_0 \) counter; otherwise increment \( useLevel_1 \).

3. If \( useLevel_0 \leq useLevel_1 \), then start the FTS with level 0; otherwise start the FTS with level 1.

6.3.2 Simulation Results

The HP-FTS was implemented as part of an H.263 encoder. The proposed technique was compared to three other search methods as follows:

1. **FTS-FP**: FTS at full-pixel resolution without half-pixel search
2. **FTS-FHP**: FTS at full-pixel resolution with full half-pixel search
3. **FTS-PPHPS**: FTS at full-pixel resolution with PPHPS half-pixel approximation algorithm. PPHPS usually performs half-pixel search using at most three half-pixel evaluations.

Table 6.4 lists the average number of block matching operations per frame. Tables 6.5 and 6.6 present results of PSNR(\( Y \)) and compression ratio, respectively.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>FTS-FP</th>
<th>FTS-FHP</th>
<th>FTS-PPHPS</th>
<th>HP-FTS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number of SAD</td>
<td>Number of SAD</td>
<td>Number of SAD</td>
<td>Improvement %</td>
</tr>
<tr>
<td>Craft</td>
<td>816</td>
<td>1575</td>
<td>1209</td>
<td>23.24</td>
</tr>
<tr>
<td>Miss America</td>
<td>594</td>
<td>1384</td>
<td>990</td>
<td>28.47</td>
</tr>
<tr>
<td>Akiyo</td>
<td>448</td>
<td>1215</td>
<td>795</td>
<td>34.57</td>
</tr>
<tr>
<td>Silent</td>
<td>499</td>
<td>1263</td>
<td>865</td>
<td>31.51</td>
</tr>
<tr>
<td>Coast</td>
<td>489</td>
<td>1281</td>
<td>901</td>
<td>29.66</td>
</tr>
<tr>
<td>Carphone</td>
<td>546</td>
<td>1315</td>
<td>935</td>
<td>28.90</td>
</tr>
<tr>
<td>Foreman</td>
<td>585</td>
<td>1354</td>
<td>972</td>
<td>28.21</td>
</tr>
</tbody>
</table>
Table 6.5. Average PSNR(Y) comparison.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>FTS-FP</th>
<th>FTS-FHP</th>
<th>FTS-PPHPS</th>
<th>HP-FTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Craft</td>
<td>30.00</td>
<td>31.75</td>
<td>31.52</td>
<td>31.62</td>
</tr>
<tr>
<td>Miss America</td>
<td>34.89</td>
<td>36.45</td>
<td>36.44</td>
<td>36.44</td>
</tr>
<tr>
<td>Akiyo</td>
<td>32.83</td>
<td>33.70</td>
<td>33.58</td>
<td>33.66</td>
</tr>
<tr>
<td>Silent</td>
<td>30.76</td>
<td>31.73</td>
<td>31.66</td>
<td>31.70</td>
</tr>
<tr>
<td>Coast</td>
<td>28.77</td>
<td>29.93</td>
<td>29.76</td>
<td>29.83</td>
</tr>
<tr>
<td>Carphone</td>
<td>29.95</td>
<td>31.77</td>
<td>31.73</td>
<td>31.72</td>
</tr>
<tr>
<td>Foreman</td>
<td>29.11</td>
<td>30.81</td>
<td>30.71</td>
<td>30.72</td>
</tr>
</tbody>
</table>

Table 6.6. Percentage improvement in file size.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>File size</th>
<th>Improvement %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FTS-FP</td>
<td>FTS-FHP</td>
</tr>
<tr>
<td>Craft</td>
<td>95983</td>
<td>13.37</td>
</tr>
<tr>
<td>Miss America</td>
<td>21853</td>
<td>3.19</td>
</tr>
<tr>
<td>Akiyo</td>
<td>29138</td>
<td>20.31</td>
</tr>
<tr>
<td>Silent</td>
<td>72122</td>
<td>14.45</td>
</tr>
<tr>
<td>Coast</td>
<td>189805</td>
<td>22.80</td>
</tr>
<tr>
<td>Carphone</td>
<td>200790</td>
<td>16.23</td>
</tr>
<tr>
<td>Foreman</td>
<td>256952</td>
<td>25.17</td>
</tr>
</tbody>
</table>

The results in Table 6.4 indicate that the improvement in the number of SAD evaluations using the HP-FTS compared to the FTS-FHP is between 20-60%. This improvement is higher than that of the FTS-PPHPS, which is around 20-30%. When comparing HP-FTS to FTS-FP, the number of SAD evaluations has increased by 4-70% depending on the sequence. However, the quality of the reconstructed sequence is higher and the file size is
smaller relative to those achieved with FTS-FP.

From Table 6.5, we note that the average PSNR for the test sequences using the HP-FTS has improved over FTS-FP by an average of 1.26 dB compared to an average of 1.22 dB improvement over the FTS-FP using the FTS-PPHPS and 1.33 dB using the FTS-FHP.

The results in Table 6.6 indicate that the average improvement over the FTS-FP for the file size was 16.09% using HP-FTS compared to 16.66% using the FTS-FHP and 13.64% using the FTS-PPHPS. These results indicate that the file sizes using HP-FTS are slightly larger than those obtained using FTS-FHP in return for a reduction in the number of SAD evaluations by around 39%.

6.4 Prediction of the Initial Triangle in the FTS

This section describes the addition of a prediction mechanism to the FTS algorithm (PFTS) to efficiently select the initial search triangle and thus the initial direction of the search. This prediction enables the algorithm to move quicker to an area where the minimum SAD position is likely to be found.

6.4.1 Prediction Description

The FTS starts the search using triangle $T00$ and as shown in Figure 6.3, level 0 has four triangles. Each triangle lies in one quadrant around the search center. Starting the search with each of these triangles can lead to different results. Below, a procedure is proposed to find out which triangle among these four should be used as the initial triangle.

The SAD values for the four positions surrounding the search center are evaluated. Then, the two SAD values of the vertices that lie in the same quadrant are added up. Since there are four quadrants, there are also four values for the added SAD values in each quadrant. The quadrant that has the minimum added SAD value is chosen as the starting search quadrant. Consequently, the triangle that lies in this quadrant is chosen as the starting search triangle.
The steps to select the initial triangle are as follows:

1. Calculate the $SAD$ values for $V_i$ for $i = 1, 2, 3, 4$.

2. Calculate $SAD(Q_i)$ for each quadrant $Q_i$ as

   $$SAD(Q_i) = SAD(V_{i+1}) + SAD(V_{i+2}),$$

   (6.1)

   where $i = 1, 2, 3, 4$

3. Select the quadrant that has the minimum $SAD_{Q_i}$, $Q_{min}$.

4. Select the triangle that lies in $Q_{min}$ as the $FTS$ starting triangle.

### 6.4.2 Simulation Results

The $PFTS$ was implemented as part of an H.264 encoder. The technique was compared with the $FTS$ [85], $NTSS$ [55], and $DS$ [59]. Table 6.7 lists the average number of block
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matching operations per macroblock. Tables 6.8 and 6.9 list results with respect to the compression ratio and the \textit{PSNR}, respectively.

\textbf{Table 6.7. Average number of block matching per macroblock and improvement of \textit{PFTS} over \textit{FTS}.}

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Number of block matching</th>
<th>\textit{PFTS}</th>
<th>\textit{FTS}</th>
<th>Number of block matching</th>
<th>Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>\textit{DS} \quad \textit{NTSS} \quad \textit{FTS}</td>
<td>\textit{Number of block matching}</td>
<td>\textit{Improvement}</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Miss America</td>
<td>14.76 \quad 20.00 \quad 9.04</td>
<td>7.83</td>
<td>13.38</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Akyio</td>
<td>12.24 \quad 17.34 \quad 6.51</td>
<td>5.85</td>
<td>10.14</td>
<td></td>
<td></td>
</tr>
<tr>
<td>News</td>
<td>12.42 \quad 17.49 \quad 6.83</td>
<td>6.17</td>
<td>9.66</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Silent</td>
<td>12.59 \quad 17.67 \quad 7.23</td>
<td>6.26</td>
<td>13.42</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coastguard</td>
<td>12.70 \quad 18.15 \quad 7.37</td>
<td>6.65</td>
<td>9.77</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Foreman</td>
<td>13.62 \quad 19.11 \quad 8.20</td>
<td>7.56</td>
<td>7.80</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\textbf{Table 6.8. \textit{PFTS}: Compression ratio (QCIF frame).}

| Sequence   | \textit{DS} \quad \textit{NTSS} \quad \textit{FTS} \quad \textit{PFTS} |
|------------|--------------------------|--------------------------|--------------------------|
| Miss America | 276.33 \quad 279.19 \quad 280.37 \quad 280.69 |
| Akyio      | 312.91 \quad 312.50 \quad 313.00 \quad 313.16 |
| News       | 105.17 \quad 105.14 \quad 104.85 \quad 105.13 |
| Silent     | 91.60 \quad 91.39 \quad 91.38 \quad 91.03 |
| Coastguard | 38.50 \quad 38.50 \quad 38.42 \quad 38.44 |
| Foreman    | 54.60 \quad 54.82 \quad 54.70 \quad 54.65 |
| Carphone   | 49.86 \quad 49.91 \quad 49.89 \quad 49.95 |
| Stefan     | 13.80 \quad 13.80 \quad 13.70 \quad 13.77 |

It can be seen from the three tables that the \textit{PFTS} requires a significantly smaller number of block matching operations than other algorithms and leads to a slightly improved...
### Table 6.9. PFTS: PSNR comparison per QCIF frame.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Algorithm</th>
<th>PSNR(Y)</th>
<th>PSNR(U)</th>
<th>PSNR(V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stefan</td>
<td>FTS</td>
<td>33.76</td>
<td>36.04</td>
<td>35.73</td>
</tr>
<tr>
<td></td>
<td>PFTS</td>
<td>33.75</td>
<td>36.04</td>
<td>35.75</td>
</tr>
<tr>
<td></td>
<td>NTSS</td>
<td>33.76</td>
<td>36.03</td>
<td>35.72</td>
</tr>
<tr>
<td></td>
<td>DS</td>
<td>33.76</td>
<td>36.03</td>
<td>35.73</td>
</tr>
<tr>
<td>Foreman</td>
<td>FTS</td>
<td>34.90</td>
<td>38.81</td>
<td>40.03</td>
</tr>
<tr>
<td></td>
<td>PFTS</td>
<td>34.91</td>
<td>38.80</td>
<td>40.04</td>
</tr>
<tr>
<td></td>
<td>NTSS</td>
<td>34.91</td>
<td>38.82</td>
<td>40.02</td>
</tr>
<tr>
<td></td>
<td>DS</td>
<td>34.90</td>
<td>38.83</td>
<td>40.05</td>
</tr>
<tr>
<td>Akiyo</td>
<td>FTS</td>
<td>37.77</td>
<td>40.69</td>
<td>41.52</td>
</tr>
<tr>
<td></td>
<td>PFTS</td>
<td>37.77</td>
<td>40.69</td>
<td>41.52</td>
</tr>
<tr>
<td></td>
<td>NTSS</td>
<td>37.79</td>
<td>40.74</td>
<td>41.51</td>
</tr>
<tr>
<td></td>
<td>DS</td>
<td>37.77</td>
<td>40.74</td>
<td>41.53</td>
</tr>
<tr>
<td>Coast</td>
<td>FTS</td>
<td>33.86</td>
<td>41.87</td>
<td>43.64</td>
</tr>
<tr>
<td></td>
<td>PFTS</td>
<td>33.86</td>
<td>41.88</td>
<td>43.74</td>
</tr>
<tr>
<td></td>
<td>NTSS</td>
<td>33.86</td>
<td>41.92</td>
<td>43.68</td>
</tr>
<tr>
<td></td>
<td>DS</td>
<td>33.86</td>
<td>41.94</td>
<td>43.62</td>
</tr>
<tr>
<td>Miss America</td>
<td>FTS</td>
<td>39.61</td>
<td>39.10</td>
<td>38.93</td>
</tr>
<tr>
<td></td>
<td>PFTS</td>
<td>39.61</td>
<td>39.10</td>
<td>38.96</td>
</tr>
<tr>
<td></td>
<td>NTSS</td>
<td>39.63</td>
<td>39.11</td>
<td>38.94</td>
</tr>
<tr>
<td></td>
<td>DS</td>
<td>39.63</td>
<td>39.15</td>
<td>38.97</td>
</tr>
</tbody>
</table>

A compression ratio for almost the same visual quality of the reconstructed video sequence.
6.5 Conclusions

Three additional improvements to the FTS algorithm were discussed. These improvements include a more resilient exit criterion, efficient reuse of previously computed SAD values (the EFTS), selection of a better starting search triangle (the PFTS), and the integration of half-pixel and full-pixel searches (the HP-FTS). The EFTS requires a reduced number of SAD computations due to caching of computed SAD values, and is more resilient to premature exit than the FTS. The HP-FTS reduces the number of SAD computations by around 20-60% compared to the FTS with separate half-pixel search by incorporating full-pixel and half-pixel searches. The PFTS reduced the required number of SAD computations by 7 to 13% relative to that of the FTS. Results of the proposed improvements have been published in [90–92].
Chapter 7

Hardware Design for Motion Estimation

In this chapter, two hardware implementations for block-based motion estimation are presented. These implementations are based on the FTS and the FS algorithms. Both implementations were developed, modeled, verified, and synthesized for Xilinx FPGA using VHDL.

7.1 Introduction

The FS was chosen for implementation because of its regular flow, low control overhead, and suitability for hardware implementation. The FTS, on the other hand, was chosen for its low computational requirements as demonstrated in chapter 5. There are several implementations of the full search in [93, 94] as well as implementations of other fast search algorithms such as the hierarchal search [95], TSS [96–98], and DS [99].

The number of SAD computations is an important measure for the computational complexity of any motion estimation algorithm and its suitability for hardware implementation. However, there are other important factors such as the algorithm’s regularity, suitability for pipelining and parallelism, control logic, memory throughput, and number of hardware units or gates needed, etc. [11]. These factors affect power consumption and the cost of the implementation. The choice of a specific hardware design is always a trade off between performance, speed, and cost.
7.2 Hardware Architecture for the FTS Algorithm

In this section, a hardware implementation for the FTS is presented. The FTS requires fewer SAD computations per macroblock. On the other hand, it requires complex control logic for switching between operations, different triangle levels, and different triangles, etc. The advantages of using FTS for motion estimation hardware implementation over other algorithms can be summarized as follows:

1. The FTS requires fewer SAD computations than many other fast BMA algorithms as demonstrated in chapters 5 and 6.
2. All FTS operations are done using integer calculations and LUTs which makes the hardware fast.
3. The flow control of the FTS algorithm can be represented by an algorithmic state machine (ASM) which can easily be modeled and synthesized.

7.2.1 Design Description

The FTS algorithm can be partitioned into two main units, regular and irregular parts. The regular part is used for computing SAD values that are common for all operations. The irregular part performs different computations depending on the operation to be performed. It also determines the next operation to be performed or the next positions in the search area for which SAD values should be evaluated. This irregular part can be represented by an algorithmic state machine (FTS - ASM) with the states shown in Figure 7.1. Table 7.1 describes the role of each state as well as the number of SAD computations required.

Based on the above discussion, two main hardware units should exist in the proposed design, namely, the FTS - ASM and the SAD computing unit. Additional units can be added to increase the efficiency of the implementation by exploiting more parallelism and pipelining within the algorithm or reducing data transfer overhead. For example, caching of the current macroblock and the search area can be employed to reduce access to the external frame memory.
The \textit{FTS - ASM} has 7 states (idle, initialization, reflection, expansion, contraction, translation, and exit) and it is required to perform the following tasks:

- Management and generation of the search triangle position, size, and vertices using LUTs.
- Selection of current and next triangle states
- Deciding the number of \textit{SAD} computations needed (1 or 3)
Table 7.1. *Number of SAD computations for each triangle state.*

<table>
<thead>
<tr>
<th>State</th>
<th>Description</th>
<th>number of SAD computation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Idle</td>
<td>waiting to start</td>
<td>0</td>
</tr>
<tr>
<td>Initialization</td>
<td>compute initial search triangle</td>
<td>3</td>
</tr>
<tr>
<td>Reflection</td>
<td>compute reflection vertex</td>
<td>1</td>
</tr>
<tr>
<td>Expansion</td>
<td>compute expansion vertex</td>
<td>1</td>
</tr>
<tr>
<td>Translation</td>
<td>compute translation vertex</td>
<td>1</td>
</tr>
<tr>
<td>Contraction</td>
<td>compute contraction vertices</td>
<td>3</td>
</tr>
<tr>
<td>Exit</td>
<td>end the search and output results</td>
<td>0</td>
</tr>
</tbody>
</table>

- Computing the coordinates \((x, y)\) of the vertex or vertices to be evaluated
- Managing state change after the completion of each operation
- Output the final result when the search is completed

*SAD* computations can be performed in parallel and/or pipeline. A special hardware unit is used to compute the *SAD* as shown in Figure 7.2. This unit is designed using 1-D systolic arrays, which provide an efficient way for computation parallelism and pipelining. For a block size *B*, the *SAD* unit has *B* parallel units for absolute value calculations and additions, and each of these units produces a *SAD* value along a row. The number of processing elements (PE) in this array is equal to the number of rows in the macroblock. Following these units, there are multi-stage pipelined adders that add all the *B* results and produce the final 2-D *SAD* value. The number of these adder stages is \(\log B\).

Since the number of *SAD* computations can be 1 or 3 depending on the search triangle state, as shown in Table 7.1, pipelining several *SAD* computations can be applied to make the hardware utilization more efficient than having several parallel *SAD* units which are not fully utilized all the time.

Based on the above discussion, a complete hardware architecture for the *FTS* is shown
in Figure 7.3. This architecture uses caching techniques for the current macroblock and the search area in order to improve the hardware performance. Memory caches are loaded with the correct data during the idle state of the FTS - ASM. In addition, a separate unit for computing and keeping track of the minimum SAD value is included. The hardware units used in the FTS are as follows:

1. Search area cache: This is a memory block that contains the search area data from the reference frame and is loaded before macroblock search starts. The size of this memory is \((2P + B)^2\) bytes where \(B\) is the block size and \((2P + 1)^2\) is the search area.

2. Current macroblock cache: This memory of \(B \times B\) bytes holds the current mac-
robblock data and is also loaded before macroblock search starts.

3. **FTS - ASM**: This is an algorithmic state machine of the form described before.

4. SAD systolic array: The SAD array is as described previously.

5. Minimum value: This unit keeps track of the minimum SAD value and the corresponding motion vectors.

6. Memory controller: This unit is considered an interface between the **FTS - ASM** and the memory blocks and performs the following tasks:

   - Checks if the required search position is out of the search area boundary. In this case, the unit returns a maximum SAD value.

   - Pipelines the SAD data from the search area cache and current macroblock cache to the SAD array.

   - Returns the computed SAD values back to the **FTS - ASM**.
7.2 Hardware Architecture for the FTS Algorithm

7.2.2 Simulation Results

The proposed implementation was modeled, simulated, and verified in VHDL and synthesized using Xilinx ISE 7.1. The device used for synthesizing was Xilinx Spartan 3 which has 8320 total combinational logic blocks (CLBs). Table 7.2 lists the number of cycles used by each state or operation for different block sizes. The hardware specifications for different macroblock sizes (B) produced by the synthesizer is shown in Table 7.3.

Table 7.2. Number of cycles for each operation at different block sizes.

<table>
<thead>
<tr>
<th>FTS-ASM State</th>
<th>B=16</th>
<th>B=8</th>
<th>B=4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Idle</td>
<td>38</td>
<td>30</td>
<td>26</td>
</tr>
<tr>
<td>Initialization</td>
<td>57</td>
<td>32</td>
<td>22</td>
</tr>
<tr>
<td>Reflection</td>
<td>25</td>
<td>16</td>
<td>12</td>
</tr>
<tr>
<td>Expansion</td>
<td>25</td>
<td>16</td>
<td>12</td>
</tr>
<tr>
<td>Translation</td>
<td>25</td>
<td>16</td>
<td>12</td>
</tr>
<tr>
<td>Contraction</td>
<td>57</td>
<td>32</td>
<td>22</td>
</tr>
<tr>
<td>Exit</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 7.4 compares the proposed design and the F$S$ designs presented in [93, 94] for a macroblock size of 8. These full search designs were selected for comparison as they target similar FPGA implementations. The authors in [94] present two different architectures; $AB2$ and $AS2$. The table also includes the maximum supported frame rate at CIF resolution.

Results indicate that the proposed FTS hardware supports a much higher frame rate as compared to other F$S$ implementations. This is because the FTS algorithm requires fewer SAD evaluations as compared to the F$S$ designs. The FTS uses a slightly higher number of gates than the F$S$ implementation presented in [93] and the one in FS-AB2 [94]. This is due to the use of local memory caches for the reference search area and current macroblock. In return, the FTS has fewer clock cycles per macroblock.
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Table 7.3. The FTS hardware specifications at different block sizes.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Macroblock size</td>
<td></td>
</tr>
<tr>
<td>Used CLBs (Out of 8320)</td>
<td>1344</td>
</tr>
<tr>
<td>FPGA utilization %</td>
<td>16</td>
</tr>
<tr>
<td>Maximum frequency (MHz)</td>
<td>84</td>
</tr>
<tr>
<td>Clock cycle per macroblock</td>
<td>72</td>
</tr>
<tr>
<td>Maximum CIF frame rate (frame/sec.)</td>
<td>184</td>
</tr>
</tbody>
</table>

Table 7.4. Comparison between the proposed FTS and other FS designs for macroblock size = 8.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Used CLBs</td>
<td>939</td>
<td>948</td>
<td>3732</td>
<td>2725</td>
</tr>
<tr>
<td>Maximum frequency (MHz)</td>
<td>110</td>
<td>30</td>
<td>22</td>
<td>84</td>
</tr>
<tr>
<td>Clock cycle per macroblock</td>
<td>2042</td>
<td>379</td>
<td>190</td>
<td>148</td>
</tr>
<tr>
<td>Maximum CIF frame rate (frame/sec.)</td>
<td>34</td>
<td>50</td>
<td>73</td>
<td>358</td>
</tr>
</tbody>
</table>

7.3 Hierarchical Hardware Design for Full Search Motion Estimation

The previous section presented a hardware implementation for the FTS algorithm. In this section, a hardware design for the FS is presented for the purpose of comparing its performance to the performance of the FTS hardware implementation. The FS was chosen because it is considered a benchmark for block matching algorithms.
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7.3.1 Hierarchical Full Search Design

The motion estimation problem shown in Figure 3.2 can be simplified by decomposing it into hierarchical or multistage levels. The current frame is divided into $B \times B$ macroblocks. The current block is compared with other candidate blocks in the reference frame using a search area (window) with size $(2P + B)^2$.

The motion vector $v$ associated with the minimum $SAD$ value for the current block at origin $c(i, j)$, $v(i, j) = [k^*, l^*]^t$ can be represented by

$$v(i, j) = \begin{bmatrix} k^* & l^* \end{bmatrix}^t$$

$$v(i, j) = \arg \min_{k, l} [SAD(i, j, k, l)]; \quad -P \leq k, l \leq P \quad (7.1)$$

$$SAD(i, j, k, l) = \sum_{m=0}^{B-1} \sum_{n=0}^{B-1} |c(i + m, j + n) - r(i + k + m, j + l + n)| \quad (7.2)$$

where $c(i + m, j + n)$ is the pixel value in the current block with coordinates $(i, j)$, $r(i + k + m, j + l + n)$ is the pixel value in the search area in the reference frame, and $(k, l)$ is the relative displacement between the current block and the reference block in the search area.

Equation (7.1) can be decomposed into progressive equations in hierarchical levels. Each level represents the operations to be performed. The goal is to achieve an efficient parallel hardware architecture for each level separately.

Fig. 7.4 shows the $(2P + 1)^2$ $SAD$ values associated with a particular reference block. Each $SAD$ value is obtained at different $k$, $l$ relative shifts between the $c$ and $r$ blocks. The figure is based on $P = 3$ for simplicity and the dark circles indicate the minimum $SAD$ value at each row.

Figure 7.5 presents a block diagram for the hierarchical decomposition of the full search motion estimation hardware. The functions of each hierarchical level is described in the following sections.

**Hierarchical Level 3 (left-most level)** Referring to Figure 7.5, each block at this hierarchical level produces the sum value $D(i, j, k, l, m)$. Block $D(i, j, k, l, m)$ in the figure
corresponds to the one-dimensional sum absolute difference between two rows of the \( c \) and \( r \) blocks.

The output of each \( D \) block is given by the expression

\[
D(i, j, k, l, m) = \sum_{n=0}^{B-1} |X(i + m, j + n) - Y(i + k + m, j + l + n)|
\]  

where \( n = 0, 1, 2, \ldots B - 1 \).

Hierarchical level 3 is the most important level since its hardware implementation will have the most impact on the timing and hardware resource requirements. The blocks at this
level of the hierarchy implement a one-dimensional sum absolute difference operation as described by (7.3). Using the mapping technique described in [100], the dependency graph (DG) of the above equation is shown in Figure 7.6 for \( B = 3, P = 3 \), and \( W = 15 \). The

![Diagram](image)

**Figure 7.6.** DG for one-dimensional SAD computation.

output variable \( D(i) \) is represented by vertical lines so that each vertical line corresponds to a particular instance of \( D \). The input variable \( c \) is represented by horizontal lines and the input variable \( r \) is represented by diagonal lines. Circles represent operations to be performed.

The resulting signal flow graph (SFG) is shown in Figure 7.7. The gray arrows indicate the directions of flow of pipelined data while empty circles represent partial results of the SAD computations and black circles represent valid outputs.
**Figure 7.7.** SFG for one-dimensional SAD computation.

**hierarchical Level 2** Referring to Figure 7.5, each block at this hierarchical level produces a SAD value that is associated with a particular relative shift pair \((k, l)\) which corresponds to one circle in Figure 7.4. Black SAD\((j)\) in the figure corresponds to the SAD value that results due to a relative horizontal shift of value \(j\) between \(c\) and \(r\) blocks.

The output of each SAD block can be written as

\[
SAD(i, j, k, l) = \sum_{m=0}^{B-1} D(i, j, k, l, m)
\]  

(7.4)

where \(D(i, j, k, l, m)\) represents the outputs of the \(B\) blocks comprising hierarchical level 3.

**hierarchical Level 1** Referring to Figure 7.5, each block at this hierarchical level produces
the minimum $SAD$ value $H$-$\text{min}(i, j, k)$ corresponding to one row in Figure 7.4. Block $H - \text{min}(i)$ in the figure corresponds to the H-min value that corresponds to a relative vertical shift of value $i$ between $r$ and $s$ blocks. Each row has $(2P + 1)$ $SAD$ values and the minimum value is indicated by the black circle.

The output of each $H$-$\text{min}$ block can be written as

$$H\text{-min}(i, j, k) = \arg \min [SAD(i, j, k, l)]$$ (7.5)

where $\arg \min$ is the function that selects the minimum of the $(2P+1)$ values and $SAD(i, j, k, l)$ represents the outputs of the $(2P + 1)$ blocks comprising hierarchy Level 2. The range of index $l$ is given by

$$l = l_{\text{min}}, l_{\text{min}} + 1, \cdots, l_{\text{max}}$$

where

$$l_{\text{min}} = \max (0, j - P)$$

$$l_{\text{max}} = \min (j + P, W - B)$$

**Hierarchical Level 0** Referring to Fig. 7.5, this hierarchical level produces the motion vector by selecting the minimum $SAD$ value from among a set of minimum values $H$-$\text{min}(i, j, k)$ that are indicated by the black circles in Figure 7.4.

The output of the $V$-$\text{min}$ block corresponds to the output in (7.1). Using the notation of Figure 7.5 we can write the output as

$$v(i, j) = V\text{-min} [H\text{-min}(i, j, k)]$$ (7.6)

where $V\text{-min}$ is the function that selects the minimum of $2P + 1$ values and $H$-$\text{min}(i, j, k)$ represent the outputs of the $2P + 1$ blocks comprising hierarchy Level 1. The ranges of the indices $i, j,$ and $k$ are

$$i = 0, B, 2B, \cdots, (W/B - 1)B$$

$$j = 0, B, 2B, \cdots, (H/B - 1)B$$

$$k = k_{\text{min}}, k_{\text{min}} + 1, \cdots, k_{\text{max}}$$
where
\[
    k_{\text{min}} = \max (0, j - P) \quad \quad k_{\text{max}} = \min (j + P, H - B)
\]

### 7.3.2 Hardware Design

The proposed hardware design for each hierarchical level is described in this section.

**Hierarchical Level 3**

Based on the SFG in Figure 7.7, a proposed hardware design for level 3 is shown in Figure 7.8. This hardware uses \(2P + 1\) processing elements (PEs) in order to achieve maximum speed and utilization performance. The design of each PE is shown in Figure 7.9.

![Diagram](image)

**Figure 7.8.** The resulting systolic array for implementing one-dimensional SAD calculation when \(B = P = 3\) and \(W = 15\).

**Hierarchical Level 2** The blocks at this hierarchical level implement a one-dimensional sum operation as described by (7.4). The hardware implementation of such a block is a simple accumulator as shown in Figure 7.10.

Given the design parameters \(B = P = 3\), it was observed that there are 2 parallel D values that can be produced at the same clock cycle. As a result, two parallel H-Min units can be used. For general values of B and P, the number of parallel H-Min units is given by \((2P + 1)/B\).

**Hierarchical Level 1**

This level is simply a comparator and minimum value storage unit. Parallel H-min units can be used in order to speed up the computation. The number of these parallel units
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![Diagram of a PE for the systolic array](image)

**Figure 7.9.** Details of a PE for the systolic array in Fig. 7.8.

![Diagram of a hardware implementation of hierarchical level 2](image)

**Figure 7.10.** Hardware implementation of hierarchical level 2.

is \((2P + 1)/B\).

**Hierarchical Level 0**

Hardware Design for level 0 is similar to that of level 1, H-Min, with the exception that H-Min receives only one input at a time and stores the minimum value while the V-min unit receives \(2P + 1\) parallel values as shown in Figure 7.12. In addition, V-min does not
need to accumulate the minimum value. In order to speed up the clock cycle at this stage, a pipelined V-min tree is used for comparison as shown in Figure 7.13 using $P = 3$. 

Figure 7.11. Hardware Design for Hierarchical Level 1.

Figure 7.12. Hardware Design for Hierarchical Level 0.
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Figure 7.13. \textit{V-min Tree Design for Hierarchical Level 0 (P=3).}

7.3.3 Simulation Results

The proposed design was modeled, simulated, and verified in VHDL and synthesized using Xilinx ISE 7.1. The device used for synthesizing was Xilinx Spartan 3 FPGA. Table 7.5 lists the hardware specifications for different macroblock sizes (B) produced by the synthesizer. The table also includes the maximum supported frame rate CIF resolution. From the table, it can be noticed that the proposed implementation achieves high frame rates for the different macroblock sizes, while using a low CLB count.

Table 7.6 compares the proposed implementation and the implementations presented in [93], [94] for macroblock size = 8. These designs were selected for comparison as they target similar FPGA implementations. The authors in [94] present two different architectures named AB2 and AS2.

Results in Table 7.6 indicate that the proposed hardware supports a higher frame rate as compared to the other two designs. At the same time, the used CLB count is kept as low as possible. This is attributed to the efficient array architecture that fully utilizes the available
Table 7.5. The FS hardware specifications for different block sizes.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>B=4</th>
<th>B=8</th>
<th>B=16</th>
</tr>
</thead>
<tbody>
<tr>
<td>Macroblock size</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Used CLBs (Out of 8320)</td>
<td>991</td>
<td>1712</td>
<td>5379</td>
</tr>
<tr>
<td>FPGA utilization %</td>
<td>12</td>
<td>21</td>
<td>65</td>
</tr>
<tr>
<td>Maximum frequency (MHz)</td>
<td>60</td>
<td>70</td>
<td>60</td>
</tr>
<tr>
<td>Clock cycle per macroblock</td>
<td>32</td>
<td>129</td>
<td>514</td>
</tr>
<tr>
<td>Maximum CIF frame rate (frame/sec.)</td>
<td>294</td>
<td>344</td>
<td>295</td>
</tr>
</tbody>
</table>

processors.

Table 7.6. Comparison between proposed architecture and other designs for macroblock size = 8.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Used CLBs</td>
<td>939</td>
<td>948</td>
<td>3732</td>
<td>1712</td>
</tr>
<tr>
<td>Maximum frequency (MHz)</td>
<td>110</td>
<td>30</td>
<td>22</td>
<td>70</td>
</tr>
<tr>
<td>Clock cycle per macroblock</td>
<td>2042</td>
<td>379</td>
<td>190</td>
<td>129</td>
</tr>
<tr>
<td>Maximum CIF frame rate (frame/sec.)</td>
<td>34</td>
<td>50</td>
<td>73</td>
<td>344</td>
</tr>
</tbody>
</table>

7.4 Comparison of the FTS and FS Implementations

This chapter presented two hardware implementations for the FTS and the FS algorithms. The FS is very regular and has simple control. On the other hand, the FTS design includes more complex logic in return for a lower number of cycles per macroblock.

Results showed that the FS implementation is more suitable for small block sizes while the FTS implementation is more suitable for bigger block sizes. This is attributed to the fact that the FTS design requires additional cycles for data loading and control logic but
at the same time requires less SAD computations. For large block sizes, the number of cycles required by the FTS data loading and control logic becomes less significant than the number of cycles required for SAD computations which makes the FTS hardware more efficient than the FS hardware.

The FTS requires more hardware than the FS due to the caching of the current block and the search area. The FS accesses the memory in sequential order and thus does not need to include memory caches.

The above comparison demonstrates the trade off between algorithm regularity and computation efficiency.

### 7.5 Conclusions

Hardware designs for two block-matching algorithms, namely, the FTS and the FS were presented. The FS implementation requires less hardware units and can achieve a maximum frame rate of 344 at CIF resolution. The FTS implementation achieves higher frame rate especially at a block size 16. However, it requires additional memory for caching data. Design details and simulation results for each implementation were presented. The differences between the two hardware implementations were discussed. The results of the proposed architectures have been published in [101, 102].
Chapter 8

Conclusions and Future Work

8.1 Contributions of the thesis

The goal of this thesis was to develop more computationally efficient motion estimation algorithms in both hardware and software while maintaining other important encoding factors such as compression ratio and quality of the decompressed videos. The performance of the developed algorithms was analyzed and compared with that of other state-of-the-art algorithms. The suitability of the proposed FTS technique for hardware implementation using FPGAs was also investigated.

8.1.1 Development of the WSBM Algorithm

The WSBM algorithm described in section 3.4 was used to predict the origin of the search window for a certain macroblock based on the motion search results from surrounding macroblocks. If the predicted origin yields a lower error than the original search origin, then the predicted origin is chosen as the new search origin. In addition, the search window size is reduced by $1/2$. If the predicted origin yields a higher error than the original origin, then the search continues with the original origin without changing the search window size. The WSBM algorithm was compared with another adaptive search technique. In addition, the WSBM was added to two search techniques and results indicate that the combined techniques produced better results than the original ones.
8.1 Contributions of the thesis

8.1.2 Development of the SMPLX Algorithm

The second contribution of the thesis was to implement the simplex optimization method as a block-matching algorithm. The simplex is a non-constraint optimization method that works for any n-dimensional problem. The proposed SMPLX algorithm uses a search triangle to locate the minimum error. The algorithm uses different operations during the search such as reflection, expansion, contraction, and reduction. These operations provide the SMPLX algorithm with high flexibility and make it more able to avoid local minima. Using these operations, the search triangle can easily change its direction and/or search step. Simulation results indicate that the SMPLX algorithm is very efficient in terms of reducing the number of search positions to be checked and thus reducing the amount of computation required by the search.

8.1.3 Development of the FTS Algorithm

The third contribution of the thesis entails the development of the FTS algorithm, which eliminated some of the limitations of the SMPLX algorithm. The FTS uses integer calculations and look-up tables. The FTS was compared with some of the state-of-the-art block-matching algorithm and was shown to have a superior performance.

8.1.4 Extensions of the FTS algorithm

The fourth contribution entails some additional extensions to the FTS algorithm such as the EFTS, HP-FTS, and PFTS as follows:

- In the EFTS, the exit condition was modified to avoid pre-mature exit of the FTS and a buffering mechanism for the computed SAD values was added in order to avoid repeated SAD computations.
- In the HP-FTS, full-pixel and half-pixel searches were incorporated. In addition, the starting level of the FTS search was modified based on prediction from neighboring
8.1 Contributions of the thesis

macroblocks. The $HP-FTS$ was shown to have good performance compared to other half-pixel approximations techniques. $HP-FTS$ has reduced the combined computational complexity by an average of 15%.

- The $PFTS$ uses prediction techniques to select the direction of the initial search triangle. Using this approach, the $PFTS$ can direct the search triangle in the correct direction from the beginning and thus reduce the computational effort required by the $FTS$ by an average of 7% to 13%.

8.1.5 Hardware Implementation of the $FTS$ Algorithm

The fifth contribution of the thesis was a hardware implementation for the $FTS$ algorithm. The proposed implementation uses a systolic array design for $SAD$ computations. In addition, the implementation uses an algorithm state machine to match the $FTS$ control logic as well as caching buffer to reduce access to external memory. Simulation results showed that the proposed implementation requires a smaller number of cycles per macroblock search compared to other hardware implementations and thus can provide motion estimation at high frame rates.

8.1.6 Hardware Implementation of the $FS$ Algorithm

The sixth contribution of the thesis was the development of an efficient hierarchical hardware implementation for the $FS$ algorithm. The proposed implementation uses systolic arrays to perform motion search in parallel and pipelining stages with very efficient processor utilization. In addition, a hierarchical decomposition technique is applied to compute the 2-D $SAD$ using successive 1-D hardware units. As a result, the proposed implementation offers high frame rates using a smaller number of hardware units as demonstrated by the simulation results.
8.2 Future Work

Some additional research can be undertaken to further improve the FTS algorithm and adapt it for different search applications. This section describes some of these potential research directions.

8.2.1 Predictive FTS algorithm

Additional features can be added to the FTS algorithm to further improve its overall performance as follows:

- Prediction of the starting level which can improve the search steps of the FTS algorithm.
- Prediction of the scene complexity which would lead to a better choice of initial search parameters. This can be done by observing the movements of the search triangle in the FTS algorithm.
- Modify the $x-y$ ratio of the search triangles at each level based on sequence analysis. In the current FTS algorithm, there are three levels with fixed $x-y$ ratios. These ratios can be changed based on the scene contents. For example, the triangles can be stretched in $x$ or $y$ direction or both.
- Detection of situations where the FTS can get stuck and revisit the same positions. In this case, an early exit can reduce the computational effort required by the FTS algorithm.

8.2.2 Extension of the FTS to sub-pixel search

The HP-FTS has shown promising results. A possible additional extension to this algorithm is to develop a fully integrated full-pixel, half-pixel, and quarter-pixel FTS. In addition, some half-pixel and quarter-pixel approximations can be used to reduce the need for interpolation.
8.2.3 Multi-block size *FTS*

The *FTS* algorithm is currently working on one-size macroblock at a time. Another improvement is to add additional logic to support changing the macroblock size during the search and thus producing an integrated solution that combines the best motion vector and the best macroblock mode. This integrated solution could be very useful for H.264 encoding which supports several macroblock modes and requires a substantial amount of computations in order to identify the best mode.

8.2.4 *FTS* hardware Implementation

The hardware implementation of the *FTS* can be further improved to increase its performance. Examples of possible improvements are as follows:

- Adding a *SAD* buffer to avoid repeated computations as described by the *EFTS* algorithm in section 6.2.
- Adding early termination of *SAD* computations when the newly obtained value exceeds the current minimum.
- Using additional features in hardware such as pre-calculation of next states and addresses while the current state computations are being carried out. This will further speed up the performance of the hardware.
- More parallelism and pipelining can be added to speed up the performance of the *FTS* units that lie on the critical path.
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