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Abstract

Testing every possible combination of the input parameter values is often impractical, inefficient or too expensive. One common alternative is pairwise testing where every pairwise combination of the parameter values is tested. Although pairwise testing significantly reduces the number of test cases, the challenge remains in analyzing the test outputs to discern the precise characteristics of parameters causing the failures. This thesis proposes a novel approach to output analysis by identifying “bad pairs”: pairs that always result in failed test cases. A framework implementing the proposed approach is presented together with three case studies. Results from the case studies suggest there are positive relationships among the numbers of failed test cases, faults, and independent bad pairs. Also, filtering of test cases seems to have a significant impact on the bad pairs identified. We believe the proposed approach can facilitate the debugging process in software testing.
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Chapter 1
Introduction

Software testing is costly: it is both time-consuming and labour-intensive. By some measurements, at least 20% of overall software development costs arise from software testing [4, 8]. But uncorrected faults in software can be even costlier. Software errors cost the U.S. economy nearly $60 billion dollars [23]. On its own, testing is not enough to guarantee that the system-under-test (SUT) is free of bugs. As Dijkstra put it, “Program testing can be used to show the presence of bugs, but never their absence” [13]. Nonetheless, it adds confidence in the correctness of the SUT.

Failures of software resulting from combinations of input parameters have long been studied and researched [16]. In the telephony industry, the problems of interaction among various parameters are well known and have been vigorously researched [15]. Exhaustive testing where every possible combination of the parameter values is tested on the SUT is often impractical and too expensive to execute [5, 18]. The sheer volume of combinations of multiple parameter values alone presents a challenging task in the debugging process in software testing. Instead, one remedy is to test the SUT on a subset of all possible combinations as various studies suggest that it can be an effective or practical option [5, 7]. However, the number of combinations to test on the SUT can remain huge when the number of parameters and the number of parameter values are large.

A common alternative is to focus on failures caused by the combinations of two parameters [24, 10, 16, 9]. But the challenge remains in analyzing the test results to discern the exact cause of failures. Suppose a test run of 10,000 test cases shows that 100 of the 10,000 test cases cause the SUT to fail, and each test case consists of 20 parameters. Where should one begin the analysis and debugging process among these 100 failed test cases? Suppose one starts by examining the first failed test case. Which one of the 20 parameters should one examine in detail? Our approach to this
challenge is to concentrate on the bad pairs: those pairs of parameter values that
always cause the containing test cases to fail.

This approach can be illustrated with a hypothetical test for VoIP software. Assume that bug reports suggest there are three possible error-causing factors, namely, the calling phone, the VoIP server, and the called phone. Suppose these three parameters are CallerOS, ServerOS, and CalleeOS, respectively. Table 1.1 shows the complete test space of 12 rows consisting of the three parameters. Together, the six rows shown in boldface constitute a pairwise test because these six rows include every possible pairwise combination of parameter values. For example, rows 1, 4, 8, and 9 of Table 1.1 cover all possible pairwise combinations of the values of CallerOS and CalleeOS.

If the test results show that the SUT always fails whenever ServerOS equals Lin and CalleeOS equals Mac regardless of the value of CallerOS, we say that this pair of parameter values is a bad pair. It should then be useful information for debugging to
find these bad pairs. Thus, the approach in this thesis concentrates on the analysis of test outputs, unlike pairwise testing, which typically focuses on efficient generation of test inputs. In particular, if there are many test cases resulting in failures, the identification of bad pairs should generate more useful debugging information. To explore these and other related notions, the BadPair framework has been implemented along with three case studies conducted using the framework.

The framework facilitates the debugging process in two ways. The bad pairs analysis helps a debugger to focus on those test cases containing independent bad pairs among all failed test cases. Additionally, by analyzing the characteristics of the two parameter values of an independent bad pair, a debugger can efficiently locate the likely faults in the source code.

The primary contributions of this thesis include the following:

- An automated test framework implementing the proposed approach of bad pairs analysis is presented along with three case studies.
- The study finds that there is a positive relationship between the number of bad pairs and the number of failed test cases.
- The study suggests that there is a positive relationship between the number of bad pairs and the number of faults.
- It appears that filtering of test cases has a significant impact on the bad pairs identified.
- The last case study demonstrates how the BadPair framework can be utilized to facilitate the debugging process in testing an industrial network device.

The remaining Chapters of the thesis are organized as follows. In Chapter 2, key terms are explained. Chapter 3 describes the BadPair framework. Chapters 4, 5, and 6 discuss three case studies using the BadPair framework. The last three chapters contain the related work, conclusion, and suggestions for future work. A published paper related to this thesis will be available at [6].
Chapter 2
Definitions

Several key terms will appear repeatedly throughout this thesis. Therefore, in this section the terms are defined and illustrated with examples.

2.1 Input Table, Results Vector, Test Table

An input table is a set of $n$-tuples, often shown in tabular form. Each row in an input table represents a test case, consisting of $n$ parameters in order, and each column corresponds to one of the $n$ parameters. A results vector is a one-dimensional array where each element is either ‘P’ (pass) or ‘F’ (fail). A test table is a combination of an input table with $k$ rows and a corresponding results vector with $k$ elements. Bad pairs analysis is conducted on test tables. Consider a hypothetical program with three integer inputs: $a$, $b$, and $c$. Figure 2.1(a) shows an input table containing five test cases and a results vector showing the results of executing each test case. Figure 2.1(b) shows the corresponding test table.

2.2 Bad Singleton

The remaining terms are defined with respect to an input table $T$ with $n$ columns and $k$ rows, and a results vector $R$ with $k$ elements. A singleton is a value for a specific parameter. In this paper, we represent a singleton visually: as an $n$-tuple where all the elements except one contain ‘·’. In the input table in Figure 2.1(a), (·, 2, ·) denotes value 2 for parameter $b$. A bad singleton is a singleton which always results in a failure, i.e., whenever test case $T[i]$ contains the singleton then $R[i]$ is ‘F’. Figure 2.1(c) shows a bad singleton: in every row in which parameter $a$ has value 1, the result is ‘F’. Figure 2.1(a) contains no other bad singletons.
<table>
<thead>
<tr>
<th>Input Table</th>
<th>Results Vector</th>
</tr>
</thead>
<tbody>
<tr>
<td>a  b  c</td>
<td>Pass or Fail</td>
</tr>
<tr>
<td>1  1  1</td>
<td>F</td>
</tr>
<tr>
<td>1  2  2</td>
<td>F</td>
</tr>
<tr>
<td>2  1  2</td>
<td>P</td>
</tr>
<tr>
<td>2  2  1</td>
<td>P</td>
</tr>
<tr>
<td>2  2  2</td>
<td>F</td>
</tr>
</tbody>
</table>

(a) Input table and results vector

1 1 1 F  
1 2 2 F  
2 1 2 P  
2 2 1 P  
2 2 2 F  

(b) Test table

<table>
<thead>
<tr>
<th>a  b  c</th>
</tr>
</thead>
<tbody>
<tr>
<td>1  ⊗  ⊗</td>
</tr>
</tbody>
</table>

(c) A bad singleton

<table>
<thead>
<tr>
<th>a  b  c</th>
</tr>
</thead>
<tbody>
<tr>
<td>1  2  ⊗</td>
</tr>
<tr>
<td>1  1  ⊗</td>
</tr>
<tr>
<td>1  ⊗  2</td>
</tr>
<tr>
<td>1  ⊗  1</td>
</tr>
<tr>
<td>⊗  1  1</td>
</tr>
<tr>
<td>⊗  2  2</td>
</tr>
</tbody>
</table>

(d) Bad pairs

Figure 2.1: Bad pair analysis examples, part I
\begin{align*}
\begin{array}{ccc}
a & b & c \\
1 & 2 & \bullet \\
1 & 1 & \bullet \\
1 & \bullet & 2 \\
1 & \bullet & 1 \\
\end{array}
\end{align*}

(e) Dependent bad pairs

\begin{align*}
\begin{array}{ccc}
a & b & c \\
\bullet & 2 & 2 \\
\bullet & 1 & 1 \\
\end{array}
\end{align*}

(f) Independent bad pairs

<table>
<thead>
<tr>
<th>Line</th>
<th>Failure Ratio</th>
<th>Bad Singleton Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.0</td>
<td>dependent</td>
</tr>
<tr>
<td>2</td>
<td>1.0</td>
<td>dependent</td>
</tr>
<tr>
<td>3</td>
<td>1.0</td>
<td>dependent</td>
</tr>
<tr>
<td>4</td>
<td>1.0</td>
<td>dependent</td>
</tr>
<tr>
<td>5</td>
<td>1.0</td>
<td>independent</td>
</tr>
<tr>
<td>6</td>
<td>1.0</td>
<td>independent</td>
</tr>
<tr>
<td>7</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>0.0</td>
<td></td>
</tr>
</tbody>
</table>

(g) Failure ratios table for all pairs

Figure 2.2: Bad pair analysis examples, part II
2.3 Pair, Bad Pair, Good Pair

A pair is a pair of parameter values. We represent a pair visually: as an n-tuple where all the elements except two contain ‘\(\bullet\)’. For example, in the input table in Figure 2.1(a), \((1, \bullet, 2)\) denotes the pair with value 1 for parameter \(a\) and value 2 for parameter \(c\). A bad pair is a pair which always results in a failure. For example, Figure 2.1(d) shows all of the bad pairs from Figure 2.1(a). The pair \((1, \bullet, 2)\) is a bad pair because the only row containing it has an ‘F’ in the results vector. However, \((2, \bullet, 2)\) is not a bad pair because it is in two rows, one of which has a ‘P’. Finally, a good pair is a pair which always results in a pass.

2.4 Dependent Bad Pair, Independent Bad Pair

We divide bad pairs into two types:

1. A dependent bad pair is a bad pair which contains one or two bad singletons. Figure 2.2(e) shows the four dependent bad pairs from Figure 2.1(a).

2. An independent bad pair is a bad pair which contains no bad singletons. Figure 2.2(f) shows the two independent bad pairs from Figure 2.1(a).

Intuitively, an independent bad pair is a bad pair because of the interaction between the two parameter values, while a dependent bad pair is a bad pair because of the presence of the bad singleton(s) it contains. Our analysis focuses on independent bad pairs.

Figure 2.2(g) summarizes the test results by presenting the failure ratios for each pair in Figure 2.1(a). A bad pair has a failure ratio of 1 while a good pair has a failure ratio of 0.

2.5 Degenerate Cases

There are two degenerate cases:

1. If there is just one parameter \((n = 1)\), then each failing row contains a bad singleton. There are no pairs of any kind.
2. If \( n = 2 \), each row is itself a pair. Every pair is either a bad pair or a good pair; only failure ratios 0 and 1 are possible.

### 2.6 Sensitivity of Bad Pairs to Change in A Test Table

By definition, the determination of bad pairs is derived from the content of a test table. Therefore, changing the content of a test table will result in change in the independent and dependent bad pairs identified. For example, suppose the following line:

\[
2 \ 1 \ 1 \ P
\]

is added to the test table in Figure 2.1(b). Figures 2.3 and 2.4 show the new test table and bad pairs identified consequently. In short, the new added line causes the failure ratio of the pair \((*, 1, 1)\) to drop from 1.0 to 0.5 as shown in line 8 of Figure 2.4(g). In turn, \((*, 1, 1)\) is no longer identified as a bad pair, neither independent nor dependent.
<table>
<thead>
<tr>
<th>Input Table</th>
<th>Results Vector</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>$b$</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>

(a) Input table and results vector

| $a$ | $b$ | $c$ | Pass or Fail |
| 1 | 1 | 1 | F |
| 1 | 2 | 2 | F |
| 2 | 1 | 2 | P |
| 2 | 2 | 1 | P |
| 2 | 2 | 2 | F |
| 2 | 1 | 1 | P |

(b) Test table

| $a$ | $b$ | $c$ |
| 1 | $\bullet$ | $\bullet$ |

(c) A bad singleton

| $a$ | $b$ | $c$ |
| 1 | 2 | $\bullet$ |
| 1 | 1 | $\bullet$ |
| 1 | $\bullet$ | 2 |
| 1 | $\bullet$ | 1 |
| $\bullet$ | 2 | 2 |

(d) Bad pairs

Figure 2.3: Sensitivity of bad pairs to change in a test table, part I
(e) Dependent bad pairs

\[
\begin{array}{ccc}
 a & b & c \\
1 & 2 & \bullet \\
1 & 1 & \bullet \\
1 & \bullet & 2 \\
1 & \bullet & 1 \\
\end{array}
\]

(f) Independent bad pairs

\[
\begin{array}{ccc}
 a & b & c \\
\bullet & 2 & 2 \\
\end{array}
\]

(g) Failure ratios table for all pairs

<table>
<thead>
<tr>
<th>Line</th>
<th>Failure Ratio</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>BS Index</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.0</td>
<td>1</td>
<td>2</td>
<td>\bullet</td>
<td>0</td>
<td>dependent</td>
</tr>
<tr>
<td>2</td>
<td>1.0</td>
<td>1</td>
<td>1</td>
<td>\bullet</td>
<td>0</td>
<td>dependent</td>
</tr>
<tr>
<td>3</td>
<td>1.0</td>
<td>1</td>
<td>\bullet</td>
<td>2</td>
<td>0</td>
<td>dependent</td>
</tr>
<tr>
<td>4</td>
<td>1.0</td>
<td>1</td>
<td>\bullet</td>
<td>1</td>
<td>0</td>
<td>dependent</td>
</tr>
<tr>
<td>5</td>
<td>1.0</td>
<td>\bullet</td>
<td>2</td>
<td>2</td>
<td></td>
<td>independent</td>
</tr>
<tr>
<td>6</td>
<td>0.5</td>
<td>2</td>
<td>2</td>
<td>\bullet</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0.5</td>
<td>2</td>
<td>\bullet</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0.5</td>
<td>\bullet</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0.0</td>
<td>2</td>
<td>1</td>
<td>\bullet</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.0</td>
<td>2</td>
<td>\bullet</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>0.0</td>
<td>\bullet</td>
<td>2</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>0.0</td>
<td>\bullet</td>
<td>1</td>
<td>2</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 2.4: Sensitivity of bad pairs to change in a test table, part II
Chapter 3
The BadPair Framework

In this chapter, the design and implementation of the BadPair framework are described. An overview and usage examples of the framework are provided first, followed by a description of the design of the framework. Afterwards, the implementation of the framework is laid out in detail.

3.1 Overview of The Framework

To evaluate our ideas of bad pairs, a harness is needed to conduct experiments, generate test results, and analyze the results to produce viable conclusions. Therefore, we have designed and implemented the BadPair framework. The framework serves several purposes. First, it represents an implementation of the ideas of bad pairs. Secondly, it allows us to understand the general complexity in applying the bad pairs in automated software testing. Further, it demonstrates the feasibility of the bad pairs approach.

The BadPair framework must therefore support several major features to fulfil the desired purposes. For instance, it must be able to generate input test cases in the format as shown in the input table defined in Chapter 2. Also, it has to be capable of generating mutated versions of the targeted source code, which will be referred to as the gold code from here on. Finally, it has to be able to filter the test results and analyze either the filtered or original test results and subsequently locate and report the corresponding bad pairs. Note that these three major features are related but nonetheless can be applied independently. For example, the BadPair framework can be directly used to identify and analyze the bad pairs given only a test table, in the absence of test cases and mutated versions of the gold code.

As shown in Figure 3.1, the BadPair framework consists of five components: mutants component, test cases component, auxiliary component, core component, and
Figure 3.1: Five components of the BadPair framework

filtering component. By breaking down the framework into components, BadPair can be used flexibly in two different ways. First, given only the gold code, one can use the BadPair framework to identify the bad pairs, as shown in Figure 3.2. The result of bad pairs analysis is stored in failure ratios tables, as shown in Figure 2.2(g) of Chapter 2. In addition, visual plots that summarize the relationship between mutants and their corresponding number of bad pairs will be produced. Alternatively, given only a test table without the gold code, one can still use BadPair by directly invoking the core component to identify and analyze the bad pairs, as shown in Figure 3.3. Note that only one corresponding failure ratios table is produced in this case because there is only one test table. If there are many test tables, there will be just as many corresponding failure ratios tables produced.
Figure 3.2: Invoking the BadPair framework given only the gold code

Figure 3.3: Invoking the BadPair framework given only a test table
3.2 Examples

3.2.1 No Filtering

Assume there are 8 test cases, as shown in Figure 3.4, to be executed on the gold code and two mutants, M1 and M2. Figures 3.5 and 3.7 show the resulting test tables generated by the BadPair framework from the execution on M1 and M2, respectively.

Based on the two test tables, the BadPair framework then generates two corresponding failure ratios tables, as shown in Figures 3.6 and 3.8 for M1 and M2. The failure ratios table in Figure 3.6 indicates that M1 has 1 independent bad pair, and the failure ratios table in Figure 3.8 indicates that M2 has 2 independent bad pairs. As a summary, BadPair generates a visual plot as shown in Figure 3.9. The plot indicates that 1 mutant has exactly 1 independent bad pair, and 1 mutant has exactly 2 independent bad pairs.

3.2.2 With Filtering

Next, assume the test cases are filtered such that the last test case, ‘2 2 2’, is excluded. In turn, the last line, ‘2 2 2 P’, of the test table for M1 in Figures 3.5 is excluded to produce the filtered test table for M1. Similarly, the last line of the test table for M2 in Figures 3.7 is excluded to produce the filtered test table for M2. Furthermore, based on the filtered test tables, the corresponding failure ratios
Figure 3.5: The test table from the test run on M1

Figure 3.6: The failure ratios table corresponding to M1
Figure 3.7: The test table from the test run on M2

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>P</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>F</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>1</td>
<td>F</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>2</td>
<td>P</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>F</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>2</td>
<td>F</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>1</td>
<td>P</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>P</td>
</tr>
</tbody>
</table>

Figure 3.8: The failure ratios table corresponding to M2

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>100.00%</td>
<td>2</td>
<td>1</td>
<td>*</td>
</tr>
<tr>
<td>100.00%</td>
<td>*</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>50.00%</td>
<td>2</td>
<td>*</td>
<td>2</td>
</tr>
<tr>
<td>50.00%</td>
<td>2</td>
<td>*</td>
<td>1</td>
</tr>
<tr>
<td>50.00%</td>
<td>1</td>
<td>2</td>
<td>*</td>
</tr>
<tr>
<td>50.00%</td>
<td>1</td>
<td>1</td>
<td>*</td>
</tr>
<tr>
<td>50.00%</td>
<td>1</td>
<td>*</td>
<td>2</td>
</tr>
<tr>
<td>50.00%</td>
<td>1</td>
<td>*</td>
<td>1</td>
</tr>
<tr>
<td>50.00%</td>
<td>*</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>50.00%</td>
<td>*</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0.00%</td>
<td>2</td>
<td>2</td>
<td>*</td>
</tr>
<tr>
<td>0.00%</td>
<td>*</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>
tables for M1 and M2 are regenerated by the BadPair framework. As a result, the new failure ratios table for M1 indicates that it has 2 independent bad pairs, namely, $(2, 2, \bullet)$ and $(2, \bullet, 1)$. Also, the new failure ratios table for M2 indicates that it has 3 independent bad pairs, namely, $(2, 1, \bullet)$, $(2, \bullet, 2)$, and $(\bullet, 1, 2)$.

Like before the filtering, BadPair also generates a visual summary plot as shown in Figure 3.10. The plot indicates that 1 mutant has exactly 2 independent bad pairs, and 1 mutant has exactly 3 independent bad pairs after filtering.

### 3.3 Design of The Framework

To satisfy the requirements, provide flexibility, and automate the execution flow, the BadPair framework is structured to consist of five components as shown in Figure 3.1. In the following sections, the functionality of each component is described.

#### 3.3.1 Mutants Component

Given the gold code, the mutants component is used to generate its mutated versions. BadPair is designed such that the generation of mutants is separated from the other BadPair components. Thus, any tool can be used to generate mutants of
Figure 3.10: The summary plot for the test run on M1 and M2 after filtering the gold code. The only requirement is that test cases must be able to execute on the gold code and mutants to generate valid test tables for analysis.

3.3.2 Test Cases Component

The primary functionality of the test cases component is to generate test cases to be executed on the gold code and mutants. BadPair permits test cases to be generated by any tool. Regardless of what test cases are generated, the test cases must conform to the format defined for the input tables shown in Figure 2.1(a) of Chapter 2. In addition, the generated test cases must be stored in a log file before they are executed on the gold code and mutants. There are several reasons for this. First of all, the same set of test cases are executed against the gold code and each mutant repeatedly. In addition, test cases may be too large to be held all at once in memory at run time. Lastly, this is a direct result of separating the test case generation from the execution.

3.3.3 Auxiliary Component

The auxiliary component plays a supporting role in BadPair. Its primary functionality is to tie all the components together to automate the execution flow. In addition, it contains any other programs and scripts in the framework that do not
belong to the other components. The following is a list of modules of the auxiliary component:

- Test_one generates one test table from the execution on one mutant
- Test_many generates all corresponding test tables from the execution on all mutants
- config holds the possible values for all input parameters
- convert_to_indexed normalizes test tables

### 3.3.4 Core Component

The core component provides several key functionalities. First, it controls the execution of test cases on the gold code and mutants. Second, it collects and records the test results. Most importantly, it analyzes the test results to identify the corresponding bad pairs. Additionally, it produces tables of failure ratios based on the test results. Lastly, it generates visual plots that summarize the outcome of the analysis. Consequently, the core component consists of these modules:

- Identification - to identify bad singletons and independent bad pairs
- Frequencies - to generate failure ratios tables
- All frequencies - to create indexed test tables and all failure ratios tables
- Summary - to generate a summary of analysis of bad pairs
- Chart - to create a visual plot of the summary

### 3.3.5 Filtering Component

The identification and analysis of bad pairs are performed in the context of a given set of test tables. There are times when it is more useful to perform the analysis on subsets of the complete test tables. Thus, the filtering component allows filtering of test tables so that the analysis of bad pairs can be based on some subset of the
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Figure 3.11: Filtering test tables with the filtering component

The design of BadPair allows customized filtering tailored to user-specified filtering requirements. As Figure 3.11 shows, the filtering component takes a set of test tables as input and produces a set of filtered test tables.

3.3.6 Pseudocode of The Execution Flow

As mentioned previously, there are primarily two ways to use BadPair. Figure 3.2 represents the scenario of using BadPair given only the gold code. Figure 3.13 and Figure 3.14 show the corresponding execution flow and execution pseudocode of this scenario, respectively. There are various mutants, each of which has its own source code, a corresponding test table and a failure ratios table; therefore, there is a container folder to hold all mutants and their corresponding generated files. Figure 3.12 shows the structure of this container folder. In addition, for each test execution of the gold code and its mutants, there is a summary and a plot of bad pairs produced. They are stored in file folders also. Figures 3.16 and 3.17 show the structures of these two folders.
3.4 Implementation of The Framework

In this section, the implementation of BadPair is presented. BadPair is implemented mainly to be used as a harness to demonstrate our approach, conduct case studies, and validate results. It is implemented in Python with a Ubuntu distribution of Linux as the execution environment. As depicted in Figure 3.1, there are five components in BadPair. Implementation of each of these components are discussed in the next several sections with examples where appropriate.
3.4.1 Mutants Component

Given a gold code, the mutants component generates mutants of the gold code. The design of BadPair allows any tools to be used to generate mutants. Initially at an earlier stage of developing the BadPair framework, we implemented our own program that generated mutants based on the template and probe methodology as described in a paper by Hoffman et al [14]. Since then, we have switched to a third party tool, muJava [19] [2], because it generates better mutants.

Because muJava can only accept source code in Java as input and can only generate mutants in Java, all gold code in this study has been converted to Java prior to generating mutants. Nevertheless, BadPair framework permits the gold code and mutants in other programming languages besides Java. For example, to execute test on gold code in C, one merely needs to modify the Test_one and Test_many modules of the Auxiliary component. For the purpose of facilitating the presentation and discussion in the rest of this chapter, assume that there are only two mutants, M1 and
generate mutants
generate test cases

for each mutant $M$
  open test table log file $L_M$
  for each test case $t$
    run $M$ with input $t$
    run the gold code with input $t$
    if $M$ and the gold code produce the same output
      write $t$ followed by 'P' to $L_M$
    else
      write $t$ followed by 'F' to $L_M$
  close log file $L_M$

for each log file $L_M$
  open log file $L_M$
  open failure ratios table file $F$
  generate failure ratios from $L_M$
  write failure ratios to $F$
  close $F$
  close $L_M$

open summary file $s$
for each $F$
  open $F$
  generate bad pairs summary from $F$
  write the summary to $s$
  close $F$
open summary chart file $c$
generate summary chart data from $s$
close $s$
write summary chart data to $c$
generate chart from $c$
close $c$

Figure 3.14: Execution pseudocode given only a gold code
open test table log file $L$
open failure ratios table log file $F$
generate failure ratios from $L$
write failure ratios to $F$
close $F$
close $L$

Figure 3.15: Execution pseudocode given only a test table

Figure 3.16: File Structure of the summary folder
3.4.2 Test Cases Component

The sole purpose of the test cases component is to generate the desired test cases to be executed. As mentioned in the previous section, the design of BadPair framework allows test cases to be generated by any tool as long as they conform to the format defined for input tables in Figure 2.1(a) of Chapter 2. The test cases generated are to be stored in a file, say, input.txt.

Assume that there are 8 test cases generated and stored in the input table as shown in Figure 3.4. Each line of the input table represents one test case consisting of 3 ordered input parameters, and each column represents the value of an input parameter. For instance, the first line is a test case that has the values 1, 1, and 1 for the first, second, and third parameters, respectively, while the last line is a test case that has the values 2, 2, and 2 for the first, second, and third parameters, respectively. There are in total 8 test cases because each one of the 3 input parameters can take
on the value of either 1 or 2.

3.4.3 Auxiliary Component

The auxiliary component contains any other modules and scripts in the framework that do not belong to the other four components. In addition, it contains scripts used to tie all components together to automate the execution flow. There are several modules contained in this component:

- Test_one.java
- Test_many.py
- config.py
- convert_to_indexed.py

3.4.3.1 Test_one.java

Lines of code: 49
Number of functions: 1

Given the gold code, a mutant, and a file containing the test cases, this module is responsible for executing all given test cases on the gold code and the mutant. It is also responsible for recording test results from executing the test cases. In turn, it produces a test table corresponding to the test run on the given mutant and gold code. Note that this module is written in Java because for the purpose of this study both the given gold code and mutants are in Java.

For example, Figure 3.5 shows the resulting test tables from the execution of the 8 test cases of Figure 3.4 on the gold code and M1, and Figure 3.7 shows the resulting test tables from the execution on the gold code and M2. Note that if the test cases were executed on the gold code against the gold code itself, the resulting test table would have P in every line.
token_list =
    [
        ['1','2'],
        ['1','2'],
        ['1','2']
    ]

Figure 3.18: Example of config.py

3.4.3.2 Test_many.py

Lines of code: 14
Number of functions: 0

This module is responsible for generating test tables corresponding to the given mutants. Given a list of paths to mutants, it repeatedly invokes Test_one.java for each mutant in the list. It also records each test table in a log file located in the same given path as the corresponding mutant.

3.4.3.3 config.py

This module contains a list, token-list, that describes all possible values of all input parameters. The list is a nested list where each sub-list corresponds to one input parameter, and each sub-list depicts all possible values of the corresponding input parameter. Figure 3.18 shows the token-list that corresponds to the input table of 8 test cases shown in 3.4.

3.4.3.4 convert_to_indexed.py

Lines of code: 25
Number of functions: 0

Given a list of files, each of which contains a test table, such as those produced by Test_many.py, this module normalizes the test tables by transforming them into indexed formats required before the analysis of bad pairs can be performed. Indices of input parameters are generated based on the token-list contained in the config.py module. That is, the first possible value of an input parameter has the index 0, the
second possible value of an input parameter has the index 1, and so forth. Each converted test table is recorded in a new file located in the same directory as the given file. For instance, based on the token-list given in Figure 3.18, the following line in the test table:

\[
2 \ 2 \ 1 \ F
\]

is therefore converted to:

\[
1 \ 1 \ 0 \ F
\]

Figure 3.19 shows an example of such conversion where the file, TR.txt, containing the test table in Figure 3.5 is converted to an indexed test table, which is written to another file, TR_indexed.txt.

3.4.4 Core Component

There are five modules in the core component and each module is further broken down into various functions. These five modules, together with its main functionality, implemented in Python are as follows:
• bad_pairs.py identifies bad singletons and bad pairs

• gen_frequencies.py generates a failure ratios table

• find_bp.py creates indexed test tables and all failure ratios tables

• sum_bp.py to generates a summary of analysis of bad pairs

• build_chart.py to creates a visual plot of the summary

3.4.4.1 bad_pairs.py

Lines of code: 252

Number of functions: 10

The main purpose of the module is to identify bad singletons and bad pairs. Among all functions implemented in the module, the most important ones are as follows:

• count_singletons:

  This function calculates, for each singleton, the number of passed test cases, the number of failed test cases, and the pass ratio among all test cases that contain the singleton. The calculated information is recorded in a list, which is returned as a result.

• generate_bad_singletons:

  This function takes a list of singletons as input, and identifies all bad singletons contained in the list of singletons. It returns a list of these identified bad singletons.

• count_pairs:

  This function calculates, for each pair, the number of passed test cases, the number of failed test cases, and the pass ratio among all test cases that contain the pair. The calculated information is recorded in a list, which is returned as a result.
• generate_bad_pairs:

This function takes a list of pairs and failure threshold as input, and identifies all bad pairs. It returns a list of these identified bad pairs. The threshold is 1.0 based on the definition that a bad pair is a pair where 100 percent of the time the pair always results in a failed test case. Thus, if the definition of a bad pair is changed to a pair where at least 90 percent of the time the pair results in a failure, the failure threshold should be 0.9 instead.

3.4.4.2 gen_frequencies.py

Lines of code: 247

Number of functions: 6

This module is in charge of generating a sorted failure ratios table and writing it to a specified log file. For example, Figure 3.6 shows the sorted failure ratios table that corresponds to the test table in Figure 3.5.

Among all functions implemented in the module, the most important ones are as follows:

• gen_bp_frequencies:

This functions uses the bad_pairs.py module to generate an unsorted failure ratios table. The generated table is held in memory.

• build_pair_frequency:

This function takes an unsorted failure ratios table, sorts the table on failure ratios, and writes the sorted table out to a specified log file in the pre-defined format for the failure ratios table.

• locate_bad_pairs:

This function identifies bad pairs based on the execution on one mutant. It does so by calling various functions in the bad_pairs.py module before invoking build_pair_frequency function.
3.4.4.3  find_bp.py

Lines of code: 52

Number of functions: 2

This module is responsible for creating indexed test tables and all failure ratios tables. It contains the following two functions.

- build_indexed_results:

  This function builds two lists. The first list is a list of test cases. The second list is a nested list where each sub-list is a results vector. Note that there is only one list of test cases because all mutants are executed against the same set of test cases, while the second list is nested because each sub-list corresponds to a results vector from execution on one mutant.

- find_bp:

  This function writes each test table to its corresponding log file by first invoking the build_indexed_results function and subsequently using the gen_frequencies.py module.

3.4.4.4  sum_bp.py

Lines of code: 53

Number of functions: 1

Given a set of files containing failure ratios tables, this module generates a summary table of analysis of bad pairs, and writes the summary table to a specified file. Figure 3.20 shows the summary table that corresponds to the test tables of M1 and M2. Each line in the summary file represents the analysis result of one mutant and each line consists of four entries. For instance, the first line indicates there are 2 independent bad pairs, 0 bad singletons, and 12 pairs from the test run on M2. The second line indicates there are 1 independent bad pair, 0 bad singletons, and 12 pairs from the test run on M1. There is one function, sum_bp, in this module.

- sum_bp:
Given a file containing a failure ratios table, this function calculates the total number of independent bad pairs and the total number of bad singletons.

3.4.4.5 build_chart.py

Lines of code: 55
Number of functions: 1

This module is responsible for generating the raw data that can be used to create a visual plot of the summary based on the result of bad pairs analysis. The raw data generated is written to a file as a result. Figure 3.21 shows the chart table that corresponds to the bad pairs analysis for the test run on M1 and M2. Each line in the chart table consists of two integers. The first integer indicates the number of independent bad pairs, and the second integer indicates the number of those mutants that have the corresponding number of independent bad pairs. For example, the first line in Figure 3.21 indicates that no mutant has no independent bad pairs. The second line indicates that 1 mutant has exactly 1 independent bad pair. The third line indicates that 1 mutant has exactly 2 independent bad pairs. Figure 3.9 shows the corresponding summary plot generated.

There is one function, build_chart_data, in this module.

- build_chart_data:

  Given a file containing a summary table of analysis of bad pairs, this function generates the underlying raw data that can be used to generate a visual plot of the summary and writes the raw data to a file.
3.4.5 Filtering Component

The filtering component filters test tables to produce partial test tables. For instance, the python module, legal_illegal.py, can be applied to a set of test tables to break them into two subsets of test tables, one subset for the legal test cases and the other for the illegal test cases, as shown in Figure 3.22. If legal_illegal.py is applied to the test table of Figure 3.5, it will produce the two subsets of partial test tables shown in Figure 3.23 and Figure 3.24.
In the next three chapters, three case studies will be presented. The first two case studies incorporate generation of test cases, mutation testing, and filtering of test cases to determine the effects on the number of bad pairs resulted from changing the contents of input tables. The last case study demonstrates how one can utilize the BadPair framework to analyze bad pairs given only a test table in the absence of the gold code and mutants. Also, alternative definitions of the bad pairs are explored where a threshold is used to define “nearly bad pairs.”

In doing the three case studies, we aim to address several immediate aspects of bad pairs:

1. Number of independent bad pairs
2. The effect of filtering test cases on independent bad pairs
3. Frequency of independent bad pairs
4. The effect of seeded faults on independent bad pairs
5. The effect of failure thresholds on the number of independent bad pairs
6. The effect of number of failed test cases on the number of independent bad pairs

Ultimately, we expect to benefit from the three case studies in achieving these longer term goals of bad pairs:

1. The assessment and improvement of the BadPair framework
2. The value of identifying independent bad pairs in software testing
3. The relationship between independent bad pairs and seeded faults
4. The relationship between independent bad pairs and failed test cases
Chapter 4

Case Study: Bad Pairs in The Triangle Program

The first case study involves testing a well known short program, *Triangle* [17], as the gold code. This case study serves several purposes. First, it is used to validate and improve the BadPair framework. Second, it demonstrates an application of BadPair. Lastly, it answers and/or provides insights to our research questions.

4.1 The Triangle Gold Code

Given three integers as the values to the three input parameters, Triangle determines whether the three integers constitute a valid triangle. Each one of the three integers represents the length of one of the three sides of a triangle. If the three given integers do not constitute a valid triangle, the string "illegal" is returned as a result indicating an invalid triangle. Otherwise, Triangle returns one of the three strings, "equilateral", "isosceles", or "scalene", indicating the precise triangle type. Figure 4.1 shows the complete Triangle source code in Java.

4.2 Test Setup

The detailed execution flow of this case study is depicted in the pseudocode shown in Figure 3.14 in Chapter 3. In short, there are five major steps involved in the execution flow as depicted in Figure 4.2: Mutant generation, test case generation, test case execution, bad pairs analysis, summary. Given the non-mutated Triangle code, used as the gold code for the test oracle, 213 mutants are generated by muJava. Note that the original source code of Triangle is written in C. We have manually translated it to be in Java because muJava can only operate on source code written in Java. Each one of these mutants contains exactly one single seeded fault. For example, the & condition operator in line 36 of Figure 4.1 is replaced with the || condition operator by muJava to create one of the mutant. Each application
public static String triangle(int side1, int side2, int side3) {
    int triang;
    if (side1 <= 0 || side2 <= 0 || side3 <= 0) {
        return "illegal";
    }
    triang = 0;
    if (side1 == side2) {
        triang = triang + 1;
    }
    if (side1 == side3) {
        triang = triang + 2;
    }
    if (side2 == side3) {
        triang = triang + 3;
    }
    if (triang == 0) {
        if (side1 + side2 <= side3 ||
            side2 + side3 <= side1 ||
            side1 + side3 <= side2) {
            return "illegal";
        } else {
            return "scalene";
        }
    }
    if (triang == 0) {
        if (side1 + side2 <= side3 ||
            side2 + side3 <= side1 ||
            side1 + side3 <= side2) {
            return "illegal";
        } else {
            return "scalene";
        }
    }
    if (triang > 3) {
        return "equilateral";
    } else if (triang == 1 && side1 + side2 > side3) {
        return "isosceles";
    } else if (triang == 2 && side1 + side3 > side2) {
        return "isosceles";
    } else if (triang == 3 && side2 + side3 > side1) {
        return "isosceles";
    }
    return "illegal";
}

Figure 4.1: The Triangle “gold” source code
Figure 4.2: Execution flow of the triangle case study

of muJava on the Triangle gold code creates 213 mutants because muJava creates one mutant by replacing one operator in the gold code each time. An operator can be a conditional operator, relational operator, arithmetic operator, or any other type of operators supported by muJava. Therefore, given the same gold code, each application of muJava creates a fixed number of mutants. In addition, there will be 213 test tables in 213 log files, one for each mutant, produced as a result of a complete test run on all mutants.

For evaluating the BadPair framework, YouGen [22, 12] has been chosen as the vehicle for the generation of test cases. Given a user-specified control file, YouGen generates the tailored test cases as depicted in Figure 4.3. Each test case in the input table is a 3-tuple and consists of three ordered input parameters. Each input parameter can be one of the values 0, 1, 2, 3, 4, or 5. Therefore, $6 \times 6 \times 6 = 216$ test cases are generated. Further, each one of the 213 log files produced will contain 216 3-tuples followed by ‘P’ or ‘F’ as a result of a complete test run on all mutants.
4.3 Results

In this section, two sets of results are presented respectively, followed by discussion about the results. The first set covers all mutants with one seeded fault, while the second set covers all mutants with two seeded faults.

4.3.1 Single Mutation: Single Seeded Fault Per Mutant

The initial results from executing the complete set of test cases showed that there were no bad pairs at all among the test results from all mutants. This finding consequently led to the development of the filtering component in the BadPair framework. As explained in Chapter 3 the identification and analysis of bad pairs are performed in the context of a given set of test tables. There are times when it is more useful to perform the analysis on subsets of the complete test tables. In this case, no bad pairs were found because the complete set of test cases included test cases representing illegal triangles, which masked the effect of test cases representing legal
triangles. Masking happens when, for instance, the $==$ conditional operator in line 10 of Figure 4.1 is replaced by the $>$ conditional operator. That is,

```java
if (side1 == side2) {
```

is replaced by

```java
if (side1 > side2) {
```

The net effect of this seeded fault is that a scalene triangle with $a > b$, e.g. $(4, 2, 3)$, is classified as isosceles. The mutant’s test table would contain an entry:

$$4 \quad 2 \quad 3 \quad F$$

Hence, $(4, 2, \bullet)$ would have been identified as a bad pair. Nonetheless, it turned out that not all test cases containing $(4, 2, \bullet)$ failed. For example, $(4, 2, 0)$ passed, because it was correctly classified as illegal by the mutant; hence, the line of code containing the seeded fault was masked and never executed. The same masking pattern recurred for many mutants. Many pairs would have been identified as bad pairs if only test cases of legal triangles were considered. In light of this finding, test tables were filtered so that only those representing legal triangles were included in the subsequent analysis and summary in this chapter. Figure 4.7 depicts the execution flow with the filtering step incorporated.

Figure 4.5 shows the summary plot of 213 test tables from executing test cases of legal triangles on all 213 mutants with a single seeded fault. The $X$ axis is the number of independent bad pairs and the $Y$ axis is the number of mutants with the corresponding number of independent bad pairs. There are, for example, 44 mutants that have 8 independent bad pairs, and 103, almost a half, of the 213 mutants have one or more than one independent bad pair.

In addition, we repeated the test using pairwise testing where only those test cases representing a two-cover of the three input parameters were executed. Figure 4.6 summarizes the test results. In comparison with Figure 4.5, independent bad pairs are distributed more evenly across the 213 mutants while the number of independent bad pairs stays roughly the same.

According to the definition of bad pairs presented in Chapter 2, a bad pair has a failure ratio equal to 1.0. There may be times that identifying nearly bad pairs using
a failure ratio threshold less than 1.0 is of interest. For example, when there are no
bad pairs at all even after filtering test cases one may be interested in identifying
those pairs that fail 90 percent of the time instead. Therefore, we have repeated the
same test run with various thresholds.

At threshold equal to 0.9, there are still no bad pairs at all when run against the
complete set of test cases. At thresholds equal to 0.8 and 0.7, there are 49 mutants
that have one or more independent bad pair when run against the complete set of
test cases. When run against only the test cases of legal triangles, the numbers of
independent bad pairs do not change until the threshold is dropped to 0.7.

Another interesting aspect is the relationship between the number of failed test
cases and the number of independent bad pairs. Intuitively, one would expect there
is a positive relationship between the two. To derive the relationship, the number of
failed test cases of each one of the 213 mutants is correlated with the corresponding
number of independent bad pairs of each one of the 213 mutants. Figure 4.4 shows
that the number of failed test cases and the number of independent bad pairs are
positively correlated with R-square correlation coefficient equal to 0.75. Note that two
outliers have been removed from the 213 points to obtain the correlation coefficient.

### 4.3.2 Double Mutation: Two Seeded Faults Per Mutant

A mutant with double seeded faults is one that, for instance, has line 10 of Fig-
ure 4.1:

```java
if (side1 == side2) {
```

replaced by:

```java
if (side1 > side2) {
```

and line 13:

```java
if (side1 == side3) {
```

replaced by:

```java
if (side1 < side3) {
```

These mutants with double seeded faults (double-mutation mutants) can be cre-
ated by applying muJava twice. At first muJava is applied to the Triangle gold code,
Figure 4.4: A strong positive relationship exists between the number of failures and the number of independent bad pairs with R-square correlation coefficient equal to 0.75 based on 211 data points.

Figure 4.5: Summary plot of single mutation, legal triangles
Figure 4.6: Summary plot of single mutation, 2-cover input parameters, legal triangles

Figure 4.7: Execution flow with filtering of the triangle case study
and then muJava is applied again on the source code of a selected single-mutation mutant. Note that the gold code used as the test oracle for double-mutation mutants is the same non-mutated Triangle gold code. The purpose of testing on double-mutation mutants is to incorporate fault-interactions [15] in this case study.

Three sets of double-mutation mutants have been created for the case study. The three sets are created by applying muJava to three selected single-mutation mutants, each of which has a different mutation operator used by muJava in creating mutants. The three selected operators are conditional operator replacement (COR, such as &&, ||, relational operator replacement (ROR, such as >, <, ==), and arithmetic operator replacement (AOR, such as +, -). Each set consists of 212 mutants rather than 213 because, in one of the 213 mutants, the second mutation negates the first mutation making that mutant the same as the gold code.

Figure 4.8 shows the summary plot from the COR set of 212 double-mutation mutants. The test results indicate that only 22 out of the 212 mutants do not have any independent bad pairs, while 103 of them have 8 independent bad pairs. As for the ROR set, Figure 4.9 shows the summary plot from the ROR set. It suggests that 205 out of the 212 mutants have at least one independent bad pair, and 76 of them have 11 independent bad pairs. Lastly, the summary plot for the AOR set is shown in Figure 4.10. Almost half of the mutants, 94 out of 212, have 8 independent bad pairs, and 200 of them have at least one independent bad pairs.

4.4 Discussion

Several observations are worth noting from the case study. When test results from execution against all test cases are considered and analyzed, there are no bad pairs, independent or dependent, at all. However, when test results are filtered such that only test cases of legal triangles are considered, almost half, 103 out of 213, of the single-mutation mutants have at least one independent bad pair. This finding suggests that filtering of test cases can have a material effect on bad pairs analysis. Second, by lowering the failure thresholds for identifying bad pairs, one can locate nearly bad pairs, which can be useful alternatives when no bad pairs exist at the
Figure 4.8: Double Mutation COR

Figure 4.9: Double Mutation ROR
default failure ratio of 1. Third, in comparing single mutation and double mutation, the number of mutants with no independent bad pairs decreases significantly when mutants contain two seeded faults. Furthermore, the overall number of independent bad pairs increases drastically when mutants contain two seeded faults. This suggests that a potential relationship exists between the number of seeded faults and the number of independent bad pairs. Lastly, the data from single-mutation mutants suggests that there is a positive relationship between the number of failed test cases and the number of independent bad pairs with R-square correlation coefficient equal to 0.75.
Chapter 5
Case Study: Bad Pairs in TCAS

For the second case study, the source code of a Traffic Collision Avoidance System (TCAS) obtained from the Siemens Corporate Research [1] is used as the gold code. The purposes of the second study are in principle the same as those of the first case study. An additional intent is to apply the BadPair framework to a larger and more complex program than Triangle.

5.1 The TCAS Gold Code

Like the Triangle case study, the source code of TCAS has been manually converted from C to Java so that muJava can be used to create mutants. 250 mutants have been generated by muJava and used in this case study. Unlike Triangle, the gold code of TCAS is larger and more complex. It has more lines of code; it has 12 input parameters in comparison with 3 in Triangle; each of the 12 parameters can take on many possible values. Therefore, there are significantly more parameter pairs in TCAS. For instance, if each of the 12 parameters are restricted to 10 values, there will be 6600 \((12 \times 11/2 \times 10 \times 10)\) parameter pairs, while Triangle will only have 300 \((3 \times 2/2 \times 10 \times 10)\) parameter pairs. Similarly, TCAS can easily have significantly more test cases than Triangle.

5.2 Test Setup

The execution flow of this case study is as depicted in Figure 5.1. It is basically the same as the Triangle case study, except that there is no filtering of any sort involved. In addition, it is impractical to execute the full cross product of test cases \((1,000,000,000,000\) of test cases if there are 10 possible values for each input parameter) for the purpose of this case study. To reduce the number of test cases, we have selected 3 to 5 values for each input parameter. However, this still would
generate 6,220,800 test cases, again impractical to execute for this study. Thus, we have applied pairwise generation of test cases using YouGen to bring the number of test cases down to 34.

5.3 Results

In this section, two sets of results are presented respectively, followed by discussion about the analysis of bad pairs. The first set covers those mutants with one seeded fault, while the second set covers those mutants with two seeded faults.

5.3.1 Single Mutation: Single Seeded Fault Per Mutant

Figure 5.2 shows the summary plot of the test run from executing against the 34 pairwise test cases on all 250 mutants, each one of which contains a single seeded fault. The $X$ axis is the number of independent bad pairs and the $Y$ axis is the number of mutants with the corresponding number of independent bad pairs. There
Figure 5.2: TCAS: single mutation with pairwise inputs. There are 204 out of the 250 mutants that have at least 8 independent bad pairs, and 196 out of the 250 mutants have 17 independent bad pairs. Only 46 mutants do not have any independent bad pair.

As in the case study of Triangle, we have repeated the experiments using various thresholds of failure ratio. It turns out that no changes in the independent bad pairs are observed when the threshold is lowered to 0.9, 0.8, 0.7, or 0.6. At threshold 0.5, however, the number of independent bad pairs more than doubles: 196 out of the 250 mutants have 41 independent bad pairs as shown in Figure 5.3.

Also, the number of failed test cases of each one of the 250 mutants is correlated with the corresponding number of independent bad pairs of each one of the 250 mutants. Figure 5.4 shows that the number of failed test cases and the number of independent bad pairs are positively correlated with a high R-square correlation coefficient equal to 0.9466. Note that six outliers have been removed from the 250 points to obtain the correlation coefficient.
Figure 5.3: TCAS: single mutation with failure threshold at 0.5. The number of independent bad pairs increases more than two folds: 196 out of the 250 mutants have 41 independent bad pairs.

5.3.2 Double Mutation: Two Seeded Faults Per Mutant

Three sets of double-mutation mutants have been created for the case study. As in the case study of Triangle, these three sets of double-mutation mutants have been created by applying muJava to three selected single-mutation mutants, each of which has a different mutation operator used by muJava in creating mutants. The three selected operators are COR, ROR, and AOR. Note that each one of the three selected single-mutation mutants does not have any independent bad pair. That is, they are part of the 46 single-mutation mutants that do not have any independent bad pair. There are 250 double-mutation mutants for each set and the same set of test cases are executed repeatedly on these mutants.

Figure 5.5 shows the summary plot from the test run on the COR set of 250 double-mutation mutants. There are 3 mutants that have 11 independent bad pairs; 37 mutants have at least 17 independent bad pairs.

Figure 5.6 shows the summary plot from the test run on the ROR set of 250
Figure 5.4: A positive relationship exists between the number of failures and the number of independent bad pairs with R-square correlation coefficient equal to 0.9466 based on 244 data points.
double-mutation mutants. There are 8 mutants that have 8 independent bad pairs; 20 mutants have 17 independent bad pairs.

Figure 5.7 shows the summary plot from the test run on the AOR set of 250 double-mutation mutants. There are 3 mutants that have 8 independent bad pairs; 22 mutants have at least 17 independent bad pairs.

5.4 Discussion

Several observations are worth noting from the case study. In testing mutants with a single seeded fault, independent bad pairs are common because 204 out of the 250 mutants have at least 8 independent bad pairs. Changing the threshold of failure ratio from 1.0 to 0.6 does not affect the independent bad pairs observed, but at threshold 0.5 the number of independent bad pairs more than doubles. By lowering the thresholds for identifying bad pairs, one can locate nearly bad pairs. This can be a useful alternative when no bad pairs exist at the default failure ratio of 1.0. Moreover, there is a positive relationship between the number of failed test cases and the number of independent bad pairs with R-square correlation coefficient equal to 0.9466.

In comparing single mutation and double mutation, the number of mutants with no independent bad pairs decreases significantly when mutants contain two seeded faults. Further, the overall number of independent bad pairs increases when mutants contain two seeded faults. This suggests that a potential relationship exists between the number of seeded faults and the number of independent bad pairs.
Figure 5.5: The 250 double-mutation mutants are created from a COR single-mutation mutant that does not have any independent bad pair. The analysis of bad pairs show that 3 out of the 250 double-mutation mutants have 11 independent bad pairs; 28 have 17 independent bad pairs; 1 has 24 independent bad pairs; 2 have 30 independent bad pairs; 1 has 91 independent bad pairs; 2 have 148 independent bad pairs; 3 have 252 independent bad pairs.
Figure 5.6: The 250 double-mutation mutants are created from a ROR single-mutation mutant that does not have any independent bad pair. The analysis of bad pairs show that 8 out of the 250 double-mutation mutants have 8 independent bad pairs, and 20 have 17 independent bad pairs.
Figure 5.7: The 250 double-mutation mutants are created from a AOR single-mutation mutant that does not have any independent bad pair. The analysis of bad pairs show that 3 out of the 250 double-mutation mutants have 8 independent bad pairs; 16 have 17 independent bad pairs. 1 have 20 independent bad pairs; 2 have 29 independent bad pairs; 3 have 60 independent bad pairs.
Chapter 6
Case Study: Bad Pairs in Network Vulnerability Testing

In this case study, BadPair is used to identify bad pairs by analyzing a test table generated by the Achilles Satellite, developed by Wurldtech Security Technologies Inc. [3], in network vulnerability testing. The purpose of the case study is twofold. It shows the application of BadPair to industrial application software. In addition, it demonstrates the scenario of using BadPair given only a test table in the absence of target source code, as shown in Figure 6.1

The device-under-test (DUT) was a network device, and the Achilles Satellite was used to test the network device by sending large number of network packets to it. Each packet represented one test case. In one particular test batch there were 6734 network packets transmitted to the network device. To use BadPair to identify the bad pairs from the 6734 packets, the same 11 IP header fields were extracted from each packet. These 11 header fields were selected because they were determined to be viable parameters. Table 6.1 shows the possible values extracted from the 6734 packets for the 11 header fields. Before using BadPair to identify the bad pairs, manual inspection of the given test table revealed that 2 packets, packet 4188 and packet 4220, out of the 6734 packets, caused the DUT to fail the test. Nevertheless, the specific characteristics of the input parameters in the two failed packets remained unclear.

6.1 Bad Pairs Analysis

Given the test table that contains the test results from executing the 6734 packets, manual analysis of the test table of 6734 packets would be an extremely challenging task. Instead, BadPair was applied to perform bad pairs analysis. Figures 6.2 and 6.3 show the respective execution flow and pseudocode in applying BadPair to identify
Figure 6.1: Invoking the BadPair framework given only a test table

Table 6.1: IP parameters
Figure 6.2: BadPair execution flow of the case study in network vulnerability testing

bad pairs for this case study. There are 55 parameter pairs that can be derived from each failed packet, and all are candidate bad pairs. (There are 55 pairs because each packet consists of 11 parameter values and $\binom{11}{2} = 55$.) The two failed packets appeared in the test table as follows:

| 0 5 0 0 0 0 0 64 1 c0a86401 c0a8644d F |
| 0 5 0 0 0 0 0 64 6 c0a86401 c0a8644d F |

6.2 Analysis Results

The result from bad pairs analysis points out that there are two bad pairs and both are independent bad pairs:

- $\bullet \bullet \bullet \bullet 0 \bullet \bullet \bullet \bullet \bullet 6 \bullet \bullet$
- $\bullet \bullet \bullet \bullet 0 \bullet \bullet \bullet \bullet \bullet 1 \bullet \bullet$

That is, whenever the total length equals 0 and the protocol equals 1, the DUT failed the test. Similarly, whenever the total length equals 0 and the protocol equals 6 , the
open test table log file \( L \)
open failure ratios table log file \( F \)
generate failure ratios from \( L \)
write failure ratios to \( F \)
close \( F \)
close \( L \)

Figure 6.3: BadPair execution pseudocode of the case study in network vulnerability testing

DUT failed the test.

6.3 Discussion

Given the test table that contains the results of executing 6734 test cases on testing a network device, we were able to use BadPair to pinpoint the two independent bad pairs that always result in failures. We believe this is valuable information in facilitating the debugging process.
Chapter 7
Related Work

7.1 Software Testing Is Costly

Manual inspection of complex source code is time-consuming and error-prone [13]. Automated software testing is one way to cope with software quality assurance. However, testing alone is not enough to guarantee that the System-Under-Test (SUT) is free of bugs. Nonetheless, it adds confidence in the correctness of the SUT. Failures of software resulting from combinations of input parameters have long been studied and researched [16]. Testing every possible combination of the parameter values is often impractical and too expensive to execute [5, 18]. The sheer volume of combinations of multiple parameter values alone presents a challenging task in the debugging process in software testing. Instead, one remedy is to use n-wise testing where a subset of all possible combinations is used instead as various studies suggest that it can be an effective or practical option [5, 7]. However, the number of combinations to test on the SUT can remain huge when the number of parameters and the number of parameter values are large. A common approach is to focus on failures caused by the combinations of two parameters [24, 10, 16, 9].

7.2 N-wise Testing

Cohen et al. [8, 9] at Bellcore created a tool that allowed subsets of all possible combinations of parameters to be generated based on user-specified requirements. The tool was evaluated in several experiments at Bellcore. It was concluded that substantial savings in testing were achieved by using the tool.

Lei el at. presented FireEye, a testing tool using their proposed n-wise testing strategy. Several experiments were conducted to evaluate FireEye. The authors concluded that FireEye performed significantly superior than other testing tools in terms of the execution time and the number of test cases.
7.3 Pairwise Testing

Various studies suggest that pairwise testing can be an effective or practical option. Based on the analysis of data from defected medical devices over 15 years, Wallace et al. [24] suggested that pairwise testing could detect about 98% of device failures. Using four case studies, Dalal et al. [10] showed the effectiveness of pairwise testing. Kuhn and Reilly [16] investigated the bug tracking reports of open source software, and concluded that about 70% of failures were related to more than two conditions. Cohen et al. [9] at Bellcore found that most field errors were caused by combinations of at most two parameter values based on empirical results.

Though pairwise testing can be effective, it is not perfect. Moritz [21] identified the Minimum Conditions required to cause failures and found in a case study that almost one third of failures required at least 3 conditions to trigger them. Thus, a blind reduction of the number of test cases in pursuit of a minimum set of pairwise test cases could be risky.

7.4 Mutation Testing

One approach to gauging the quality of software is by mutation testing. Seeded faults are injected intentionally in the SUT to create mutants. Then, the test suite is executed once on each mutant. Afterwards, mutation analysis focuses on the ratio of killed mutants, which is used as an indicator for the software quality.

Ma et al. designed and implemented a mutation analysis tool, muJava [19, 2], targeted at Java programs. muJava is capable of generating a high volume of mutants by manipulating mathematical operators in source code. It can also determine software quality by calculating the percentage of killed mutants. Haschemi and Weibleder [11] proposed a framework for mutation analysis where the framework served as a bridge between mutation analysis tools and execution environments. A prototype of the framework was implemented and integrated with two mutation analysis tools as case studies. The framework defined an application programming interface, which each mutation tool had to implement to be successfully integrated into the framework. In addition, the framework separated mutant creation and test execution to support test
run on two different execution environments.

7.5 Error Locating Arrays

Suppose “safe values” are those parameter values that do not cause the SUT to fail. Stevens et al. [20] proposed Error Locating Arrays (ELA). Assuming the safe values for the SUT are known in advance, an ELA can then be used to locate failures caused by combinations of multiple parameters. For instance, in its most generalized format, an ELA is an input table where every n-wise parameter combination must be contained in at least one row of the input table. In addition, each row contains a n-tuple that is the only n-wise combination in the row that causes the SUT to fail.
Chapter 8
Conclusions

In this thesis, a novel approach to analyzing test outputs is proposed. Our approach focuses on bad pairs by analyzing test outputs to identify the pairs of input conditions that always result in failures on the tested system. To validate and illustrate the ideas, the BadPair framework has been implemented. In addition, three case studies have been conducted using the BadPair framework. The first two case studies provide insights into the relationships between bad pairs, test cases, and faults. In the last case study, the BadPair framework is applied to an industrial network device in network vulnerability testing.

We believe the thesis has made several contributions to the research in software testing. First, to the best of our knowledge, the bad pairs analysis is a relatively novel approach as little related research effort is known. Second, the proposed approach has been modeled and implemented in the BadPair framework presented together with three case studies. Third, the results from the case studies conclude that there is a positive relationship between the number of independent bad pairs and the number of failed test cases. Fourth, the results also suggest that there is a positive relationship between the number of independent bad pairs and the number of faults. In addition, filtering of test cases has a significant impact on the bad pairs identified. Furthermore, changing the threshold of failure ratio does not seem to have much impact on the bad pairs. Lastly, the last case study demonstrates how the BadPair framework can be utilized to facilitate the debugging process in testing an industrial network device.
Chapter 9
Future Work

Possible expansion of this thesis includes, but not limited to, the following:

- Bad triplets and quadruplets
- Other case studies
- Improvements on the BadPair framework

9.1 Bad Triplets and Quadruplets

In the case studies presented in Chapters 4 and 5, the thresholds of failure ratios were lowered in search of ‘nearly’ bad pairs. These nearly bad pairs may lead to discovery of bad triplets or quadruplets. For instance, the test table shown in Figure 9.1 contains the pair, \((3, 4, \bullet, \bullet)\), which causes failures 75% of the time. Further inspection of the test table reveals that the triplet \((3, 4, 4, \bullet)\) results in failures 100% of the time and it is in fact a bad triplet. Therefore, it can be valuable to expand the BadPair framework to identify bad triplets and even bad quadruplets.

9.2 Other Case Studies

The three case studies conducted in this thesis have validated the correctness and demonstrated the usefulness of the bad pairs analysis. Nevertheless, case studies on more diversified software programs can serve to complement the existing case studies and to further improve the BadPair framework.

9.3 Improvements on the BadPair framework

Currently, log files are used to store intermediate results from test run and to store results from analysis of bad pairs. Alternatively, a database engine can be incorporated to store the resulting data. This will facilitate the extracting and retrieving
of information from the data given the robustness and power of database engines, particularly when the data is of huge volume and complexity. Also, there is no GUI (graphical user interface) provided in the current release of the BadPair framework. An addition of a GUI tool will certainly make the BadPair framework more user friendly and appealing.
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