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ABSTRACT

Transient multi-phase flow problems in porous media are ubiquitous in engineering and environmental systems and processes; examples include heat exchangers, reservoir simulation, environmental remediation, magma flow in the earth crust and water management in porous electrodes of PEM fuel cells. This thesis focuses on the development of accurate and computationally efficient numerical models to simulate such flows. The research challenges addressed in this work fall in two areas. For a numerical standpoint, conventional numerical methods including Newton-Raphson linearization and a simple upwind scheme do not always provide the required computational efficiency or sufficiently accurate resolution of the flow field. From a modelling perspective, closure schemes required in volume-averaged formulations, such as the
generalized Leverett J function for capillary pressure, are specific to certain media (e.g. lithologic media) and are not valid for fibrous porous media, which are of central interest in fuel cells.

This thesis presents a set of algorithms that are integrated efficiently to achieve computations that are more than two orders of magnitude faster compared to traditional techniques. The method uses an adaptive operator splitting method based on an a posteriori criterion to separate the flow from the transport equations which eliminates unnecessary and costly solution of the implicit pressure-velocity term at every time step; adaptive meshing to reduce the size of the discretized problem; efficient block preconditioned solver techniques for fast solution of the discrete equations; and a recently developed artificial diffusion strategy to stabilize the numerical solution of the transport equation. The significant improvements in accuracy and efficiency of the approach is demonstrated using numerical experiments in 2D and 3D. The method is also extended to advection-dominated problems to specifically investigate two-phase flow in heterogeneous porous media involving capillary transport. Both hydrophilic and hydrophobic media are considered, and insights relevant to fuel cell electrodes are discussed.
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Chapter 1

Introduction

1.1 Background and motivation

Flow processes in porous media play a decisive role in human civilization and industrial applications. A theme of topical interest, for example, is the issue of water management in diffusion media (porous media) of proton exchange membrane (PEM) fuel cells. As PEM fuel cells operate, excess water, produced by electrochemical reactions, accumulates inside their diffusion media (See Figure 1.1a) and, as a result, prevents gas reactants from reaching reaction sites called catalyst layers, resulting in a significant decrease in cell performance. Therefore, the design of diffusion media to facilitate water transport is very important. Before the design, a clear understanding of the relevant flow processes of the water and gas mixture (e.g. air) in porous media is necessary. Numerical simulations of two-phase flow processes which consider porous material properties can help engineers provide a correct prognosis of the reliability or applicability of the different materials of diffusion media.

Another important issue is reservoir simulations. The primary objective of a reservoir study is to predict the future performance of a reservoir and find ways and means of increasing the ultimate oil recovery or production in complex geological environments (see Figure 1.1b). Reservoir simulation technology is constantly improved and enhanced. New models to simulate more complex recovery schemes are being proposed all the time. A thorough understanding of the techniques used for black-oil models is essential in order to develop some appreciation for more complex models.

These examples cover only a small part of the wide field of multi-phase flow processes. There are numerous applications and special cases that must be dealt
with. Certain aspects, however, can be found in a large number of problems. In the following, three of these aspects are explained further.

The first one is the so-called sharp concentration or saturation profiles. These take place when diffusive effects play only a negligible role and there is an abrupt transition between a region completely filled with one fluid (e.g. water) and another region completely saturated with another fluid (e.g. oil). Sharp fronts create a difficult problem for a numerical scheme to solve. The difficulties lie not only in the choice of a sufficiently small element-size resolution, but also in the choice of a suitable discretization technique. This is because the numerical solutions for problems involving sharp fronts tend to show unphysical oscillations or display incorrect profiles if incorrect methods are used.

The second aspect involves heterogeneities, i.e. heterogeneous porous media, and specific physical properties of a particular porous material. They greatly influence the flow processes because they affect the spatiotemporal flow behaviors and therefore the mass distribution of phases in a system. This is found not only in PEM fuel cells but also in many civil engineering applications where there is a large number of problems involving heterogeneity.

The third aspect is how to increase the computational efficiency for the pressure-velocity part in multi-phase flow processes in porous media. In the most simulations, the bulk of the computational time is spent on the implicit calculation of the pressure. In fact, according to actual test simulations without an appropriate preconditioner
for solving linear systems, the computation of the pressure can be more than 99 percent of the total computational load. Therefore, in order to improve the computational efficiency of numerical methods, the cost of the pressure calculation must be substantially reduced.

The aspects mentioned above increase the complexity of two-phase flow problems. Especially for real world problems (i.e. not just academic problems), it is not only important to get correct numerical results as a basis for predictions, but also to get results as fast as possible. Based on what has been mentioned, the objective of this thesis is to integrate state-of-the-art numerical methods and establish an efficient, correct framework from which more complicated models in the field of multi-phase flow in porous media can develop. Specifically, this work aims to integrate four numerical methods: a powerful diffusive stabilization for damping unphysical oscillations, adaptive mesh refinement (AMR) for identifying regions of higher importance while areas of lower importance are treated with lower computational resolution, adaptive operator splitting to avoid solving the computationally expensive pressure term at every saturation time step, as well as an efficient preconditioner for solving linear systems. This combination of approaches makes it more practical to perform 2D/3D simulations that would enhance the applicability of the integrated methods described herein to a broader range of multi-phase transport problems of practical interest.

1.2 Contributions

The main contributions of this work are located in the areas of numerical methods and modelling of transient two-phase transport problems in porous media. In the area of numerical analysis, this work contributes to the literature by the following:

1. introducing Guermond and Pasquetti’s diffusive stabilization (see Appendix A for details) to the field of multi-phase flow in porous media and successfully validating for the first time that it can work together correctly with the implicit pressure and explicit saturation (IMPES) finite element method and AMR and with no upwinding.

2. developing an adaptive operator splitting with an a posteriori criterion instead of a fixed operator splitting (see Appendix B for details) and at the same time providing not only theoretical numerical analysis but also, most importantly, proofs.
3. introducing an existing, fast algorithm for block matrix preconditioning (see Appendix B for details) to solve linear systems.

4. integrating all the previously-mentioned state-of-the-art techniques in order to increase the computational efficiency and enhance the numerical accuracy.

5. making the implementation based on deal.II (one Open Source finite element software written in C++) available as part of this library’s tutorial so that it becomes an effective framework from which more complicated models for multiphase problems in porous media will develop in the future.

In the area of physical modelling, this work corrects a misunderstanding: some people in the community of multi-phase fuel cell modelling underestimate the ability of the multi-phase mixture approach (MMA) to accurately capture spatiotemporal transport phenomena since they thought that MMA could not account properly for mass and momentum transfer across phase boundaries. But, in reality, this problem is caused by a numerical issue (see Appendix C and D for details), rather than the MMA itself.

Second, in this work, with Guermond and Pasquetti’s stabilization, the issue of sharp fronts stemming from an advection term in the MMA formulation is able to be resolved without causing any unphysical oscillations. Therefore, in this work, the numerical issue is no longer a problem in MMA.

Third, to the best of our knowledge, there has been no paper dealing with the permeability gradient effect which affects capillary transport. However, this effect would be one of the necessary conditions to pursue the direction in trying to simulate realistic physical transport phenomena in porous media (see Appendix C and D for details).

1.3 Goal and structure

This thesis is organized into three chapters providing the background and an overview of the methodology and contributions, followed by four appendices consisting of journal paper manuscripts that have been published (Appendix A), submitted (Appendix B), and prepared for submission (Appendices C and D).

Chapter 2: This chapter gives an overview of the basic mathematical and physical background for two-phase flow in porous media. Additionally, the rationale be-
hind forming jump conditions caused by the fluid advection mechanism is described theoretically. Finally, the representative comparison between discontinuous Galerkin (DG) and continuous finite elements is shown for readers to easily recognize a subtle difference.

**Chapter 3**: Finally, Chapter 3 presents some final conclusions and possible avenues for future research.

**Appendix A**: The goal of the first piece of this work is to ensure that Guermond and Pasquetti’s diffusive stabilization can work correctly together with AMR and IMPES, increasing the accuracy of representative simulations. In fact, the present numerical results are essential in agreement with those that use a DG space for pressure and saturation, and a Raviart-Thomas space for a vector variable (i.e. velocity).

**Appendix B**: The goal of the second piece of this work is to focus more on improving the computational efficiency by incorporating an adaptive operator splitting method for splitting the computationally expensive pressure from saturation and an existing, fast algorithm for block matrix preconditioning to efficiently solve linear systems. Most importantly, theoretical numerical analysis as well as proofs are given with a newly developed indicator function to adaptively determine whether to solve the pressure-velocity part in each saturation time step. Finally, 2D/3D results presented in this appendix are validated numerically.

**Appendix C**: The previous basic advection-dominated model is extended into one which considers immobile or irreducible saturation and capillary transport in hydrophilic porous media. The detailed physical interpretations behind two-phase mixture formulae are described. In addition, this is the first time that the permeability gradient effect on capillary transport is included in the modelling of two-phase flow in porous media.

**Appendix D**: Formulation of a two-phase transport problem in hydrophobic media is considered in order to simulate two-phase flow transport phenomena in diffusion media of PEM fuel cells. The model which uses a standard Leverett J function is compared to that which employs another newly validated Leverett J function for PEMFC diffusion media. More importantly, the main goal of this piece of the work is to correct a faulty statement in the field of multi-phase fuel cell modelling that the MMA does not have the ability to account properly for mass and momentum transfer across phase boundaries compared to the multi-fluid fuel cell model.

The manuscripts in the above Appendices stem from research done entirely by the author, who was also responsible for the first draft of each of the manuscripts. The co-
authors contributed to setting research directions (ND), guidance in methodology and implementation (ND, WB), initial guidance in use of deal.II library (MS), guidance in interpretation and analysis of results, and technical and editorial input for the draft manuscripts (ND, WB).
Chapter 2

Physical and mathematical background

2.1 Basic definitions and concepts

Averaging process A wide range of materials can be considered as porous media. Among them are, for example, synthetic forms (used as impact absorbers in cars) and bone materials. The porous material that will be considered in this thesis, however, is the gas diffusion layer (GDL) in PEM fuel cells [4, 5]. The GDL, which is about 200 micrometers thick, consists of carbon fibers and PTFE, a hydrophobic material which coats the carbon fibers. The function of the PTFE coating is to prevent the accumulation of liquid water in the GDLs. The gas diffusion layer (porous media) provides pathways for gaseous reactants to reach the catalysts. However, when PEM fuel cells are in operation, water is produced by the electrochemical reactions. This water can accumulate inside the gas diffusion layer, hindering the effective reactant transport and leading to a significant drop in cell performance.

All porous media (both compressible and incompressible) are composed of a solid material and void spaces. These spaces are also called pores. Due to heterogeneity of the porous media, it is impossible or difficult to completely describe the geometry of the pores. Therefore, porous media flow models often consist in a continuum approach. Here, the properties on the microscale are averaged over a representative elementary volume (REV) [6], which represents the macroscale ($\geq 10^{-6}m$) in this thesis. The discontinuities that are present on the microscale are now smeared and no longer recognizable. This averaging process creates a new set of physical quantities,
which are only available at the macroscopic level, such as the saturation and porosity. These physical quantities will be introduced in the following.

The difficulties arising from the continuum approach lie in the choice of the size of a REV: if the selected REV is too large, process-related discontinuities may also be smeared and the simulation results may therefore give a faulty picture of the actual circumstances.

**Fluid wettability:** When a two-phase flow in porous media is considered, the fluids cannot only be distinguished by their specific fluid properties such as density and viscosity. They also differ in their contact angle. The contact angle \( \theta_c \) is the angle at which a liquid/vapor interface meets a solid surface and that varies between \( 0^\circ \) and \( 180^\circ \). The contact angle represents the degree of the wettability of the porous media (\( \theta_c < 90^\circ \) for hydrophilic media and \( \theta_c > 90^\circ \) for hydrophobic media). In the case of the fluids considered in hydrophobic porous media, liquid water represents the non-wetting phase and is marked by \( nw \). The wetting phase is comprised by a gas mixture (i.e. air) and is marked by \( w \).

**Porosity:** The porosity \( \epsilon \) of a porous medium is defined as the fraction of the total volume of the medium that is occupied by void space:

\[
\epsilon = \frac{\text{volume of the pore space}}{\text{volume of the REV}} \quad (2.1)
\]

And therefore \( 1 - \epsilon \) is the fraction that is occupied by the solid.

**Saturation:** For two (immiscible) fluids, each one shares the pore space with the other. Although the exact location of the fluid particles is no longer known due to the averaging process, how much of the pore space in a REV is filled with a certain phase is still of interest. This is described by the saturation of phase \( j(S_j) \):

\[
S_j = \frac{\text{volume of fluid } j \text{ within REV}}{\text{volume of the pore space within the REV}} \quad (2.2)
\]

It is assumed that the fluid phases fill the pore space completely so the sum of the different saturations must be unity:

\[
\sum_j S_j = S_w + S_{nw} = 1 \quad (2.3)
\]

**Mass-averaged velocities:** For a single-phase flow, the mass-averaged velocity
of a fluid in a porous medium is usually governed by Darcy’s Law:

$$\mathbf{u} = -\frac{1}{\mu} \mathbf{K} \left( \nabla p - \rho \mathbf{g} \right)$$  \hspace{1cm} (2.4)$$

where $\mu$ is the viscosity, $\mathbf{K}$ is the tensor of absolute permeability, $p$ is the pressure, and $\mathbf{g}$ is the vector of gravitational acceleration ($\left(0, 0, -g\right)^T$ in three dimensions). This Darcy’s Law is derived from an experimental point of view: it describes the amount of fluid which flows over the whole cross-section of the domain. So, based on this mass-averaged velocity, it is assumed that the fluid flow is not restricted to the pores of a porous medium alone but uses the entire area. Of course, in reality, the flow only takes place in the pores, so the same amount of fluid has to flow through a much smaller area with a much higher velocity.

For an extension to multi-phase flow in porous media (see Scheidegger [7] and Helmig [8]), we have

$$\mathbf{u}_j = -\frac{1}{\mu_j} \mathbf{K}_j \left( \nabla p_j - \rho_j \mathbf{g} \right)$$  \hspace{1cm} (2.5)$$

$$= -\frac{k_{rj}}{\mu_j} \mathbf{K}_j \left( \nabla p_j - \rho_j \mathbf{g} \right)$$  \hspace{1cm} (2.6)$$

$$= -\lambda_j \mathbf{K}_j \left( \nabla p_j - \rho_j \mathbf{g} \right)$$  \hspace{1cm} (2.7)$$

where $\mathbf{u}_j$ is called the phase $j$ velocity, $j$ represents the subscript for the different phases $w$ and $nw$, $k_{rj}$ is the relative permeability for each phase and will be described in the following, $\mathbf{K}$ is the absolute permeability, while $p_j$ and $\rho_j$ are the pressure and density for each phase. The ratio $k_{rj}/\mu_j$ is also called the mobility $\lambda_j$.

### 2.2 Constitutive relationships

**Capillary pressure:** The interface between a wetting and a non-wetting phase is always curved. Due to equilibrium constraints, the pressure of the non-wetting phase has to be larger at the interface than that of the wetting one. The difference between those two pressures is called the capillary pressure $p_c$:

$$p_c = p_{nw} - p_w$$  \hspace{1cm} (2.8)$$
In fact, from a microscopic point of view, the capillary pressure depends on the interfacial tension and the pore radius (see, for example, Lister and Djilali [9] and Helmig [8]). The smaller the pore radius, the larger the capillary pressure. This indicates that, in the case of a wetting-phase drainage process, the wetting fluid in larger pores drains more easily than the wetting fluid contained in smaller pores. The amount of entrapped wetting phase fluid is called the residual or irreducible saturation of wetting phase ($S_{\text{wirr}}$).

In analogy to the residual saturation of the wetting phase, a residual saturation of the non-wetting phase can also exist. This means that, if the porous medium is filled mostly with a wetting fluid, small entrapped non-wetting phase bubbles or drops still exist that will not vanish.

In order to describe the behavior of different residual saturations, the effective saturation $S_e$ is introduced:

$$S_e = \frac{S_w - S_{\text{wirr}}}{1 - S_{\text{wirr}} - S_{\text{nwirr}}} \quad (2.9)$$

In this thesis, $S_{\text{nwirr}}$ is set to zero. The effective saturation can be correlated with the capillary pressure, based on the fact that as the saturation of the wetting-phase decreases, the capillary pressure increases. By convention, this function is mostly expressed in $S_w$ rather than $S_e$.

In the literature, there are various empirical approaches of the $p_c(S_w)$ function. The simplest one is to assume a linear dependence [10]:

$$p_c(S_w) = (p_c)_{\text{max}} \left(1 - \frac{S_w - S_{\text{wirr}}}{1 - S_{\text{wirr}} - S_{\text{nwirr}}}\right) \quad (2.10)$$

where $(p_c)_{\text{max}}$ represents the maximum capillary pressure when $S_{\text{wirr}} = 0$. A more sophisticated approach is the one after Leverett [11, 12]:

$$p_c = \frac{\sigma_c \cos (\theta_c)}{(k / \epsilon)^{1/2}} J (S_e) \quad (2.11)$$

where $\sigma_c$ is the surface tension and $k$ is the absolute permeability. This approach has been used widely for numerical modelling in the community of PEM fuel cells, even though it is not of general applicability since the $J$-function originates from specific lithologic-type porous media [13].

**Relative permeability** Underlying the extension of the motion equation of a
single fluid to the simultaneous flow of two or more fluids is the concept of relative permeability. The relative permeability $k_r$ represents another important physical quantity for multi-phase flow in porous media. At first sight, it is reasonable to assume that when the flow of one of the fluids at an area is being considered, since part of the pore space in the vicinity of that area is occupied by another fluid, the permeability of the porous medium would be reduced with respect to the fluid considered. This implies that the relative permeability depends only on the saturation. In fact, it describes to what extent the presence of one fluid affects the flow behavior of another fluid. This effect is due to interaction forces as well as a change of possible flow pathways.

Figure 2.1: Typical relative permeability curves

Figure 2.1 shows typical relative permeability curves for a pair of fluids. The rapid decline in $k_{rw}$ indicates that the larger pores are occupied first by the non-wetting phase. As $S_{nw}$ increases, the average pore size saturated by the wetting fluid becomes progressively smaller. This is demonstrated by a rapid rise in $k_{rnw}$. In other words, when the non-wetting saturation increases beyond its residual saturation, the non-wetting fluid occupies larger pores than does the wetting one. So, if one phase fills out the available pore size completely (irrespective of the residual saturation of the other phase), the relative permeability for this phase is 1. On the other hand, if a phase is only present in residual saturation and therefore remains immobile, the relative permeability is zero.
As it is impossible to describe the complex pore geometry precisely, the relationship between the relative permeability and saturation can only be described quantitatively.

In this thesis, the relative permeability is determined using the commonly used relationships [14]:

\[
k_{rw} = S_e^n \tag{2.12}
\]
\[
k_{rnw} = (1 - S_e)^n \tag{2.13}
\]

where \( n = 2 \) is used in Appendices A and B whereas \( n = 3 \) in Appendices C and D.

### 2.3 Two-phase flow governing equations

The governing equations for the flow of two immiscible fluid phases in porous media are given by the conservation of mass

\[
\epsilon \frac{\partial (\rho_w S_w)}{\partial t} + \nabla \cdot (\rho_w w) = \rho_w q_w \tag{2.14}
\]
\[
\epsilon \frac{\partial (\rho_{nw} S_{nw})}{\partial t} + \nabla \cdot (\rho_{nw} u_{nw}) = \rho_{nw} q_{nw} \tag{2.15}
\]

and the conservation of momentum in terms of Darcy’s Law

\[
u_w = -\frac{k_{rw}}{\mu_w} K \nabla p_w = -\lambda_w K \nabla p_w \tag{2.16}
\]
\[
u_{nw} = -\frac{k_{rnw}}{\mu_{nw}} K \nabla p_{nw} = -\lambda_{nw} K \nabla p_{nw} \tag{2.17}
\]

In the community of PEM fuel cells, the set of equations is called a multi-fluid model (e.g. Lister and Djilali [9]).

The four equations above, however, cannot evaluate the six variables (i.e. \( S_w, S_{nw}, u_w, u_{nw}, p_w, p_{nw} \)) that must be solved. The situation is resolved completely by two supplementary equations:

\[
S_w + S_{nw} = 1 \tag{2.18}
\]

and

\[
p_e = p_{nw} - p_w \tag{2.19}
\]

With the use of these relations, two of the four unknowns (i.e. \( S_w, S_{nw}, p_w, p_{nw} \)) can
be eliminated.

After a sophisticated mathematical derivation (See Appendix C for details), the equations (2.14), (2.15), (2.16), (2.17), (2.18), and (2.19) are rearranged into another set of equations:

\[
\begin{align*}
\mathbf{u}_t &= -\lambda_t \mathbf{K} \nabla p_w - \lambda_{nw} \mathbf{K} \nabla p_c \\
\nabla \cdot \mathbf{u}_t &= q_w + q_{nw} \\
\epsilon \frac{\partial S_w}{\partial t} + \nabla \cdot (F_w \mathbf{u}_t) + \nabla \cdot (\lambda_{nw} F_w \mathbf{K} \nabla p_c) &= q_w
\end{align*}
\]  

where the total mobility \( \lambda_t \), fractional flow of the wetting phase \( F_w \) and total velocity \( \mathbf{u}_t \) are respectively defined by

\[
\begin{align*}
\lambda_t &= \lambda_w + \lambda_{nw} = \frac{k_{rw}}{\mu_w} + \frac{k_{rnw}}{\mu_{nw}} \\
F_w &= \frac{\lambda_w}{\lambda_t} = \frac{\lambda_w}{\lambda_w + \lambda_{nw}} = \frac{k_{rw}/\mu_w}{k_{rw}/\mu_w + k_{rnw}/\mu_{nw}} \\
\mathbf{u}_t &= \mathbf{u}_w + \mathbf{u}_{nw}
\end{align*}
\]

In the community of PEM fuel cells, this set of equations is called a mixture model (e.g. Lister and Djilali [9]).

## 2.4 Buckley-Leverett problem

When the advective (hyperbolic) term in equation (2.22) is dominant, its approximation is a main problem when discretizing the two-phase flow equations. In order to explain the problem arising here, we have to take a look at a special case of two-phase flow: the Buckley-Leverett problem. Here, capillary effects are neglected, which indicates that there is no pressure difference existing on the interface of two fluids (i.e., \( p_w = p_{nw} \)). Also, sources and sinks are omitted. For a quasi-linear system, this leads to the following equation (Buckley and Leverett [1]):

\[
\epsilon \frac{\partial S_w}{\partial t} + \mathbf{u}_t \frac{dF_w}{dS_w} \frac{\partial S_w}{\partial x} = 0
\]  

\(^{1}\)in this thesis \( \mathbf{u}_t \) denotes the total velocity; the notation of the first derivative of velocity with respect to time is simply represented by \( \frac{\partial \mathbf{u}}{\partial t} \).
This is a quasi-linear first order partial differential equation, which can be treated by a numerical method or by the method of characteristics.

The total derivative of $S_w(x, t)$ with respect to time is:

$$\frac{DS_w}{Dt} = \frac{\partial S_w}{\partial x} \frac{dx}{dt} + \frac{\partial S_w}{\partial t}$$  \hspace{1cm} (2.27)

If $x = x(t)$ is chosen to coincide with an advancing surface of fixed $S_w$, then on such advancing surface we have:

$$\frac{DS_w}{Dt} = 0$$  \hspace{1cm} (2.28)

After a combination of equations (2.27) and (2.28), one equation is obtained as follows:

$$\frac{dx}{dt}|_{S_w} = -\frac{\partial S_w}{\partial t} \frac{\partial S_w}{\partial x}$$  \hspace{1cm} (2.29)

Physically, the above equation is equivalent to a velocity (i.e. $u_F = dx/dt$) at which the front of a given $S_w$ is advancing. It is noted that $u_F$ represents the velocity of saturation fronts along a fixed $S_w$ propagation rather than the total velocity of fluid particles moving $u_t$.

By combining (2.26) and (2.29), we have:

$$u_F = \frac{dx}{dt}|_{S_w} = \frac{dF_w}{\epsilon dS_w}$$  \hspace{1cm} (2.30)

Therefore, the partial differential equation (2.26) has been replaced by two ordinary differential equations (2.28) and (2.30) which are called the Buckley-Leverett equations. By integrating (2.30) with respect to time, we obtain:

$$x|_{S_w(t)} - x|_{S_w(0)} = \frac{dF_w}{dS_w} U(t) - U(0)$$  \hspace{1cm} (2.31)

where $x|_{S_w(t)}$ and $x|_{S_w(0)}$ are the coordinates $x$ of a plane at which a specified saturation $S_w$ exists at times $t$ and 0. $A$ is a cross-section area and $U(t)$ is the cumulative total volume passed through the system at a time $t$ and is defined as

$$U(t) = \int_0^t u(t) A dt$$  \hspace{1cm} (2.32)

The complication with the Buckley-Leverett approach lies in the fact that equation
Figure 2.2: Multiple-valued saturation profile adapted from Buckley and Leverett [1] and Wooding & Morel-Seytoux [2]

(2.31) leads to a profile that is multiple-valued in $S_w$ as a function of $x$ (see the blue dotted line in Figure 2.2), requiring the introduction of a discontinuity or front (see the black dotted line in Figure 2.2). Buckley and Leverett [1] explained the reason as to why their model failed to express the correct profile and the need for correction by a front: the new computed curve is S-shaped and is triple-valued between $S_w \approx 7$ and $S_w \approx 22$. So, as a front shape with such multiple saturation values is physically meaningless, the correct saturation profile can be ensured by fulfilling two conditions (Lake [15] and Helmig [8]): a jump condition (Rankine Hugoniot) and an entropy condition.

Jump condition: As mentioned previously, the front velocity $u_F$ in equation (2.30) is proportional to $dF_w/ds_w$. In order to satisfy the continuity equation at a saturation jump, the front velocity must satisfy the following condition (Helmig [8]):

$$ (u_F) \Delta s_w = \frac{F_w(S_w^u) - F_w(S_w^d)}{S_w^u - S_w^d} = \frac{\Delta F_w}{\Delta S_w} \tag{2.33} $$

where $S_w^u$ represents the upstream while $S_w^d$ stands for the downstream wetting phase saturation of the shock. This means that the velocity at which the front travels is proportional to the slope of $F_w$ with respect to $S_w$. 
Equation (2.33) tells us that the specific front velocity has to correspond to the physical process in order to fulfill the continuity condition at the jump. This condition, however, does not guarantee that one physical position corresponds to only one physical saturation (i.e. multiple values). For example, in Figure 2.2, the blue solid line produces more than one saturation value over a portion of its length, although it satisfies the continuity equation (the areas of A and B are the same: mass is distributed equally). This can be fixed by the next condition.

**Entropy condition:** The saturation jump must fulfill the entropy condition (LeVeque [16]):

\[
\frac{F_w(S_w) - F_w(S^d_w)}{S_w - S^d_w} \leq u_{\text{shock}} \leq \frac{F_w(S_w) - F_w(S^u_w)}{S_w - S^u_w}
\]

(2.34)

This is valid for all \( S_w \) between \( S^u_w \) and \( S^d_w \). Interpreted physically, the upstream velocity \( u^u_F \) of the shock always has to be larger than the downstream velocity \( u^d_F \).

For example, in Figure 2.3, in the case of \( \mu_w/\mu_{nw} = 0.1 \), the front will only be correct for saturations which are larger than an inflection value (i.e., \( d^2F_w/dS^2_w = 0 \)) roughly at \( S_w = 0.2 \). More precisely, in a physically correct flow, \( S_w \) decreases monotonically with \( x \) (\( x = 0 \) is the location of injection of the wetting phase). Then, the front velocity \( u_F \) is expected to decrease as \( S_w \) increases such that the higher saturations are always behind the lower saturations. For this to happen, we need \( d^2F_w/dS^2_w < 0 \) so that \( u_F \) and \( dF_w/dS_w \) (\( u_F \propto dF_w/dS_w \)) decrease with respect to \( S_w \). Therefore, in the case of \( \mu_w/\mu_{nw} = 0.1 \) (see Figure 2.3), for approximately \( 0.0 \leq S_w \leq 0.2 \) where \( d^2F_w/dS^2_w > 0 \), there is no solution with a physical shock that satisfies the entropy condition. In addition to what has been mentioned above, there is one more interesting thing in Figure 2.3. As the viscosity ratio (\( \mu_w/\mu_{nw} \)) increases, the inflection point (i.e. \( d^2F_w/dS^2_w = 0 \)) gradually shifts to the right. This means that the area of \( d^2F_w/dS^2_w > 0 \) becomes larger and larger as the viscosity ratio rises. For example, in the case of \( \mu_w/\mu_{nw} = 10.0 \), the stable region ranges from approximately 0.8 to 0.1 while, in the case of \( \mu_w/\mu_{nw} = 0.1 \), the stable region lies between about 0.2 and 1.0. The physical representation of this is that when the viscosity ratio is much larger or smaller than one, the particles of one fluid are advancing at velocities much higher than those of the other fluid, resulting in a special phenomenon called interface instability or fingering [6].

If capillary effects dominate over convection, the entropy condition is fulfilled (Helmig [17]). However, if the capillary (diffusion) term approaches to zero, the
Figure 2.3: Variation of the wetting-phase fraction of the volumetric flow with respect to saturation. Top: the fractional flow of wetting phase $F_w$ adapted from Wooding & Morel-Seytoux [2]; bottom: the first derivative of $F_w$ with respect to $S_w$. 
discretization method has to introduce enough numerical diffusion in order to make sure that the entropy condition is satisfied.

### 2.5 Finite element method

The purpose of this section is to briefly illustrate the basic ideas about the finite element method (FEM). Therefore, the section is neither exhaustive nor complete. Readers are referred to the existing literature for a comprehensive presentation (e.g. Hirsch [18], Zienkiewicz et al. [19], Ern and Guermond [20], and Chen [21]).

It is assumed that the reader is familiar with a few mathematical terms: function orthogonality, Galerkin’s method, weak form formulation, basis function, method of variation, spectral method, collocation method, spline interpolation method, Legendre polynomials, Lagrange polynomials, Chebyshev polynomials, and so on. More information on these concepts can be found in the literature (e.g. Golub and Ortega [22]).

**Galerkin’s method**: Before going into the finite element method, we introduce Galerkin’s method, which forms the basis of the modern finite element method. In mathematics, in the area of numerical analysis, Galerkin methods are a class of methods for converting a continuous operator problem (such as a differential equation) to a discrete problem. In principle, it is the equivalent of applying the method of variation [23] to a function space, by converting the equation to a weak formulation. Typically one then applies some constraints on the function space to characterize the space with a finite set of basis functions. Often when using a Galerkin method, one also gives the name along with typical approximation methods used, such as the Petrov-Galerkin method or the Ritz-Galerkin method [20].

We will illustrate the general idea about Galerkin’s method with the linear two-point boundary-value problem

\[ v''(x) + q(x)v = f(x), \quad 0 \leq x \leq 1, \]  \hspace{1cm} (2.35)

with its two boundary conditions

\[ v(0) = 0, \quad v(1) = 0, \]  \hspace{1cm} (2.36)

where, for simplicity, the interval has been taken to be \([0, 1]\).
Suppose that one looks for an approximate solution of (2.35), (2.36) of the form

$$u(x) = \sum_{j=1}^{n} c_j \phi_j(x), \quad (2.37)$$

where the basis functions $\phi_j$, which properties will be described later, satisfy the boundary conditions:

$$\phi_j(0) = \phi_j(1) = 0, \quad j = 1, \ldots, n. \quad (2.38)$$

Then, to obtain the approximate solution, we need to determine the coefficients $c_1, \ldots, c_n$ in (2.37). One of the approaches to do so is Galerkin’s method and consists in the concept of the orthogonality of functions. Two vectors $\mathbf{f}$ and $\mathbf{g}$ are said to be orthogonal if their inner product satisfies

$$\langle \mathbf{f}, \mathbf{g} \rangle \equiv \mathbf{f}^T \mathbf{g} = \sum_{j=1}^{n} f_j g_j = 0 \quad (2.39)$$

Now suppose that the components of the vectors $\mathbf{f}$ and $\mathbf{g}$ are the values of two functions $f$ and $g$ at $n$ equally spaced grid points in the interval $[0, 1]$: that is,

$$\mathbf{f} = (f(h), f(2h), \ldots, f(nh)), \quad (2.40)$$
$$\mathbf{g} = (g(h), g(2h), \ldots, g(nh)), \quad (2.41)$$

where $h = (n + 1)^{-1}$ is the grid-point spacing. The orthogonality relation (2.39) becomes

$$\sum_{j=1}^{n} f(jh)g(jh) = 0, \quad (2.42)$$

and this relation remains unchanged if we multiply by $h$:

$$h \sum_{j=1}^{n} f(jh)g(jh) = 0. \quad (2.43)$$

Now, let $n \to \infty$ (or, equivalently, let $h \to 0$). Then, assuming that the functions $f$ and $g$ are integrable, the sum in (2.43) will tend to the integral:

$$\int_{0}^{1} f(x)g(x)dx = 0. \quad (2.44)$$
With this motivation, we define functions $f$ and $g$ to be orthogonal on the interval $[0, 1]$ if the relation (2.44) holds.

The rationale for the Galerkin’s approach is as follows. Let the residual function for $u(x)$ be defined by

$$r(x) = u''(x) + q(x)u(x) - f(x), \quad 0 \leq x \leq 1. \quad (2.45)$$

If $u(x)$ were the exact solution of (2.35), then the residual function would be identically zero. Obviously, the residual would then be orthogonal to every function, and, in particular, it would be orthogonal to the set of basis functions. However, we cannot expect $u(x)$ to be the exact solution because we restrict $u(x)$ to be a linear combination of the basis functions. The Galerkin criterion is to choose $u(x)$ so that its residual is orthogonal to all of the basis functions $\phi_1, \ldots, \phi_n$:

$$\int_0^1 [u''(x) + q(x)u(x) - f(x)] \phi_i(x) dx = 0, \quad i = 1, \ldots, n. \quad (2.46)$$

If we put (2.37) into (2.46) and interchange the summation and integration, we have

$$\sum_{j=1}^n c_j \int_0^1 [\phi_j''(x) + q(x)\phi_j(x)] \phi_i(x) dx = \int_0^1 f(x)\phi_i(x) dx, \quad i = 1, \ldots, n. \quad (2.47)$$

This is a system of $n$ linear equations in the $n$ unknowns $c_1, \ldots, c_n$. The computational problem is to first evaluate the coefficients

$$a_{ij} = \int_0^1 [\phi_j''(x) + q(x)\phi_j(x)] \phi_i(x) dx \quad (2.48)$$

and

$$f_i = \int_0^1 f(x)\phi_i(x) dx \quad (2.49)$$

If we integrate the first term in this integral by parts,

$$\int_0^1 \phi_j''(x)\phi_i(x) dx = \phi_j'(x)\phi_i(x)|_0^1 - \int_0^1 \phi_j'(x)\phi_i'(x) dx \quad (2.50)$$

and note that the first term vanishes because $\phi_i$ is zero at the end points, we can
re-write $a_{ij}$ as

$$a_{ij} = -\int_0^1 \phi_j'(x)\phi_i'(x)dx + \int_0^1 q(x)\phi_j(x)\phi_i(x)dx$$  \hspace{1cm} (2.51)

Thus, the system of equations to solve for coefficients $c_1, \ldots, c_n$ in Galerkin’s method is $Ac = f$, with the elements of $A$ given by (2.51) and those of $f$ by (2.49).

**Finite element definition of basis functions**: As mentioned before, the field variables are approximated by a linear combination of known basis functions:

$$u(x) = \sum_{j=1}^n c_j\phi_j(x),$$  \hspace{1cm} (2.52)

where the summation extends over all nodes $j$. Hence one basis function is attached to each nodal value or degree of freedom. These functions $\phi_j(x)$ can be quite general, with varying degrees of continuity at the inter-element boundaries.

On the one hand, methods based on defining the basis functions on the whole domain, such as trigonometric functions leading to Fourier series, are used in collocation and spectral methods, where the functions $\phi_j(x)$ can be defined as orthogonal polynomials of Legendre, Chebyshev or similar types. Other possible choices are spline functions for $\phi_j(x)$, leading to spline interpolation methods. In these cases, the coefficients $c_j$ are obtained from the expansions in series of the basis functions.

On the other hand, in standard finite element methods, the basis functions are chosen to be locally defined polynomials within each element, being zero outside the considered element. In addition, the coefficients $c_j$ are the unknown nodal values of the variables $u$. As a result, the local basis functions satisfy the following conditions on each element $(e)$, with $j$ being a node of $(e)$:

- $\phi_j^{(e)}(x) = 0$ if $x$ doesn’t lie in element $(e)$.
- $u(x_j) = c_j$ since $c_j$ are the values of the unknowns at node number $j$.
- $\phi_j^{(e)}(x_i) = \delta_{ij}$, where $\delta_{ij}$ is the Kronecker delta, for any point $x_i$.
- $\sum_j \phi_j^{(e)}(x) = 1$ for all $x \in (e)$ to represent exactly a constant function $u(x) = \text{constant}$.

The global basis function $\phi_j$ is obtained by assembling the contributions $\phi_j^{(e)}$ of all the elements to which node $j$ belongs. The above condition connects the various basis
functions within an element and the allowed polynomials will be highly dependent on
the number of nodes within each element.

**Lagrange basis polynomials**: In this work, the most commonly used Lagrange
basis polynomials are adopted for basis functions. The Lagrange basis polynomials
\( \phi_j(\xi) \) are defined as follows:

\[
\phi_j(\xi) = \prod_{f=1, f \neq j}^{k} \frac{\xi - \xi_f}{\xi_j - \xi_f} \frac{\xi_j - \xi}{\xi_j - \xi_f} \frac{\xi_{j-1} - \xi}{\xi_j - \xi_{j-1}} \cdots \frac{\xi_{j+1} - \xi}{\xi_j - \xi_{j+1}} \cdots \frac{\xi_k - \xi}{\xi_j - \xi_k},
\]

where \( \xi \) is a scalar variable. When we expand the product (2.53), there are two
properties fulfilling the conditions for finite element basis functions mentioned before.
The first one is that all the terms \( (\xi_i - \xi_f)/(\xi_j - \xi_f) \) are equal to one if \( i = j \) because
the product skips \( f = j \). The second one is that, if \( i \neq j \), since \( f \neq j \) doesn’t preclude
it, one term in the product will be for \( f = i \) zero, making the entire product be zero.
Therefore, based on the above two observations, we have

\[
\phi_j(\xi_i) = \begin{cases} 
1, & \text{if } j = i \\
0, & \text{if } j \neq i 
\end{cases}
\]  

(2.54)

**1D linear Lagrange element**: The simplest element has a piecewise linear
basis function and contains two nodes in Figure 2.4. Since the basis functions on
each element are locally defined Lagrange polynomials, the universal form through a
mapping from \((x_{i-1}, x_i)\) to the \(\xi\)-space \((0, 1)\) is taken in terms of (2.53).

\[
\phi_1(\xi) = \frac{\xi - \xi_2}{\xi_1 - \xi_2} = \frac{\xi - 1}{0 - 1} = 1 - \xi
\]

(2.55)

\[
\phi_2(\xi) = \frac{\xi - \xi_1}{\xi_2 - \xi_1} = \frac{\xi - 0}{1 - 0} = \xi
\]

(2.56)

and the condition \( \sum_j \phi_j^{(e)}(\xi) = 1 \) is easily verified.

Since any linear function is represented exactly on the element, the linear mapping
\( \xi(x) \) or \( x(\xi) \) is expressed as a function of the linear basis functions (2.55), (2.56). Thus,
we obtain

\[
x(\xi) = \sum_{j=1}^{2} x_j \phi_j(\xi)
\]

(2.57)

**1D quadratic Lagrange element**: On an element with three nodes \((i - 1, i, i + 1)\) (Figure 2.5), the basis functions will be second-order polynomials, enabling the
Figure 2.4: One dimensional Lagrange linear element and associated basis functions

Figure 2.5: One dimensional Lagrange quadratic element and associated basis functions
exact representation of quadratic functions on the element. Since a mapping from \((x_{i-1}, x_i, x_{i+1})\) to the \(\xi\)-space \((-1,0,1)\) is defined through a quadratic function \(\xi = \xi(x)\), the three basis functions are derived in terms of \((2.53)\)

\[
\phi_1(\xi) = \frac{\xi - \xi_2}{\xi_1 - \xi_2} \frac{\xi - \xi_3}{\xi_1 - \xi_3} = \frac{\xi - 0}{-1 - 0} \frac{\xi - 1}{-1 - 1} = -0.5\xi(1 - \xi) \tag{2.58}
\]

\[
\phi_2(\xi) = \frac{\xi - \xi_1}{\xi_2 - \xi_1} \frac{\xi - \xi_3}{\xi_2 - \xi_3} = \frac{\xi - (-1)}{0 - (-1)} \frac{\xi - 1}{0 - 1} = (1 - \xi^2) \tag{2.59}
\]

\[
\phi_3(\xi) = \frac{\xi - \xi_1}{\xi_3 - \xi_1} \frac{\xi - \xi_2}{\xi_3 - \xi_2} = \frac{\xi - (-1)}{1 - (-1)} \frac{\xi - 0}{1 - 0} = 0.5\xi(1 + \xi) \tag{2.60}
\]

and again the condition \(\sum_j \phi_j^e(\xi) = 1\) is easily verified.

The general mapping between \(x\) and \(\xi\) is quadratic, and, since any quadratic function \(\xi(x)\) on an element can be written as a linear combination of the basis function \(\phi_j(j = 1,2,3)\), the following mapping can be defined:

\[
x(\xi) = \sum_{j=1}^{3} x_j \phi_j(\xi) \tag{2.61}
\]

where the summation \(1,2,3\) corresponds to nodes \((i-1,i,i+1)\) and the basis functions \(\phi_j\) are given by equations \((2.58), (2.59), (2.60)\).

**2D linear Lagrange element:** Since two dimensions are considered, we have one linear Lagrange basis function in each direction (i.e. \(x\) and \(y\) correspond to \(\xi\) and \(\eta\), respectively) to form a bi-linear quadrilateral element (see Figure 2.6). Therefore, since a mapping from the 2D physical coordinates to the \(\xi-\eta\)-space \((1,1), (1,-1), (-1,-1), (-1,1)\) is defined through two functions \(\xi = \xi(x,y)\) and \(\eta = \eta(x,y)\), the four basis functions are defined through the tensor product Lagrange polynomials:

\[
\mathbf{L}_{\xi} \otimes \mathbf{L}_{\eta} = \mathbf{L}_{\xi}^T \mathbf{L}_{\eta} = \begin{bmatrix}
\frac{1-\xi}{2} & \frac{1-\eta}{2} & \frac{1+\eta}{2} & \frac{1-\xi-\eta}{2} & \frac{1-\xi+\eta}{2} & \frac{1+\xi-\eta}{2} & \frac{1+\xi+\eta}{2}
\end{bmatrix} \tag{2.62}
\]

where \(\mathbf{L}_{\xi} = (l_{\xi 1}, l_{\xi 2})\) is a row Lagrange polynomial vector in the \(\xi\)-direction and \(\mathbf{L}_{\eta} = (l_{\eta 1}, l_{\eta 2})\) in the \(\eta\)-direction, and the superscript \(T\) represents the vector transpose. Then, we can have

\[
\begin{bmatrix}
\phi_1(\xi,\eta) & \phi_2(\xi,\eta) \\
\phi_3(\xi,\eta) & \phi_4(\xi,\eta)
\end{bmatrix} = \begin{bmatrix}
\frac{1-\xi}{2} & \frac{1-\eta}{2} & \frac{1+\xi}{2} & \frac{1+\eta}{2} & \frac{1-\xi-\eta}{2} & \frac{1-\xi+\eta}{2} & \frac{1+\xi-\eta}{2} & \frac{1+\xi+\eta}{2}
\end{bmatrix} \tag{2.63}
\]
Once again, the condition \( \sum_j \phi_j^{(e)}(\xi, \eta) = 1 \) is easily verified and the following mapping can be defined:

\[
x(\xi, \eta) = \sum_{j=1}^4 x_j \phi_j(\xi, \eta)
\]  

(2.64)

where \( x \) is a vector with two components (\( x \) and \( y \)).

**Comparison between discontinuous Galerkin and continuous spaces:**

The discontinuous Galerkin finite element space (see mathematical specifications in Chen [21]) is very useful for the convection term because its interpolation (basis) functions don’t have the \( C^0 \)-continuity across inter-element boundaries. More precisely speaking, discontinuous finite element space can easily satisfy the upwind scheme because it can help discretize hyperbolic PDEs by using differencing biased in the direction determined by the sign (+ or -) of characteristic speeds but continuous space cannot. For instance, in Figure 2.7 on the left side, it is clearly seen that the saturation values on the interface between any two cells are discontinuous. Note that, in the same Figure on the right side, results are obtained using continuous Lagrange finite element space with a stabilizing term (see, for example, Appendix A).

On the other hand, discontinuous space is not useful for the diffusion term because the diffusion term represents particles that go in all directions rather than in a particular direction (convection term). This implies that continuous finite element space is a good choice for discretizing the diffusion term. Therefore, if one only considers diffusive transport for all species and one thereby doesn’t encounter any stability problems when he uses the general continuous (Lagrange polynomial) finite element space.

In this work, the continuous space is used for saturation but it requires a stabi-
When general continuous finite element discretization is adopted for the saturation transport (advection) equation in two-phase flow problems, spurious and unphysical oscillations may appear in the solution, requiring the introduction of a stabilizing (diffusive) term [21]. However, this type of stabilization results in smearing of sharp fronts and can also cause grid-orientation difficulties [21]. Finding the right balance between preserving accuracy and providing stability is essential to the reliability of the numerical solution of the conservation laws. In this work, we implement the artificial diffusion terms proposed by Guermond and Pasquetti [24]. This entropy-based nonlinear viscosity provides a powerful approach yielding both accuracy and stability. First, the artificial viscosity term acts only in the vicinity of strong gradients in the saturation and other discontinuities [24]; secondly, the term does not affect the solution in smooth regions; and finally the scheme offers higher order accuracy and stability than simple upwind schemes [24]. In this thesis, this approach is combined with an IMPES algorithm and we present an extension of shock-type adaptive refinement to saturation gradients to investigate transient transport phenomena in heterogeneous porous media. The use of this shock-type adaptive refinement technique allows us to provide fine-scale resolution locally and to concentrate numerical efforts near the areas where the two-phase interfaces evolve.
Guermond and Pasquetti [24] demonstrate excellent performance and computational results for this scheme and provide details on the derivation. The stabilization term is critical in order to obtain a saturation field that is oscillation free. Spurious oscillations that occur without the stabilization term are illustrated in Chueh et al. [3]. Results discussed in this thesis using the above method are free of such unphysical oscillations.

2.7 Adaptive mesh refinement

Numerical solutions are an approximation of the exact solution. In the course of a computation, we may encounter many possible sources of error. There are three kinds of systematic errors involved (Ferziger and Perić [25]):

1. **Modelling errors**: The exact solution of a mathematical model does not represent the actual flow exactly, as generalizations and assumptions are made to arrive at that model.

2. **Iteration errors**: They describe the difference between the exact solution of the discretized algebraic equation system and the iterative solution.

3. **Discretization errors**: They comprise the difference between the exact (analytical) solution of the model equations and the exact solution of the algebraic system of the discretized equations.

The effect of modelling errors is that the model equations may be fulfilled exactly while the solution is qualitatively wrong. Modelling errors can only be discovered when solutions, where the iteration and discretization errors are very small, are compared with experimental data. Round-off errors are easier to control and usually not problematic, but nonetheless unavoidable. Last, discretization errors are always present due to the nature of this scheme. They decrease, however, as grids get finer and finer in a convergent scheme. This implies that discretization errors only give a rate at which error decreases as smaller element sizes decline.

Adaptive mesh refinement (AMR) techniques can help to minimize the discretization errors. A variety of AMR methods have been proposed depending on the type of physical problem and associated partial differential equations (PDE), and a large body of literature exists for these methods (see, for example, [26, 27, 28, 29] for a
general overview, and [30, 31] for overviews in multiphase flows). In general, the following adaptive methods can be categorized (Elsiepen [30], Hinkelmann [31]):

1. **h-adaptive methods**: Single elements are refined or coarsened (change of the element size $h$). This results in a change of the node and element densities at certain locations. During refinement, the element is divided at the midpoint of a side or at the center of mass; during coarsening, the process is the opposite of refinement. The initial elements serve as a reference for the geometry as well as for the associated material properties and therefore must not be coarsened. In the $h$-adaptive method, the quality of the starting mesh is of great importance, as the angles and aspect ratios of the side lengths of the elements are kept throughout the computation. In some cases, this may be regarded as a disadvantage of this method. Another requirement is as follows: the $h$-adaptive method needs a dynamic data structure, as the number of elements is constantly changed.

2. **p-adaptive methods**: The order $p$ of the polynomial test functions is changed for selected elements. As a consequence, the formulation for an element gets more elaborate, which may in essence result in a state where solving cost dramatically increases. Furthermore, this method requires a very high regularity of the solution, which may not be suitable for all kinds of problems (e.g. mixed hyperbolic/parabolic problems).

3. **h-p-adaptive methods**: As a combination of the two above-mentioned methods, the element size $h$ as well as the order of the polynomial $p$ are adapted to the local behavior of the solution.

4. **r-adaptive methods**: This method is also called the moving mesh method (see, e.g., Tang and Tang [32], Tan et al. [33, 34], Di et al. [35, 36, 37], Li and Tang [38] and Zhang et al. [39]). The aim is to achieve the best orientation of the mesh with a pre-defined number of degrees of freedom for a user-defined criterion. The nodes of the mesh are moved to the location of the maximum error or in alignment to streamlines, which results automatically in a reduction of nodes in other parts of the domain. An advantage of this method is the simple data storage since the stored structure of the original grids is kept unchanged throughout the computation. On the other hand, however, the $r$-adaptive method is less flexible than the other methods mentioned above, as
the movement of the nodes can only take place to a certain extent. A further disadvantage lies in the fact that the element matrices have to be computed again at every iteration step, which means that the r-adaptive method is not useful for complex boundaries and should only be used for simple problems.

5. **subgrid methods**: Arbitrarily orientated quadrilateral grids (subgrids) are superimposed over the original grids [40]. These subgrids can have a smaller element size than the underlying basic grid. As the time step is coupled with the element size, the subgrids are computed with a smaller time step. A great limitation of this method is its inability to handle complex computational domains.

Generally, the \( h \)- and \( p \)-adaptive methods are commonly used in engineering applications. For the two-phase flow problems considered in this work, the \( h \)-adaptive method is used. The dynamic data structure provided by deal.II (Bangerth, Hartmann and Kanschat [41]) written in C++ supports this method very well.

In order to refine or coarsen the mesh, error criteria are applied. The error evaluation can be divided into two general types:

- **a priori** error evaluation: these estimations are evaluated before the calculation is started. They use exclusively known data, (e.g. initial and boundary conditions), as well as material properties. A priori estimations are rarely used in practice.

- **a posteriori** error evaluation: here, the error is given in terms of the starting data and computed solution after each time step.

In the thesis, only a posteriori error evaluation is considered. The a posteriori error evaluation can be implemented in two ways: error estimators and error indicators. The former is based on mathematics and the latter is usually physically motivated and obtained by heuristic (try-and-error) methods. Furthermore, a posteriori error estimators and indicators can be divided into the following classes, which will be explained briefly. A detailed description can be found in Verfürth [27] and Ellsiepen [30].

1. **Residual-based error estimator**: With the residual of the strong form of the partial differential equation, the error of the numerical simulation is measured.
This can be regarded as an elementwise controlling of whether or not the partial differential equations are fulfilled by substituting computed solutions into them. The basis of this approach, which was first presented by Babuška and Rheinboldt [42, 43], is the estimation of the error in the energy or $L^2$ norm via the residual of the finite element solution in the domain and at the boundary. Other scientists (Johnson and Hansbo [44]) extended this approach.

2. **Error estimation by solving local problems**: For small element patches, higher-order solutions are used. In these areas, instead of the given problem, a similar, simple one is solved. The solution is then taken as a reference solution for the error evaluation.

3. **Hierarchical error estimators**: A numerical solution is compared to a solution that was calculated in a relatively higher finite element space (higher order of test functions or finer meshes). The rationale behind introducing this is that the solution in the higher finite element space is expected to be more accurate than in the lower finite element space. For more information, see Ellsiepen [30].

4. **Gradient-based error indicators**: This kind of indicator, which was originally developed for structural mechanics, is often referred to as the $Z^2$-error indicator, after the initials of the authors that first introduced this idea in 1987 (Zienkiewicz and Zhu [45]).

   The gradients of FE solutions with linear shape functions are usually continuous over the element edges. For certain gradients (for example the tension $\sigma$ in the case of the $Z^2$ indicator or the velocity $v$ in the case of fluid flow), a locally improved solution is calculated by computing a smoothed course of the gradients. With the help of a certain norm of the difference between the gradients of the original and the gradients of the improved solution, the value of the error estimator is calculated.

   Error estimators which are based on the energy or $L^2$ norm are widespread for parabolic and elliptic problems (e.g. Johnson [46] and Papastavrou [47]). They cannot, however, generally be applied for mixed hyperbolic-parabolic equations.

5. **Empirical error indicators**: Here, the error criterion is empirically or heuristically derived. For example, steep gradients or large curvature of the solution can serve as criteria. The empirical error indicator is applied in this work. These are shown in further detail in Appendix A-D.
After each element has been assigned an error value $\eta$ by an estimator or indicator, the elements are marked for refinement or coarsening. Generally, the error of the element is computed for each element with tolerances to determine whether or not the elements are refined or coarsened:

$$\eta > \text{tolerance} \rightarrow \text{refine}$$  \hspace{1cm} (2.65)

$$\eta < \text{tolerance} \rightarrow \text{coarsen}$$  \hspace{1cm} (2.66)

For the choice of tolerances, different possibilities can be categorized (Barlag [48]). For example:

- **Absolute value**: The tolerances are set to fixed values which do not change throughout the simulation. As the magnitude of the errors in the course of simulation is not known and the method is not advisable.

- **Mean value**: The tolerance is given by an arithmetic mean of the errors of all elements. With this method, not only the size of the error, but also the amount of erroneous elements is considered.

- **Maximum value**: The refinement and coarsening tolerances are associated with taking a maximum value of all the indicator values for elements.

Figure 2.8 illustrates the principle of refinement and coarsening for the absolute-value method used in this work. It can be observed that the appropriate choice of refinement and coarsening bounds is very important: if a large peak of the indicator values exists in the domain, other areas with a relatively large indicator value may not be identified. In general, the choice of the values for the refinement and coarsening criteria always depend on the error estimator or indicator as well as on the problem itself.

### 2.8 Operator splitting techniques

The multi-phase fluid flow models usually represent strongly coupled systems of nonlinear partial differential equations. A number of algorithms (e.g. Godlewski and Raviart [49], Holden and Risebro [50], Kröner [51], LeVeque [16], Morton [52] and Toro [53]) for the solution of the nonlinear partial differential equations have been developed over the years. But still there is an acute need for better solution algorithms
Figure 2.8: Refinement and coarsening bounds for the absolute-value method
as well as mathematical theory which supports them and the models. The different scales of variation appearing in a multi-phase flow model demand an adaptive adjustment of the solution algorithm to the problems. For multi-phase flow in porous media, numerical algorithms which provide local conservation properties are needed. Moreover, the transport part of these models requires accurate pressure and velocity calculations.

There is a close relationship between the challenges in mathematical and numerical modelling and the development of mathematical and numerical tools. An example is provided by operator splitting algorithms which calculate an approximate transport in some parts. These algorithms have become an important part of many solution methods for fluid dynamics (e.g. Beale et al. [54], Glowinski and Pironneau [55], Karniadakis and Henderson [56], Pironneau [57] and Tai and Neittaanmäki [58]).

In general, the following operator splitting methods can be distinguished:

1. time splitting technique: Because these numerical methods effectively split the time derivative between the advective and dispersive parts, for example, they are collectively referred to as time-splitting techniques. For non-reactive systems, the splitting results in two partial differential equations which are then solved sequentially at each time step (e.g. Espedal and Ewing [59], Dahle [60], Espedal and Karlsen [61] and Karlsen et al. [62]). For reactive transport, an additional splitting can be added. Split operator methods for reactive transport have been used for a number of years (e.g. Cederberg et al. [63], Walter et al. [64], Zysset et al. [65], and Bell and Binning [66], and James and Jawitz [67]). Roughly speaking, one can say that the splitting algorithms simplify the original problem into a hyperbolic problem, a parabolic problem, and an ordinary differential problem (see Figure 2.9), each of which is solved separately by suitable numerical methods. The main feature of the operator splitting algorithms is the ability to use long time steps and, at the same time, keep the implicit numerical diffusion at a minimum.

2. non-time splitting technique: A characteristic of this kind of operator splitting is to separate a non-time-dependent equation from a time-dependent species transport equation. For instance, in two-phase flow in porous media (e.g. Chen et al. [68, 69] and Abreu et al. [70]), there is a non-time-dependent pressure-velocity system appearing. Since the variation of pressure is much slower than that of saturation, a better way is to solve the pressure-velocity part once only
every few time steps, resulting in a rise in computational efficiency.

At any rate, the two kinds of operator splitting permit independent discretizations which can be applied to the components, allow a great deal of flexibility in selecting appropriate solution methods, and keep numerically implicit diffusion (a computationally expensive part) at a minimum.

### 2.9 Iterative solution of linear systems

The purpose of this section is to briefly present the basic background of iterative solution of linear systems. The section is neither exhaustive nor complete. Readers are referred to the existing literature for a comprehensive presentation (e.g. Golub and van Loan [71]).

The general form of a linear system is shown as follows:

$$AX = B$$  \hspace{1cm} (2.67)

where $A \in \mathbb{R}^{n \times n}$ is the linear system, $X \in \mathbb{R}^{n \times 1}$ the solution column vector, and $B \in \mathbb{R}^{n \times 1}$ the right hand side column vector.

One can distinguish between two different aspects of the iterative solution of a linear system. The first one lies in the particular acceleration technique for a sequence of iteration vectors, which is a technique used to construct a new approximations for
the solution with information from previous approximations. This leads to specific iteration methods that are, in general, of Krylov type such as conjugate gradient or GMRES (Saad and Schultz [72]). The second aspect is the transformation of the given system to one that is solved more efficiently by a particular iteration method. This is called preconditioning. A good preconditioner improves the convergence of the iteration method, sufficiently to overcome the extra cost of its construction and application. Indeed, without a preconditioner, the iterative method might even fail to converge in practice.

The convergence of iterative methods depends on the spectral properties of the linear system matrix and the algorithm itself. The basic idea is to replace the original system (2.67) by the left preconditioned system:

\[ P^{-1}AX = P^{-1}B \]  

(2.68)

or the right preconditioned system

\[ AP^{-1}PX = B \]  

(2.69)

where \( P^{-1} \) is the linear transformation, called preconditioner, and the above right preconditioned system is then solved via \( (AP^{-1})Y = B \) and in turn \( X = P^{-1}Y \).

The goal of this preconditioned system is to reduce the condition number of the left or right preconditioned system matrix \( P^{-1}A \) or \( AP^{-1} \), respectively. The preconditioned matrix \( P^{-1}A \) or \( AP^{-1} \) is almost never explicitly formed. Only the action of applying the preconditioner solve operation \( P^{-1} \) to a given vector need be computed in iterative methods.

From a modern perspective, the general problem of finding an efficient preconditioner is to identify a linear operator \( P \) with the following properties:

- \( P^{-1}A \) is near to the identity matrix or the diagonally unit-valued matrix.
- the cost of applying the preconditioner is relatively low.
- preconditioning is scalable for parallel algorithms.
For example, the following two linear systems are given respectively as:

\[
\begin{pmatrix}
4 & -9 & 2 \\
2 & -4 & 4 \\
-1 & 2 & 2
\end{pmatrix}
\begin{pmatrix}
x_1 \\
x_2 \\
x_3
\end{pmatrix}
=
\begin{pmatrix}
2 \\
3 \\
1
\end{pmatrix}
\tag{2.70}
\]

and

\[
\begin{pmatrix}
4 & -9 & 2 \\
0 & 0.5 & 3 \\
0 & 0 & 4
\end{pmatrix}
\begin{pmatrix}
x_1 \\
x_2 \\
x_3
\end{pmatrix}
=
\begin{pmatrix}
2 \\
2 \\
2.5
\end{pmatrix}
\tag{2.71}
\]

Apparently, both the systems have the same solution and the only difference is that equation (2.71) is scaled numerically. However, through using iterative methods, equation (2.71) is much easier to solve than equation (2.70) since the matrix \( A \) in the linear system (2.71) is closer to the identity matrix (see the zero elements in the lower triangular). Based on this observation, one can say that an efficient preconditioner transforms the original matrix \( A \) into one which behaves like the matrix in the linear system (2.71), resulting in a significant rise in computational efficiency.

The role of \( P \) in the iterative method is simple. At each iteration, it is necessary to solve an auxiliary linear system \( PZ_m = R_m \) for \( Z_m \) while unnecessary to explicitly invert \( P \). It should be emphasized that computing the inverse of \( P \) is not mandatory; in fact, the role of \( P \) is to precondition the residual at step \( m \) through the solution of the additional system \( PZ_m = R_m \). This system should be easier to solve than the original system (2.67).

A broad class of effective preconditioners consists greatly in incomplete factorization of the linear system matrix. Such preconditioners are often referred to as incomplete lower/upper (ILU) preconditioners. ILU preconditioning techniques lie between direct and iterative methods and provide a balance between numerical efficiency and reliability. ILU preconditioners are constructed in the factorized form \( P = \tilde{L}\tilde{U} \), where \( \tilde{L} \) and \( \tilde{U} \) are the lower triangular and upper triangular matrices, respectively.

ILU preconditioners are based on the observation that, even though most matrices \( A \) admit an LU factorization \( A = LU \), where \( L \) is the unit lower triangular (all main diagonal elements is 1) and \( U \) is the upper triangular, the factors \( L \) and \( U \) often contain too many nonzero terms, making the cost of factorization too expensive in time or memory use, or both. Therefore, ILU preconditioners are used more efficiently
than LU preconditioners.
Chapter 3

Conclusions and future work

3.1 Conclusions

An efficient framework has been presented. This framework is composed of a 2D/3D transient advection-dominated two-phase flow model in heterogeneous porous media and a 2D/3D transient two-phase flow model in heterogeneous porous media with consideration of capillary transport. This framework has three unique features:

- it provides an adequate amount of resolution of the saturation field with the use of diffusive stabilization and with no upwinding while keeping the number of degrees of freedom as low as possible;

- it is developed using the state-of-the-art numerical algorithms to greatly reduce computational costs;

- it is capable of resolving the physical flow representation and analyzing time-dependent two-phase transport phenomena in heterogeneous porous media.

All contributions in this thesis incorporated 2D/3D code implementation and numerical justification and validation are described in section 1.2. Some of these components were carried out in collaboration with Wolfgang Bangerth, who provided key suggestions and important inputs.

Key points are summarized as follows:

**Diffusive stabilization**: The literature on multi-phase flow in porous media does not contain articles that describe stabilization methods that can provide the same amount of accuracy as what has been proposed in this thesis. This is not a surprise:
The stability issues surrounding the transport equation have long led people to believe that finite volume schemes (or their modern incarnation in the form of DG methods) combined with the usual set of flux/slope limiters are the only way to go. While they can be combined with adaptive meshes (and frequently have been), the relatively low accuracy leads to an unnecessary smearing of the solution. Furthermore, the discontinuity of the solution often makes more comprehensive modeling of additional physical effects (e.g. surface tension) difficult.

Continuous finite element spaces are known to allow simple modeling of additional effects. However, they were considered unstable for the transport equation and there were few good stabilization techniques (streamline diffusion, for example, introduces smearing everywhere, even in regions where this is not necessary). The method that is presented here, therefore, shows a significant step forward: it borrows recent results obtained in entirely different contexts and shows that they lead to attractive methods for multiphase porous media flow problems.

Adaptive mesh refinement: To increase computational speed and, at the same time, increase the accuracy of the results, adaptive mesh refinement is used in this thesis. This approach is to refine and coarsen grids at each time step, depending on where saturation discontinuities propagate. The use of adaptive finite elements provides the present framework with the ability to adapt the computational mesh to the physics of two-phase transport phenomena.

General block preconditioning: To speed up the convergence of linear systems considered in this thesis, general block preconditioning is used for the linear system of mixed formulation for diffusion. The purpose of the preconditioning is to control the computational time within a reasonable frame increasing applicability and reliability. This approach resulted in a 99 percent reduction of computational time.

Adaptive operator splitting: To keep the implicit diffusion (expensive part) at a minimum, operator splitting is used. In addition to this, in order to make the operator splitting adaptive, an a posteriori criterion with a theoretical mathematical proof is used to determine whether or not the computationally expensive part must be solved. This approach resulted in a 91 percent reduction of computational time.

In summary, this thesis integrates above-mentioned numerical methods for two-phase flow in heterogeneous porous media, providing an efficient framework from which more complicated multi-phase flow problems can be solved. The results are encouraging and show that, with these numerical methods, simulations achieve physically accurate flow representations. However, much work remains to be done in the
areas of fuel cell analysis and design before numerical works can achieve their full potential.

3.2 Future work

This thesis has focused mainly on numerical improvements to two-phase flow in heterogeneous porous media. However, the two-phase flow problem is just part of PEM fuel cell modelling and reservoir simulation. With this in mind, the future work is vast and full of challenges and opportunities in the areas of PEM fuel cell modeling.

In order to further increase the range of applicability of this framework, more complicated fuel cell models need to be developed. In this work, a set of equations has been introduced to describe physical two-phase transport phenomena in heterogeneous porous media with capillary transport, i.e. the material properties of the porous media (GDL) have been considered. But without the consideration of electrochemical reactions at catalyst sites, realistic complex interactions between two fluids cannot be expressed in porous media of PEM fuel cells. The electrochemical reaction modelling should be further developed in order to better understand physical transport phenomena including electron and proton transport and to show the flooding effects caused by electrochemically produced water inside porous media.

Many physical problems are required to consider more than two phases in porous media. For instance, in reservoir simulations, water and carbon dioxide both have been used to displace petroleum and to take it out of the ground, requiring the introduction of three phases in porous media. However, in this work, only two phases are taken into account, which is not enough to cover a broad range of physical problems in the real world.

In order to increase further the computational efficiency, parallelization of the program needs to be developed to control the amount of computational time within a reasonable time frame. There are several algorithms to achieve this numerical improvement. One potential avenue is the use of a time decomposition method called “Parareal” or parallel algorithms [73, 74, 75]. Such a parallel algorithm has been applied in reservoir simulations [76] and is expected to speed up simulations substantially.

A summary of possible avenues of research in multi-phase flow in porous media and numerical improvements includes
1. Three phase flow in heterogeneous porous media

2. Electro-chemical reactions in the catalyst sites for PEM fuel cell modelling

3. Parallelization of the program
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Abstract

An implicit pressure and explicit saturation (IMPES) finite element method (FEM) incorporating a multi-level shock-type adaptive refinement technique is presented and applied to investigate transient two-phase flow in porous media. Local adaptive mesh refinement is implemented seamlessly with state-of-the-art artificial diffusion stabilization allowing simulations that achieve both high resolution and high accuracy. Two benchmark problems, modelling a single crack and a random porous medium, are used to demonstrate the robustness of the method and illustrate the capabilities of the adaptive refinement technique in resolving the saturation field and the complex interaction (transport phenomena) between two fluids in heterogeneous media.
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1. Introduction

Modelling of two-phase flow in porous media plays a key role in many engineering areas such as environmental remediation [1,2], oil recovery [3–6] and water management in polymer electrolyte fuel cells [7–12]. In polymer electrolyte fuel cells, which motivated the cathode as a result of the electrochemical reaction can condense [7,8], and is eventually transported through the porous electrode by a combination of mechanisms, including capillary diffusion. At high reaction rates however, an imbalance between liquid water production and transport can result in flooding of the electrode and, consequently, restricted access of the reactant gases to the reactions sites (catalyst layer); this results in a significant performance drop. Understanding of the two-phase transport processes and design of the porous media to mitigate this are therefore crucial and can be facilitated by robust and physically representative simulations. A number of recent publications have addressed some of the modelling challenges associated with two-phase transport in complex porous media. These include the development of improved numerical schemes for simulation of multi-phase, multi-component processes [13]; interface conditions and linearization schemes [14]; advanced numerical procedures based on high-order time integration schemes [15], fractional flow approaches [16], and reduced degrees of freedom [17]. Theoretical investigations based on pore-network models [18], non-oscillation central scheme [19], and multi-scale finite volume/element methods [20–24] have also been developed. Helimg et al. [25] note that numerical methods have to be able to capture both advection or diffusion/dispersion dominated processes. An excellent review of the recent modelling efforts and current challenges is provided by Gerritsen and Durlofsky [5]. A key challenge remains the robust and accurate resolution of fine-scale localized flow.

In transient two-phase flow simulations related to petroleum engineering, the implicit pressure and explicit saturation (IMPES) algorithm, originally developed by Sheldon et al. [26] and Stone and Gardner [27], is widely used. The basic idea of this classical method when applied to two-phase flow in porous media is to separate the computation of pressure from that of saturation. Namely, the coupled system is split into a pressure equation and a saturation equation, and the pressure and saturation equations are solved using implicit and explicit time approximation approaches, respectively. This method is easy to implement and efficient to solve, and requires less memory than other methods such as the simultaneous solution method [28]. Detailed discussions of this method can be found in [26,27], and recent algorithmic improvements are discussed in Chen et al. [29,30].

The numerical simulation of transient two-phase flow transport in heterogeneous porous media (Fig. 1) is computationally expensive, and adequate resolution of complex flow features is not always possible, thus compromising the reliability of the results. Achieving physically representative simulations that resolve all salient length and time scales and localized flow features efficiently remains a challenge. An alternative to global mesh refinement which demands very large computing resources, is adaptive mesh...
refinement (AMR). A variety of AMR methods have been proposed depending on the type of physical problem and associated partial differential equations (PDE), and a large body of literature [31–33] exists for these methods. One can use a simple refinement indicator, such as those proposed in [34], to refine and coarsen the mesh at each time step, depending on where the discontinuities (phase boundaries in the present context) propagate. Recent work by Noelle et al. [35] shows that a central scheme with AMR can be implemented on non-conforming 3D Cartesian grids to extend the classical hydrodynamics AMR framework [30]. Smoothness indicators for conservation laws were developed by [36]. Another approach to adaption is the use of a moving-mesh method such as that of Tang [37] to align the mesh with the important features of the flow. In any case, major advantages of using grid adaption are high-quality resolution of the physical features as they evolve in space and time while simultaneously reducing computational cost by refining only in areas where necessary and coarsening in areas where unnecessarily fine grids exist. Note that in the context of multi-phase flow the porous medium is frequently strongly heterogeneous within the computational domain. However, as we will show below, there is no need to resolve these heterogeneities everywhere unless they interact with flow fronts. Consequently, adaptive mesh refinement has the potential to significantly reduce the computational cost of multi-phase flow simulations. Despite these obvious advantages, the literature is relatively limited for transient adaptive methods suitable for multi-phase flow in porous media.

When a general continuous finite element discretization is adopted for the saturation transport (advection) equation in two-phase flow problems, spurious and unphysical oscillations appear in the solution, requiring the introduction of a stabilizing (diffusive) term [38]. However, this results in smearing of sharp fronts and can also cause grid-orientation difficulties [38]. Finding the right balance between preserving accuracy and providing stability is therefore of great importance in the numerical solution of conservation laws. In this work, we implement the artificial diffusion terms proposed by Guermond and Pasquetti [39]. This entropy-based nonlinear viscosity provides a powerful approach yielding both accuracy and stability. First, the artificial viscosity term acts only in the vicinity of strong gradients in the saturation and other discontinuities [39]; secondly, the term does not affect the solution in smooth regions; and finally the scheme offers higher order accuracy and stability than simple upwind schemes [39]. In this paper, this approach is combined with an IMPES algorithm and we present an extension of shock-type adaptive refinement to saturation gradients to investigate transient transport phenomena in heterogeneous porous media. The use of this shock-type adaptive refinement technique allows us to provide fine-scale resolution locally and to concentrate numerical efforts near the area where the two-phase interfaces evolve.

2. Basic numerical model

Let us consider the flow of two incompressible, immiscible fluids in a porous media domain $\Omega \subset \mathbb{R}^2$ in which the movement (displacement) of two fluids is dominated by viscous effects and the effects of gravity and capillary pressure are negligible. The two phases are referred to as wetting and non-wetting, and identified by subscripts $w$ and $nw$, respectively. Thus in a water–oil system (hydrophilic case), water is the wetting and oil the non-wetting phase; in the and air–water system (hydrophobic case), air is the wetting phase and water the non-wetting phase. The mass-averaged velocity with which each of the two phases moves is determined by Darcy’s law. It states that the velocity is proportional to the pressure gradient [5]:

\[ \mathbf{u}_j = -\frac{k_j(S)}{\mu_j} \mathbf{K} \cdot \nabla p, \]

(1)

where $\mathbf{u}_j$ is the velocity of phase $j = w, nw$, $\mathbf{K}$ is the permeability tensor, $k_j$ is the relative permeability of phase $j$, $p$ is the pressure, and $\mu_j$ is the viscosity of phase $j$. Finally, $S$ is the saturation of the porous media defined as

\[ S = \frac{V_w}{V_w + V_{nw}}, \]

(2)

where $V_w$ and $V_{nw}$ are the volume fraction of the wetting and non-wetting phases. In this work, the permeability tensor, $\mathbf{K}$, is a second-order diagonal tensor.

After combining Darcy’s law with the mass conservation equation, the following set of equations is obtained [5]:

\[ \nabla \cdot \mathbf{u}_w = q, \]

(3)

\[ \epsilon \frac{\partial S}{\partial t} + \nabla \cdot (\mathbf{u}_w F(S)) = 0, \]

(4)

where $\lambda_t$ is the total mobility, $\epsilon$ is the porosity, $F$ is the fractional flow of the wetting phase, $q$ is a source term, and $\mathbf{u}_w$ is the total velocity. These are given by:

\[ \lambda_t(S) = \lambda_w + \lambda_{nw} = \frac{k_{rw}(S)}{\mu_w} + \frac{k_{rnw}(S)}{\mu_{nw}}, \]

(6)

\[ F(S) = \frac{\lambda_w}{\lambda_t} = \frac{\lambda_w}{\lambda_w + \lambda_{nw}} = \frac{k_{rw}(S)/\mu_w}{k_{rw}(S)/\mu_w + k_{rnw}(S)/\mu_{nw}}, \]

(7)

\[ \mathbf{u}_w = \mathbf{u}_w + \mathbf{u}_{nw} = -\lambda_t(S) \mathbf{K} \cdot \nabla p. \]

(8)

For the sake of simplicity, we consider the case with no source term $q$. Furthermore the porosity $\epsilon$ is set to one as it is essentially a scaling factor that does not affect the qualitative behaviour of Eq. (5). For the purpose of this paper, we will assume the following concrete form for the total mobility $\lambda_t$ and the fractional flow $F(S)$:

\[ \lambda_t(S) = \frac{S^2}{\mu_w} + \frac{(1-S)^2}{\mu_{nw}}, \]

(9)

\[ F(S) = \frac{S^2}{S^2 + 0.2 \cdot (1-S)^2}, \]

(10)

where $\mu_w = 0.2$ and $\mu_{nw} = 1$. 

---

**Fig. 1.** Schematic of fluid flow in a heterogeneous porous medium.
2.1. Permeability of the porous media

In this and the following section, we will discuss the setup of the numerical examples used in Section 5. We consider a heterogeneous, isotropic porous medium with a permeability tensor $\mathbf{K}$ defined as

$$\mathbf{K}(\mathbf{x}) = k(\mathbf{x}) \cdot \mathbf{I} \quad \text{(11)}$$

where $k(\mathbf{x})$ is a scalar depending on position $\mathbf{x}$, and $\mathbf{I}$ is the second-order unit tensor. In order to demonstrate the robustness of the proposed shock-type adaptive refinement technique we consider the two model porous media used previously by Li and Bangerth [40].

The first test case corresponds to a single crack along a sine curve, $x = A \sin(2\pi t)$, for pressure or velocity are not necessary because the equations do not contain time derivatives of these variables. Finally, the following pressure boundary condition is used:

$$p(\mathbf{x}, t) = 1 - x \quad \text{on } \partial \Omega \quad \text{(15)}$$

i.e. a linear pressure drop is assumed on the boundaries. Boundary conditions for the saturation need only be specified on the inflow part of the boundary given by

$$\Gamma_{in}(t) = \{\mathbf{x} \in \partial \Omega : \mathbf{n} \cdot \mathbf{u} < 0\} \quad \text{(16)}$$

On the inflow boundary, we assume that wetting fluid enters the domain from the left, and consequently prescribe the following saturation values:

$$S(\mathbf{x}, t) = 1 \quad \text{on } \Gamma_{in}(t) \cap \{x = 0\}, \quad S(\mathbf{x}, t) = 0 \quad \text{on } \Gamma_{in}(t) \setminus \{x = 0\}. \quad \text{(17)}$$

3. Finite element approximations and numerical methods

The system of partial differential equations (PDE) Eqs. (3)–(5) that describes two-phase transport in a hydrophilic medium is discretized using a mixed finite element method [41,38]. The numerical solutions shown below were obtained using a C++ program based on the deal.II library [42]. The implementation discussed here also uses parts of the step-21, step-31 and step-33 tutorial programs of this library [40,43,44] but extends the functionality compared with all of these programs.

3.1. Time discretization

A standard implicit pressure and explicit saturation (IMPES) algorithm [26,27] is used for time discretization in conjunction with an implicit Euler method. In this algorithm, the pressure and velocity equations are first solved implicitly, and then the saturation equation is solved using an explicit time stepping method.

Using this time discretization, we obtain the following set of equations for each time step:

$$\mathbf{u}_i^{(n+1)} + \Delta t_S^{(n)} \mathbf{K} \nabla p_i^{(n+1)} = 0, \quad \text{(19)}$$

$$\nabla \cdot \mathbf{u}_i^{(n+1)} = q_i, \quad \text{(20)}$$

$$\epsilon \left( \frac{S_i^{(n+1)} - S_i^{(n)}}{\Delta t^{(n+1)}} \right) + \mathbf{u}_i^{(n+1)} \cdot \nabla F(S_i^{(n)}) + F(S_i^{(n)}) \nabla \cdot \mathbf{u}_i^{(n+1)} = 0, \quad \text{(21)}$$

where superscripts $(n)$ and $(n+1)$ represent physical quantities existing at times $t^{(n)}$ and $t^{(n+1)}$, respectively, and $\Delta t^{(n)} = t^{(n+1)} - t^{(n)}$ is the length of the nth time step.

![Fig. 2. Permeability fields for (a) single crack medium (b) random medium.](image-url)
Using the fact that $V \cdot u = q$, Eq. (21) becomes
\[
\epsilon \left( \frac{S^{(n+1)} - S^{(n)}}{\Delta t^{(n+1)}} \right) + u^{(n+1)} \cdot \nabla F(S^{(n)}) + F(S^{(n)})q = 0.
\] (22)

To ensure stability of this time stepping scheme, the time step has to be chosen in accordance with the spatial discretization and satisfy the Courant–Friedrichs–Lewy (CFL) condition. In our numerical experiments, we choose the time step adaptively as
\[
\Delta t^{(n+1)} = \min \frac{c h_K}{k(u^{(n+1)} \cdot v)}.
\] (23)

where $h_K$ denotes the diameter of cell $K$. This choice is sufficient to satisfy both the CFL condition that results from the advection of the saturation as well as from the artificial diffusion term discussed below, while our numerical experiments indicate that larger values violate these conditions.

Fig. 3 shows the size of the time steps chosen by this criterion for the two testcases considered below, and compares it with the time step chosen in the lower-order method used in [40]. We need to choose our time step smaller since we use a piecewise linear instead of the piecewise constant saturation approximation. The higher spatial order then requires a correspondingly smaller time step for stability.

3.2. Weak form and spatial discretization for the pressure/velocity part

By multiplying Eqs. (19) and (20) with test functions $v$ and $w$ respectively and then integrating terms by parts as necessary, the weak form of the problem reads: find $u, p$ so that for all test functions $v, w$ there holds
\[
\left( K_p(S^{(n)})^{-1} u^{(n+1)} , v \right)_\Omega - (p^{(n+1)} , \nabla \cdot v)_\Omega = -(p^{(n+1)} , n \cdot v)_\partial \Omega. \tag{24}
\]

Here, $n$ represents the unit outward normal vector to $\partial \Omega$ and the pressure $p^{(n+1)}$ can be prescribed weakly on the boundary $\partial \Omega$.

We use continuous finite elements to discretize the velocity and pressure equations. Specifically, we use mixed finite elements to ensure high order approximation for both vector (e.g. a fluid velocity) and scalar variables (e.g. pressure) simultaneously. For saddle point problems, it is well established that the so-called Babuska–Brezzi or Ladyzhenskaya–Babuska–Brezzi (LBB) conditions [41,38] need to be satisfied to ensure stability of the pressure-velocity system. These stability conditions are satisfied in the present work by using elements for velocity that are one order higher than for the pressure, i.e. $uh = Q_{d+1}$ and $ph = Q_{d}$, where $p = 1, d$ is the space dimension, and $Q_s$ denotes the space of tensor product Lagrange polynomials of degree $s$ in each variable.

3.3. Stabilization, weak form and spatial discretization of the saturation transport equation

Advection problems such as the transport equation for the saturation are frequently discretized by finite volume schemes (or their more recent re-formulation in the form of discontinuous Galerkin (DG) finite element methods [38]). In contrast to this, we use continuous finite elements to discretize the saturation...
equation, i.e. \( S_n \in Q_1 \). This choice allows the simple inclusion of a capillary pressure (diffusion) term in the future: The discretization of the diffusion (Laplace) operator using DG methods leads to a significant number of additional terms that need to be integrated on each face between cells. Discontinuous Galerkin finite elements also have the drawback that the use of numerical fluxes introduces an additional numerical diffusion that acts everywhere.

These problems can be avoided using a continuous finite element space, although we still have to add some form of stabilization to make the scheme stable. We add such a stabilization in the form of a nonlinear viscosity to (22), i.e. we solve

\[
\epsilon \left( \frac{S^{(n+1)} - S^{(n)}}{\Delta t^{(n-1)}} \right) + \mathbf{u}^{(n+1)}_t \cdot \nabla F(S^{(n)}) - \nabla (\nu(S^{(n)})) \nabla S^{(n)}
\]

\[
= -F(S^{(n)}) q,
\]

where \( \nu(S^{(n)}, S^{(n+1)}) \) is the artificial viscosity, \( S^{(n)} \) is an “average” saturation defined as

\[
S^{(a)} = \frac{S^{(n)} + S^{(n-1)}}{2}
\]

and \( S^{(ex)} \) is an “extrapolated” saturation value given by

\[
S^{(ex)} = \left( 1 + \frac{\Delta t^{(n)}}{\Delta t^{(n-1)}} \right) S^{(n)} - \frac{\Delta t^{(n)}}{\Delta t^{(n-1)}} S^{(n-1)}.
\]

Note that we treat both advection as well as the artificial diffusion term explicitly in time to avoid having to re-assemble the corresponding matrices in each time step. The stabilization factor \( \nu(S^{(n-1)}, S^{(n)}, S^{(ex)}) \) is chosen in such a way that, if the discretized saturation \( S \) satisfies the original Eq. (5) exactly, the artificial diffusion term is zero. In other words, this term acts primarily in the vicinity of discontinuities in \( S \) (or other dependent variables) where in any case the numerical approximation becomes less accurate, but does not affect the areas where the saturation varies smoothly and the numerical approximation is accurate. The literature contains a number of approaches to achieve this. Here we adopt a scheme developed by Guermond and Pasquetti [39] which builds on a suitably defined residual and a limiting procedure for the additional viscosity. The artificial viscosity is a piecewise constant function defined on each cell \( K \) with diameter \( h_K \) as

\[
\nu(S^{(n-1)}, S^{(n)}, S^{(ex)})_K = \beta_{\epsilon} ||\mathbf{u}^{(n+1)}_t||_{L^\infty(K)} \times \min \left\{ \frac{h_K ||\text{Res}(\mathbf{u}^{(n+1)}_t, S^{(n)}))||_{L^\infty(K)}}{c(S^{(n-1)}, S^{(ex)})} \right\}
\]

where \( \epsilon \) is a stabilization exponent that we chose to be \( \epsilon = 1 \), and \( \beta_{\epsilon} \) is a user-defined dimensionless stabilization constant that is chosen

---

**Fig. 4.** Spurious oscillations in the saturation solution for the random media case in the absence of a stabilization term.

**Fig. 5.** Illustration of local mesh adaptation process.

**Fig. 6.** Effect of refinement indicator threshold: saturation field and adaptive mesh for single crack medium at \( t = 0.359 \) s. (a) Cells are coarsened if \( h_K < 1.1 \) and refined if \( h_K > 1.7 \) (2608 computational cells). (b) Threshold values for coarsening and refinement are chosen as 0.21 and 0.28 (2938 computational cells).
as small as possible but as large as necessary to avoid unphysical oscillations in the solution. Following Guermond and Pasquetti [39] as well as Kronbichler and Bangerth [44], the velocity and saturation global normalization constant, \( c_1 S^{n(0)} \), and the residual \( \text{Res}(u^{n(1)}, S^{n(0)}) \) are given by

\[
\begin{align*}
    &c_1 (u^{n(1)}, S^{n(0)}) = c_0 \| u^{n(1)} \|_{L^2(\Omega)} \text{var}(S^{n(0)}) \text{diam}(\Omega)^{-2}, \\
    \text{Res}(u^{n(1)}, S^{n(0)}) &= \left( \frac{\Delta S_{\text{ex}}}{\Delta(0)} + u^{n(1)} \cdot \nabla F(S^{n(0)}) + (S^{n(0)})_{-1} \right),
\end{align*}
\]

where \( c_0 \) is a dimensionless user-defined normalization constant, \( \text{diam}(\Omega) \) is the diameter of the domain and \( \text{var}(S^{n(0)}) \) is the range of the extrapolated saturation values in the entire computational domain \( \Omega \), given mathematically by

\[
\text{var}(S^{n(0)}) = \max_\Omega S^{n(0)} - \min_\Omega S^{n(0)}.
\]

Guermond and Pasquetti [39] demonstrate excellent performance and computational results for this scheme and provide details on the derivation. The stabilization term is critical in order to obtain a saturation field that is oscillation free. Spurious oscillations that occur without the stabilization term are illustrated in Fig. 4. Results discussed subsequently using the above method are free of such unphysical oscillations.

With the artificial diffusion term defined as above, we obtain the weak form of our discrete equations by multiplying Eq. (26) with a test function \( \sigma \) and integrating by parts as necessary. We then obtain

\[
\begin{align*}
    (\Delta S^{n(0)} - \Delta(0)^{-1} (F(S^{n(0)}) - \nabla \sigma) + \Delta(0)^{-1} F(S^{n(0)}) - \nabla \sigma)_{\Omega} + \Delta(0)^{-1} \Delta t(0)^{-1} \left( \n \cdot u^{n(1)} - \n \cdot S^{n(0)} \right)_{\Omega}.
\end{align*}
\]

In Eq. (33), there are two boundary integral terms corresponding to Dirichlet and Neumann boundary conditions. In the present work, we require only Dirichlet boundary conditions for saturation,

![Image](a) (a) Saturation field using discontinuous Galerkin space (previous work). (b) Saturation field using continuous space with the stabilized term (present work). (c) Saturation profile along \( y = 0.5 \) (d) Saturation profile along \( x = 0.1 \).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Porosity</td>
<td>( \epsilon )</td>
<td>1.0</td>
<td>–</td>
</tr>
<tr>
<td>Viscosity (wetting)</td>
<td>( \mu_w )</td>
<td>0.2</td>
<td>kg m(^{-1}) s(^{-1})</td>
</tr>
<tr>
<td>Viscosity (non-wetting)</td>
<td>( \mu_{nw} )</td>
<td>1.0</td>
<td>kg m(^{-1}) s(^{-1})</td>
</tr>
<tr>
<td>Stabilization exponent</td>
<td>( \alpha )</td>
<td>0.4</td>
<td>–</td>
</tr>
<tr>
<td>Normalization constant</td>
<td>( c_0 )</td>
<td>1.0</td>
<td>–</td>
</tr>
</tbody>
</table>

Table 1 Parameters used in the model.
as is described in Section 2.2, and therefore the Neumann boundary integral term vanishes.

Since the Dirichlet boundary conditions for saturation are only imposed on the inflow boundaries, the third term on the left hand side of Eq. (33) needs to be split further into two parts:

\[ \Delta t^{(n+1)} \left( F\left( S^{(n)} \right) \left( \mathbf{n} \cdot \mathbf{u}^{(n+1)} \right), \sigma \right)_{\partial \Omega} = \Delta t^{(n+1)} \left( F\left( S^{(n)} \right) \left( \mathbf{n} \cdot \mathbf{u}^{(n+1)} \right), \sigma \right)_{\partial \Omega_{in}} + \Delta t^{(n+1)} \left( F\left( S^{(n)} \right) \left( \mathbf{n} \cdot \mathbf{u}^{(n+1)} \right), \sigma \right)_{\partial \Omega_{out}}, \]

where \( \partial \Omega_{in} = \{ \mathbf{x} \in \partial \Omega: \mathbf{n} \cdot \mathbf{u} < 0 \} \) and \( \partial \Omega_{out} = \{ \mathbf{x} \in \partial \Omega: \mathbf{n} \cdot \mathbf{u} > 0 \} \) represent inflow and outflow boundaries, respectively. We choose values using an upwind formulation, i.e. \( S_{(i-1)}^{(n)} \) and \( \mathbf{u}_{(i-1)}^{(n+1)} \) correspond to the values taken from the present cell, while the values of \( S_{(i)}^{(n)} \) and \( \mathbf{u}_{(i)}^{(n+1)} \) are those taken from the neighboring boundary \( \partial \Omega_{i} \).

### 3.4. Linear system

Discretization of Eqs. (24), (25) and (33) yields the following linear system that needs to be solved for time step \( n+1 \):

\[
\begin{pmatrix}
\mathbf{M}^s & \mathbf{B}^T & \mathbf{0} \\
\mathbf{B} & \mathbf{0} & \mathbf{0} \\
\mathbf{H} & \mathbf{M}^s & \mathbf{0}
\end{pmatrix}
\begin{pmatrix}
\mathbf{U}^{(n+1)} \\
\mathbf{P}^{(n+1)} \\
\mathbf{S}^{(n+1)}
\end{pmatrix}
= 
\begin{pmatrix}
\mathbf{0} \\
\mathbf{F}_2 \\
\mathbf{F}_3
\end{pmatrix}.
\]

where the individual matrices and vectors are defined as follows using shape functions \( \psi \) for velocity, and \( \phi \) for both pressure and saturation:

\[ 
\begin{align*}
\mathbf{M}^s &= (\mathbf{I} + \mathbf{S}'^{(n)} \mathbf{I}^{-1}) \mathbf{I} \mathbf{S}'^{(n)} \mathbf{I}^{-1}, \quad \mathbf{M}^s_j = \mathbf{I} \mathbf{S}'^{(n)} \mathbf{I}^{-1}, \\
\mathbf{B}_j &= -\mathbf{I} \mathbf{S}'^{(n)} \mathbf{I}^{-1} \mathbf{S}'^{(n)} \mathbf{I}^{-1}, \quad \mathbf{B}_j = -\mathbf{I} \mathbf{S}'^{(n)} \mathbf{I}^{-1} \mathbf{S}'^{(n)} \mathbf{I}^{-1}, \\
\mathbf{F}_2 &= -\mathbf{I} \mathbf{S}'^{(n)} \mathbf{I}^{-1} \mathbf{S}'^{(n)} \mathbf{I}^{-1}, \quad \mathbf{F}_3 = -\mathbf{I} \mathbf{S}'^{(n)} \mathbf{I}^{-1} \mathbf{S}'^{(n)} \mathbf{I}^{-1},
\end{align*}
\]

and

\[ 
\begin{align*}
\mathbf{F}_j &= \mathbf{I} \mathbf{S}'^{(n)} \mathbf{I}^{-1} \mathbf{S}'^{(n)} \mathbf{I}^{-1}, \quad \mathbf{F}_j = \mathbf{I} \mathbf{S}'^{(n)} \mathbf{I}^{-1} \mathbf{S}'^{(n)} \mathbf{I}^{-1},
\end{align*}
\]

We will solve these equations by first computing the updated pressures \( \mathbf{P}^{(n+1)} \) and then the velocities \( \mathbf{U}^{(n+1)} \). The final step is to solve for updated saturation \( \mathbf{S}^{(n+1)} \). To this end, we can form the Schur complement (i.e., do a block elimination, see [45]) of the top left \( 2 \times 2 \) block of the matrix to obtain

\[ 
\begin{align*}
\mathbf{B} (\mathbf{M}^s)^{-1} \mathbf{B}^T \mathbf{P}^{(n+1)} &= -\mathbf{F}_2, \\
\mathbf{M}^s (\mathbf{U}^{(n+1)} - \mathbf{B}^T \mathbf{P}^{(n+1)}) &= -\mathbf{B} \mathbf{P}^{(n+1)}.
\end{align*}
\]

We can therefore obtain the pressure and velocity solution by first inverting the Schur complement matrix \( \mathbf{S} = \mathbf{B} (\mathbf{M}^s)^{-1} \mathbf{B}^T \) and next the mass matrix \( \mathbf{M}^s \) on the velocity space. Both matrices are symmetric and positive definite and therefore amenable to the
conjugate gradient method. There are various strategies to precondition the Schur complement solve, using the fact that $S$ is a discrete representation of the Laplace operator. We choose to precondition with 
\[
\frac{e}{S} \approx \frac{1}{2} B \left( \text{diag} \mu_u \right) C_0^{1/3} \frac{B^T}{C_1} C_0^{1/3} B
\]
as $e$ is a matrix that is cheap to apply and therefore significantly simpler to invert than $S$. At the same time, the preconditioned matrix $\frac{e}{S} S$ has a nearly constant condition number and can consequently be solved in a constant number of iterations, irrespective of the refinement level [46]. An alternative is to precondition with an (approximate) inverse of a matrix obtained from a primal (non-mixed) discretization of the Laplace operator.

Once the velocity is available, we can assemble $H$ and $F_3$ (which depend on $u^{(n+1)}$ implicitly) and solve for the saturations as
\[
M_S S^{(n+1)} = F_3 - H U^{(n+1)}.
\] (42)

4. Adaptive mesh refinement strategy

In analogy with widely used schemes in compressible flow problems, the adaptive refinement technique adopted here is based upon the transient saturation gradient. Once a solution $S^{(n)}$ is computed on a given mesh, we compute a refinement indicator $\eta_K = |\nabla S^{(n+1)}(x_K)|$ (43)

where $x_K$ is the cell center. Here, $S^{(n+1)} = S^{(n)} + \Delta t^{(n+1)} \frac{S^{(n)} - S^{(n-1)}}{\Delta t^{(n+1)}} = 2S^{(n)} - S^{(n-1)}$ (44)
is a predictor for the saturation profile in the next time step. We choose a predicted saturation profile for our refinement indicator since the mesh so created will be used to discretize future time steps, not the current one: we want to refine ahead of a front, rather than propagating into a coarse set of elements and thereby smearing the saturation solutions.

With the refinement indicators $\eta_K$ so defined, refinement proceeds along the following algorithm [33,42]:

(1) If $\eta_K$ is larger than a threshold $\theta$, then mark the cell $K$ for refinement if the resulting children will not exceed the chosen maximum refinement level.
(2) If $\eta_K$ is smaller than a threshold $\theta$, then mark the cell $K$ for coarsening if the resulting cell is not coarser than the initial mesh.
(3) If for a non-active cell not all children are marked for coarsening, then remove coarsening flags from all children.
(4) Mark additional cells for refinement to ensure that the resulting mesh has no interfaces between cells that differ in refinement by more than one level.
(5) Refine and coarsen all cells marked as above.

This adaptive procedure is illustrated graphically in Fig. 5.
To illustrate the effect of selecting different threshold levels, results obtained for two simulations under otherwise identical conditions are shown in Fig. 6. In the first simulation, cells are coarsened if \( g_K < h_c = 1.1 \) and refined if \( g_K > h_r = 1.7 \). In the second, these thresholds are chosen as \( h_c = 0.21 \) and \( h_r = 0.28 \). As can be seen, the saturation fields are essentially identical, but the less stringent, first set of threshold values result in more coarsening.

Fig. 10. Comparison of computational mesh distribution and saturation fields at \( t = 0.488 \) s using the continuous discretization. (a) Uniform mesh with 16,384 elements and 165,380 degrees of freedom. (b) Adaptive mesh with 3220 elements and 12,880 degrees of freedom. (c) Saturation profile along \( y = 0.95 \). (d) Saturation profile along \( x = 0.15 \).

Fig. 11. Comparison of the number of degrees of freedom in the single crack and random media cases with the corresponding number for uniform grids. The adaptive meshes need between 86% and 96% fewer degrees of freedom.

Fig. 12. CPU time per IMPES step for the adaptive and uniform grid simulations.

To illustrate the effect of selecting different threshold levels, results obtained for two simulations under otherwise identical conditions are shown in Fig. 6. In the first simulation, cells are coarsened if \( g_K < \theta_c = 1.1 \) and refined if \( g_K > \theta_r = 1.7 \). In the second, these thresholds are chosen as \( \theta_c = 0.21 \) and \( \theta_r = 0.28 \). As can be seen, the saturation fields are essentially identical, but the less stringent, first set of threshold values result in more coarsening,
particularly along the center of the crack as well as along the inlet boundary. This yields a computational mesh with about 12% less cells. To ensure high accuracy, all following computations were done with the second set of thresholds, however.

5. Results and discussion

The simulations presented and analyzed in this section were performed using the spatial permeability distributions given in Section 2.1, and with the input parameters listed in Table 1. It should be noted that in the validation section, the porosity is set to 0.6 rather than the value of 1.0 used in all other cases. Our implementation uses the Open Source finite element library deal.II [42] written in C++.

5.1. Numerical validation

Here, for numerical validation, we compare the present results obtained with the adaptive grid method to previous work using uniform grids in which Raviart–Thomas finite elements are adopted for velocity and discontinuous Galerkin (DG) elements for pressure and saturation [40].

Fig. 7a and b compares saturation contours in the single crack case between these two discretizations at \( t = 0.154 \) s. The results are essentially identical.

In the case of a random medium, there are a couple of small but more noticeable differences as shown in the results at \( t = 0.249 \) s presented in Fig. 8. The extent of the penetration of the invading fluid is predicted to be higher in the DG simulations (see top and bottom fingers in Fig. 8a), and there are differences of up to 10% in the saturation as shown in both the longitudinal and transverse profiled in Fig. 8c and d. These differences are due to the lower accuracy and higher diffusivity of the low-order DG approximation. In contrast, the discretization used here shows a more pronounced and less diffused appearance, a consequence of the less heavy-handed stabilization even though we use far fewer degrees of freedom compared to the uniformly refined grid used for the DG method.

5.2. Comparison of global vs. adaptive refinement

Figs. 9 and 10 show the saturation distribution in the random medium obtained using global and locally adaptive refinement at \( t = 0.278 \) s and \( t = 0.488 \) s respectively. Well resolved saturation distributions that are quasi-identical can be obtained using both refinement techniques. The effectiveness of the adaptive grid method is highlighted by the fact that, at time \( t = 0.278 \) s for instance (Fig. 9), only 7924 degrees of freedom (DoFs) are required
with local adaptation compared to 165,380 DoFs for the globally refined uniform grid. The total number of degrees of freedom for the local adaptive method increases with time: as the wetting phase (water) gradually invades the areas initially occupied by the non-wetting phase (oil) a correspondingly larger part of the computational domain is refined. As the gradients abate in the water invaded portion of the domain, the mesh is coarsened again. Overall, the required number of DoFs was reduced by 86 to 96% \((t = 0)\) for both single crack and random media as shown in Fig. 11. Fig. 12 compares the computing (CPU) time per IMPES step as a function of the process simulation time; significant computational performance gains are achieved with the locally adaptive method, resulting in an overall reduction of the aggregate CPU time for the entire simulation of 42% without any reduction in accuracy in the solution. Experience shows that the savings in both number of unknowns as well as CPU time would be even larger for three dimensional simulations.

5.3. Saturation distribution in a domain with a single crack

Having established the accuracy of the adaptive mesh two-phase flow method, further analysis of the single crack simulations with the permeability given by Eq. \((12)\) are presented here. Such simulations can be considered an idealized representation of situations arising in fuel cell fibrous media when carbon fibres break due to over-compression \([47–49]\); in geo-science, a porous medium with a single crack distribution can be found in sandstone reservoir rocks \([5,2]\).

The saturation distribution as a function of time is shown in Fig. 13. The mobile fluid slowly meanders its way along the central areas where permeability is highest. In this case, due to the higher saturation gradients in the central area, locally refined cells are concentrated in the middle of the domain and propagate in time with the saturation front.

5.4. Saturation distribution in a porous medium with random permeability

Simulations presented in this section were performed for a medium with a permeability distribution given by Eq. \((13)\), see Fig. 2. The saturation distribution is shown in Fig. 14. Fig. 14b shows that the more mobile displacing fluid seeks pathways formed by inter-connected high-permeability zones, faults and fractures. The fluid appears to form fingers, a phenomenon frequently found in both oil reservoirs and also reported in porous diffusion media of fuel cells \([50]\).
6. Conclusions and future work

A numerical method allowing high resolution simulations of two-phase flow in porous media was presented. The method is based on a finite element discretization using continuous elements. It incorporates a new entropy based stabilizing term that ensures accuracy while providing stability, and locally adaptive refinement allowing highly resolved time dependent simulations. The effectiveness of the numerical method was demonstrated by performing simulations corresponding to two-phase flow in two types of porous media (single crack and heterogeneous).

The implementation used an implicit pressure and explicit saturation (IMPES) formulation. Compared to a simple finite volume (or DG scheme), the higher order of approximation used for the saturation variable, in conjunction with the stabilizing dissipative term, makes the standard CFL restriction (i.e. $\Delta t \leq h^j$) no longer suitable for evaluating the adaptive time step for the modified Eq. (26). In order to further improve computational efficiency, future work will focus on the development and implementation of more efficient time stepping schemes, and a particularly attractive avenue is the use of an adaptive time stepping strategy that takes advantage of the slower variation of pressure compared to saturation [29,30], and allows larger time steps for the computationally costly pressure equation. Such a algorithm would make it more practical to perform 3D simulations including enhanced physical modelling, such as capillary diffusion, that would enhance the applicability of the method to a broader range of multi-phase transport problems of practical interest.
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Abstract

The simulation of multiphase flow in porous media is a ubiquitous problem, but it is computationally costly. This paper presents an interconnected set of algorithms which we show can accelerate computations by more than two orders of magnitude compared to traditional techniques. Our method uses: an adaptive operator splitting technique based on an a posteriori criterion to separate the flow from the transport equations; adaptive meshing to reduce the size of the discretized problem; efficient block preconditioned solver techniques for fast solution of the discrete equations; and a recently developed artificial diffusion strategy to stabilize the numerical solution of the transport equation. We demonstrate the accuracy and efficiency of our approach using numerical experiments in 2D and 3D.
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1 Introduction

Multiphase flow models in porous media are used in a wide variety of fields such as oil reservoirs [1–3], the flow of magma in the earth crust [4] or transport processes in fuel cells [5,6]. In the latter example, current interest is primarily focused on polymer electrolyte membrane (PEM) fuel cells in which the gas diffusion layer (GDL) provides pathways for gaseous fuel to reach the catalyst sites, for electron produced electrochemically at the catalyst sites [7] to be conducted to the current collector, and, very importantly, for excess liquid water to exit the system. Excess water can curtail transport of reactant gases [8] as well as exacerbate degradation [9]. Improvements in PEM fuel cells are therefore contingent upon advancements in water management, which can be facilitated by the simulation of realistic, complex two-phase transport phenomena in 3D heterogeneous porous media.

For fuel cells as well as other applications involving porous media, the bottleneck for simulations is the speed with which complex three-dimensional problems can be solved. In this regard, classical finite element (FE) and finite volume (FV) methods – while having the potential to accurately represent all the salient physics – do not always compare favorably against other methods such as pore network modelling [10–14] or Lattice Boltzmann Method (LBM) [15,16]. Increasing the computational efficiency of the FE/FV numerical methods while retaining their accuracy remains a central challenge.

There are at least five areas which a high performance simulator needs to address to improve computational speed for a given level of accuracy:

- Higher order spatial discretizations can yield the same accuracy at smaller computational cost, but need to incorporate stabilization mechanisms for hyperbolic problems such as those representing multiphase flow;
- Adaptive mesh refinement that can vastly reduce the number of cells required to resolve
the flow field;

- Adaptive time stepping methods that allow the use of the large time step limited solely by the physical time scale rather than numerical stability;
- Operator splitting methods for coupled problems to transform a complex problem into a sequence of simpler problems for which more efficient solver techniques are available;
- Efficient solver and preconditioning methods that can accelerate the solution of the linear problems.

In this paper, we discuss a framework that addresses all of these issues and demonstrate that, with judicious algorithm choice, we can accelerate the numerical simulation of multiphase flow problems by more than two orders of magnitude, making possible the simulation previously unaccessible scenarios. The implementation of these methods is described in detail and the associated code is made available as part of the widely used Open Source finite element library deal.ii [17,18].

To place the proposed techniques into their proper context, in the remainder of this introduction, we summarize the main contributions of this paper and provide an overview of the related literature. The mathematical formulation and algorithm description are discussed in the following Sections.

Higher order discretizations and stabilization issues. Stability issues arising from the discretization of advection-dominated problems have long led to the belief that finite volume or upwinding schemes [19] (or their modern incarnation in the form of discontinuous Galerkine (DG) finite element methods [20]) combined with the usual set of flux/slope limiters are the only choice; in other words, upwinding schemes should be preferred to the introduction of artificial diffusion (see, e.g., Kröner [21]). The primary reason for this belief is that diffusive stabilization often excessively smoothes out sharp fronts (e.g. Helmig
On the other hand, it is difficult to derive upwind schemes of higher order, and finite volume methods lack a systematic framework to derive high order discretizations that finite element theory provides. Higher order methods are attractive because – up to a certain point – they typically provide the same accuracy with fewer degrees of freedom and less numerical work. Consequently, the development of stabilization methods for higher order methods applied to transport dominated problems is an important step to achieving higher computational efficiency. We have previously validated and demonstrated an artificial diffusion method that, when used with a general continuous finite element discretization for the saturation transport (advection) equation in two-phase flow in porous media, ensures stability and accuracy of the solution [24]. The method uses an entropy-based diffusion term, proposed by Guermond and Pasquetti [25], and is able to efficiently damp unphysical oscillations while providing the same amount of resolution of saturation field as a low-order DG method [26] without upwinding. The trick is to ensure that the artificial viscosity term acts only in the vicinity of strong gradients in the saturation and other discontinuities, while disabling it in regions where the solution is smooth. The scheme offers higher order accuracy at least in smooth regions while providing stability where necessary [25].

Adaptive mesh refinement. In many engineering problems involving fluid dynamics, structural mechanics etc, automated adaptive mesh refinement (AMR) has been used to obtain numerical solutions with higher accuracy and resolution, while requiring less memory and shorter computational times. Adaptivity, which can be traced back to the late 1970s [27], is based on the idea that, in order to improve numerical accuracy, a fine mesh is not necessarily required everywhere but only in areas where the solution is eventful. A variety of AMR methods have been proposed depending on the type of
physical problem and associated partial differential equations (PDE), and a large body of literature exists for these methods (see, for example, [28–31] for a general overview, and [32,33] for overviews in multiphase flows). Adaptive methods can be grouped into a number of categories: $h$-adaptive methods change the local element size $h$ in response to smoothness properties of the solution; $p$-adaptive methods vary the local polynomial order $p$ of the finite element space; $hp$-adaptive methods combine the previous two methods; $r$-adaptive methods move mesh points (see, e.g., Tang and Tang [34], Tan et al. [35,36], Di et al. [37–39], Li and Tang [40] and Zhang et al. [41]); and subgrid methods superimpose finer meshes over the original grid where necessary [42]. Despite this variety, $h$-adaptive methods are the most commonly used in engineering applications today. We note that the literature on the use of adaptive meshes remains relatively limited for transient multiphase flow in porous media.

Adaptivity is driven by refinement indicators. These may be based on error estimates for the underlying partial differential equation [28,29,31]; however, for many applications, simpler error indicators based on the smoothness of the solution, such as those proposed in [21], are often sufficient to refine and coarsen the mesh at each time step. For hyperbolic problems, most choice of refinement criterion will yield fine grids and consequently high accuracy of physical features such as sharp fronts as they evolve in space and time, while simultaneously reducing computational cost by keeping the mesh coarse in areas where fine meshes are not required.

For the purpose of this work, we use a relatively simple refinement criterion that is based on the gradient of the saturation. This obviously ensures the accurate resolution of sharp fronts in the saturation profile but also ensures good resolution of the other variables due to the strong couplings.
Operator splitting techniques. Multi-phase porous media flow is a coupled problem in which the flow and pressure fields affect the transport of individual phases, but the phase composition also nonlinearly affects the flow and pressure fields. Such couplings complicate significantly the numerical solution. Operator splitting methods alleviate the problem by breaking up the coupled problem into a sequence of simpler problems whose solution can, if necessary, be iterated until sufficient accuracy is reached. Operator splitting techniques have a long history. Since alternating-direction methods were introduced by Douglas, Peaceman and Rachford [43–47] and fractional step methods by D’jakonov and Yanenko [48,49], these procedures have been applied in the numerical simulation of many important problems.

In the context of non-reactive systems of multi-phase flow in porous media, two kinds of operator splitting are typically used: splitting the pressure-velocity calculation from the saturation calculation, and splitting the saturation calculation into convection and diffusion components. The latter strategy has been developed and applied in Espedal and Ewing [50], Dahle [51], Espedal and Karlsen [52] and Karlsen et al. [53] and is motivated by the fact that it is easy to combine modern methods developed within the hyperbolic community (convection) for tracking discontinuous solutions, with efficient methods (e.g. multi-grid) for the implicit discretization of the parabolic (diffusive) part.

Splitting the velocity and pressure equations from the equation for the saturation also has a long history. The time stepping schemes most commonly used are of IMPES (implicit pressure, explicit saturation) type and date back to Sheldon et al. [54] and Stone and Gardner [55]). In these schemes, one first solves the implicit, time independent pressure/velocity system with the current saturation values, and then uses an explicit time stepping scheme to advance the saturation by one time step. While this effectively decouples the two equations, one is left with the important problem that solving the equations for flow velocity and pressure is much more expensive than solving that for the saturation.
On the other hand, the effect of the saturation on the flow field is typically weak, i.e. the flow field only evolves slowly while the saturation changes significantly at each time step. Consequently, we will here explore the possibility of not solving the computationally expensive flow equations at every time step but only when necessary, thereby significantly reducing computing time.

Such methods have previously been developed (see, for example, Chen <em>et al. </em>[56,57] and Abreu <em>et al. </em>[58]) but with a fixed number of saturation time steps between each solution of the flow field. We will here make the timing of solving the flow equations adaptive based on an a posteriori criterion. Finally, we note that for reactive transport, an additional splitting can be added to incorporate general reaction terms as a system of coupled ordinary differential equations [59–63] which also often have their own time scales independent of the flow or saturation fields.

**Solver and preconditioner techniques** The result of operator splitting methods is a sequence of linear systems – frequently ill-conditioned, non-symmetric and/or indefinite – that need to be solved efficiently. Their size typically leaves Krylov subspace methods as the only viable choice, hence requiring good preconditioners for efficient solution. In the context of the mixed formulation of porous media flow, the saddle point structure of the flow problem presents a particular complication. The literature discussing solutions for this problem is vast; to name only a few, Rusten and Winther [64] developed a preconditioned iterative method for saddle point problems; Arnold, Falk and Winther [65] recommended a block diagonal preconditioner; and more recently, Powell and Silvester [66,67] conceived a parameter-free preconditioning method. We will here adapt a method originally proposed for the Stokes system by Silvester and Wathen [68] that leads to very efficient and adjustable preconditioners.
Overview of the paper. The remainder of the paper presents the mathematical formulation of the methods outlined above and shows how they can be combined to form a method that achieves a speed-up of more than two orders of magnitude compared to a traditional two-phase porous medium solver. Section 2 presents the mathematical flow model, followed in Section 3 by a discussion of the time stepping, discretization, operator splitting and stabilization methods; Section 4 introduces a numerical test case; Section 5 presents numerical results related to the accuracy and efficiency of our methods, and discusses the implications. We conclude in Section 6.

The code that implements our methods is available as part of the deal.II library [17], together with detailed documentation and a tutorial to allow further developments by others.

2 Mathematical model of two-phase porous media flow

We consider the flow of a two-phase immiscible, incompressible fluid. Capillary and gravity effects are neglected, and that viscous effects are assumed dominant. The governing equations for such a flow are then [3]

\[ \mathbf{u}_t = -K \lambda_t (S) \nabla p, \]  
\[ \nabla \cdot \mathbf{u}_t = q, \]  
\[ \epsilon \frac{\partial S}{\partial t} + \nabla \cdot (\mathbf{u}_t F (S)) = 0, \]  

where \( S \) is the saturation (volume fraction) of the second (wetting) phase, \( p \) is the pressure, \( K \) is the permeability tensor, \( \lambda_t \) is the total mobility, \( \epsilon \) is the porosity, \( F \) is the fractional flow of the wetting phase, \( q \) is the source term and \( \mathbf{u}_t \) is the total velocity. The total
mobility, fractional flow of the wetting phase and total velocity are respectively given by

\[
\lambda_t(S) = \lambda_w + \lambda_{nw} = \frac{k_{rw}(S)}{\mu_w} + \frac{k_{rnw}(S)}{\mu_{nw}},
\]

(4)

\[
F(S) = \frac{\lambda_w}{\lambda_t} = \frac{\lambda_w}{\lambda_w + \lambda_{nw}} = \frac{k_{rw}(S)/\mu_w}{k_{rw}(S)/\mu_w + k_{rnw}(S)/\mu_{nw}},
\]

(5)

\[
u_t = \nu_w + \nu_{nw} = -\lambda_t(S)K \cdot \nabla p,
\]

(6)

where subscripts \(w, nw\) represent the wetting and non-wetting phases, respectively.

For convenience, the porosity \(\epsilon\) in equation (3), which can be considered a scaling factor, is set to one. Following a commonly used prescription for the dependence of the relative permeabilities \(k_{rw}\) and \(k_{rnw}\) on saturation, we use

\[
k_{rw} = S^2, \quad k_{rnw} = (1 - S)^2.
\]

(7)

Equations (1)–(3) are augmented by initial conditions for the saturation and boundary conditions for the pressure. Since saturation and the gradient of the pressure uniquely determine the velocity, no boundary conditions are necessary for the velocity. Since the flow equations do not contain time derivatives, initial conditions for the velocity and pressure variables are not required. The flow field separates the boundary into inflow or outflow parts. Specifically,

\[
\Gamma_{in}(t) = \{ x \in \partial \Omega : n \cdot \nu_t < 0 \},
\]

(8)

and we arrive at a complete model by also imposing boundary values for the saturation variable on the inflow boundary \(\Gamma_{in}\).
3 Numerical methods

As noted in the Introduction, the numerical solution of equations (1)–(3) is computationally costly. Efficient state-of-the-art algorithms are described in detail in the following subsections.

3.1 Adaptive operator splitting and time stepping

The time stepping schemes most commonly used to solve equations (1)–(3) of the kind are of IMPES (implicit pressure, explicit saturation) type in which one first solves the implicit pressure/velocity system (1)–(2) with the current saturation values, and then uses an explicit time stepping scheme to advance the saturation by one time step using (3). The vast majority of computing time in such schemes is spent in the implicit solver for the pressure and velocity variables. Computing efforts may be significantly reduced by noting that the pressure and velocity fields depend only weakly on the saturation, and therefore do not change significantly between time steps, whereas saturation fronts typically move by one cell in each step. Intuitively, a net reduction in computing time should be achievable by rebalancing the computing efforts between the saturation and the pressure/velocity system. An operator splitting approach to achieve this consists of solving for the saturation at every time step, and only updating the velocity and pressure whenever necessary (we will call the intervals between such updates “macro timesteps”). Such a method is described by Abreu et al. in [58] where the pressure system is only solved once per fixed number of saturation time steps. A better approach would let the length of the macro timesteps depend adaptively on the changes incurred in the saturation since the last update.

To derive such a scheme, let superscripts in parentheses denote the number of the time
step at which a quantity is defined. Furthermore, let \( n_p < n \) be the last step at which we actually computed the velocity and pressure variables, and \( n_{pp} < n_p \) be the next-to-last step at which this happened. For the coupling in the saturation equation, we only need the velocity \( u_i^{(n)} \); however, we don’t want to compute \( u_i^{(n)} \) at each time step but rather use a quantity already computed. Consequently, we need a criterion that tells us when this approximation becomes inadequate, i.e. we need to estimate \( \| u_i^{(n)} - u_i^{(n_p)} \| \) without actually computing \( u_i^{(n)} \).

We will not attempt to derive such an estimate at the level of the original partial differential equation. Rather, let us assume (as discussed further down below) that we have discretized the velocity-pressure equations with one of the usual finite element methods. Then, if we were to solve for the discretized pressure and velocity in time step \( n \), they would have to satisfy the system of equations

\[
\begin{pmatrix}
\mathbf{M}^u(S^{(n-1)}) \mathbf{B}^T & \mathbf{B} & 0 \\
\mathbf{B} & 0 & 0
\end{pmatrix}
\begin{pmatrix}
\mathbf{U}^{(n)} \\
\mathbf{P}^{(n)}
\end{pmatrix}
= 
\begin{pmatrix}
0 \\
\mathbf{F}_2^{(n)}
\end{pmatrix},
\]

where \( \mathbf{B}, \mathbf{B}^T \) correspond to the operators \(-\text{div} \) and \( \nabla \), respectively, and \( \mathbf{M}^u(S) \) corresponds to \( K^{-1}\lambda_i(S)^{-1} \). Obviously, \( \mathbf{U}^{(n_p)}, \mathbf{P}^{(n_p)} \) have to satisfy a corresponding set of equations. Then we have the following lemma:

**Lemma 1** Let \( \mathbf{U}^{(n_p)}, \mathbf{P}^{(n_p)} \) and \( \mathbf{U}^{(n)}, \mathbf{P}^{(n)} \) be solutions to (9) at time steps \( n_p \) and \( n \), respectively, and assume that the source terms are constant in time, i.e. \( \mathbf{F}_2^{(n_p)} = \mathbf{F}_2^{(n)} = \mathbf{F}_2 \). Then there exists a constant \( C \) so that

\[
\| \mathbf{U}^{(n)} - \mathbf{U}^{(n_p)} \| \leq C \| \mathbf{M}^u(S^{(n-1)}) - \mathbf{M}^u(S^{(n_p-1)}) \|
\]

for any vector norm on the left hand side and associated matrix norm on the right.
Proof Let

\[
A(S) = \begin{pmatrix}
M^u(S) \, B^T \\
B & 0
\end{pmatrix}, \quad \mathbf{V} = \begin{pmatrix}
\mathbf{U} \\
\mathbf{P}
\end{pmatrix}, \quad \mathbf{G} = \begin{pmatrix}
0 \\
\mathbf{F}_2
\end{pmatrix}.
\]

Then \(\mathbf{V}^{(n)} = A(S^{(n-1)})^{-1}\mathbf{G}\) and \(\mathbf{V}^{(np)} = A(S^{(np-1)})^{-1}\mathbf{G}\). Consequently,

\[
\|\mathbf{U}^{(n)} - \mathbf{U}^{(np)}\| \leq \|\mathbf{V}^{(n)} - \mathbf{V}^{(np)}\|
\]

\[
= \|A(S^{(n-1)})^{-1} - A(S^{(np-1)})^{-1}\| \|\mathbf{G}\|
\]

\[
\leq \|A(S^{(n-1)})^{-1} - A(S^{(np-1)})^{-1}\| \|\mathbf{G}\|
\]

\[
= \|A(S^{(n-1)})^{-1} [A(S^{(np-1)}) - A(S^{(n-1)})] A(S^{(np-1)})^{-1}\| \|\mathbf{G}\|
\]

\[
\leq \|A(S^{(n-1)})^{-1}\| \|A(S^{(np-1)})^{-1}\| \|A(S^{(np-1)}) - A(S^{(n-1)})\| \|\mathbf{G}\|.
\]

The claim follows by observing that among the components of \(A\) only \(M^u\) depends on the saturation, i.e. \(\|A(S^{(np-1)}) - A(S^{(n-1)})\| = \|M^u(S^{(np-1)}) - M^u(S^{(n-1)})\|\), and setting \(C = \sup_S \|A(S)^{-1}\|^2 \|\mathbf{F}_2\|\), assuming uniform boundedness of \(A(S)\) as a function of saturation \(S\).

Since the preceding lemma holds for any vector and associated matrix norm, we may choose one that allows for the convenient evaluation of the above expression. This leads to the following statement:

**Theorem 2** Under the same assumptions as in the previous lemma, we have

\[
\|\mathbf{U}^{(n)} - \mathbf{U}^{(np)}\|_1 \leq C_1 \max_{\kappa \in \mathcal{T}} |\kappa| \left\| \frac{1}{\lambda_t(S^{(n-1)})} - \frac{1}{\lambda_t(S^{(np-1)})} \right\|_{L^\infty(\kappa)} \left\| K^{-1} \right\|_1 L^\infty(\kappa), \tag{11}
\]

\[
\|\mathbf{U}^{(n)} - \mathbf{U}^{(np)}\|_\infty \leq C_\infty \max_{\kappa \in \mathcal{T}} |\kappa| \left\| \frac{1}{\lambda_t(S^{(n-1)})} - \frac{1}{\lambda_t(S^{(np-1)})} \right\|_{L^\infty(\kappa)} \left\| K^{-1} \right\|_\infty L^\infty(\kappa). \tag{12}
\]

**Proof** Recall that \(M^u(S)_{ij} = \left( (K\lambda_t(S))^{-1} \mathbf{v}_i, \mathbf{v}_j \right)_{\Omega} \). Furthermore, for all common finite element shape functions, we have \(\sum_j \mathbf{v}_j = \mathbf{e}\) with \(\mathbf{e} = (1, 1)^T\) in 2D and similar in 3D.
Then

$$
\| \mathbf{M}^u(S^{(n-1)}) - \mathbf{M}^u(S^{(n_p-1)}) \|_\infty = \max_i \sum_j \left| \left( \left[ (\mathbf{K} \lambda_t(S^{(n-1)}))^{-1} - (\mathbf{K} \lambda_t(S^{(n_p-1)}))^{-1} \right] \mathbf{v}_i, \mathbf{v}_j \right) \right|_{\Omega} \\
= \max_i \int_{\Omega} \left| \frac{1}{\lambda_t(S^{(n-1)})} - \frac{1}{\lambda_t(S^{(n_p-1)})} \right| \mathbf{e}^T \mathbf{K}^{-1} \mathbf{v}_i \, d\Omega.
$$

By our choice of finite element space, each of the shape functions $\mathbf{v}_i$ is nonzero in only one vector component. Furthermore, it is nonzero only on a patch $\omega_i \subset \Omega$ that is the union of a number of cells. Let $n_v$ be the maximal number of cells meeting at any one vertex of the triangulation $\mathcal{T}$, then

$$
\| \mathbf{M}^u(S^{(n-1)}) - \mathbf{M}^u(S^{(n_p-1)}) \|_\infty \leq \max_i \int_{\omega_i} \left| \frac{1}{\lambda_t(S^{(n-1)})} - \frac{1}{\lambda_t(S^{(n_p-1)})} \right| \| \mathbf{K}^{-1} \|_1 \, d\omega_i \\
\leq n_v \max_{\kappa \in \mathcal{T}} |\kappa| \left\| \frac{1}{\lambda_t(S^{(n-1)})} - \frac{1}{\lambda_t(S^{(n_p-1)})} \right\|_{L^\infty(\kappa)} \| \mathbf{K}^{-1} \|_1 \| \mathbf{K}^{-1} \|_{L^\infty(\kappa)}, \quad (13)
$$

The first statement of the theorem follows from this by the previous lemma, combining the norm dependent constant $C$ and $n_v$ into $C_1$. The second claim of the theorem is proven in exactly the same way.

**Remark 3** Intuitively, one would expect $\| \mathbf{U}^{(n)} - \mathbf{U}^{(n_p)} \|_1$ to grow with the distance of $S^{(n-1)}$ from $S^{(n_p-1)}$ but be more or less independent of the spatial discretization. On the other hand, the previous theorem seems to indicate that the difference in velocities decreases with the size of mesh cells $\kappa \in \mathcal{T}$ since $h^d = |\kappa|$ appears on the right hand side (with $d = \dim \Omega$). This latter conclusion is a fallacy, however: the constants $C$ in the previous lemma contains grows like $h^{-d}$, canceling this factor. Consequently, it is indeed the change in inverse mobilities $\lambda_t^{-1}(S)$ along with the permeability that determines the change in velocities.
Following this reasoning, let us define the following indicator function derived from the first estimate of the theorem above:

\[ \theta(n, n_p) = \max_{\kappa \in \mathcal{T}} \left( \left\| \frac{1}{\lambda_t(S^{(n-1)})} - \frac{1}{\lambda_t(S^{(n_p-1)})} \right\|_{L^\infty(\kappa)} \left\| \|K^{-1}\|_1 \right\|_{L^\infty(\kappa)} \right). \]  

(14)

(Due to the symmetry of \( K \), we have \( \|K^{-1}\|_1 = \|K^{-1}\|_\infty \) and the second estimate of the theorem yields the same formula.) This quantity is easily and cheaply evaluated in each time step \( n \). We then update the velocities and pressures by solving (9) whenever we find that \( \theta(n, n_p) \geq \theta^* \) with \( \theta^* \) a user-provided threshold.

**Remark 4** When using adaptive meshes, one could argue that the constant \( C \) and the cell size \( |\kappa| \) in the estimates of the theorem do not cancel, but instead should combine to form an indicator of the kind

\[ \theta(n, n_p) = \max_{\kappa \in \mathcal{T}} \left( \left( \frac{h^d}{\hat{h}^d} \right) \left( \frac{1}{\lambda_t(S^{(n-1)})} - \frac{1}{\lambda_t(S^{(n_p-1)})} \right) \right) \left( \left\| \|K^{-1}\|_1 \right\|_{L^\infty(\kappa)} \left\| \|K^{-1}\|_1 \right\|_{L^\infty(\kappa)} \right), \]  

(15)

where \( h_\kappa = \text{diam } \kappa \) and \( \hat{h} \) is either an average cell diameter or the diameter of the smallest cell in the domain. Such an indicator function does make sense: it deemphasizes changes in the mobility due to changes in the saturation on small cells since small cells have less influence on the global flow field. On the other hand, one can argue that we care more about small changes on small cells since we refined them adaptively in the first place. Following this latter line of reasoning, our code uses the original criterion (14).

**Remark 5** In the common case of a diagonal permeability tensor \( K(x) = k(x)1 \) the evaluation of (14) can be simplified using \( \|\|K^{-1}\|_1\|_{L^\infty(\kappa)} = \|k^{-1}\|_{L^\infty(\kappa)} \).

In summary, the algorithm outlined above allows us to perform a number of saturation time steps of length \( \Delta t^{(n)} \) until criterion (14) tells us to re-compute velocity and pressure.
variables, leading to a macro time step of length

\[ \Delta t_p^{(n)} = \sum_{i=n_p+1}^{n} \Delta t_e^{(i)}. \]

We choose the length of (micro) steps subject to the Courant-Friedrichs-Lewy (CFL) restriction according to the criterion

\[ \Delta t_e = \frac{\min_K h_K}{\tau \| \mathbf{u} \|_{L^\infty(\Omega)}}, \tag{16} \]

which we have confirmed to be stable for the choice of finite element and time stepping scheme for the saturation equation discussed below (\( h_K \) denotes the diameter of cell \( K \)). The result is a scheme where neither micro nor macro time steps are of uniform length, and both are chosen adaptively.

As an implementation detail, we note that we always solve the pressure-velocity part in the first three micro time steps to ensure accuracy at the beginning of computation, and to provide starting data to linearly extrapolate previously computed velocities to the current time step. A detailed description of the overall algorithm is shown in Algorithm 1.
**Algorithm 1** Adaptive operator splitting for time steps $n \geq 3$

$n_{pp} \leftarrow 1$

$n_p \leftarrow 2$

for $n \leftarrow 3$ to $l$ do

Compute the indicator $\theta(n, n_p)$ for recomputing $u, p$ from (14);

if $\theta > \theta^*$ then

Solve the pressure-velocity system for $u_t^{(n)}, p^{(n)}$;

$u^*_t \leftarrow u_t^{(n)}$

$n_{pp} \leftarrow n_p$;

$n_p \leftarrow n$;

else

Compute $u^*_t$ by linear extrapolation to $t^{(n)}$ of $u_t^{(n_p)}, u_t^{(n_{pp})}$ defined at $t^{(n_p)}, t^{(n_{pp})}$;

end

Solve the saturation transport equation for $S^{(n)}$ using $u^*_t$;

end

3.2 *Spatial discretization and adaptive mesh refinement strategy*

The IMPES scheme described above requires the separate solution of velocity/pressure and saturation equations. We discretize these on the same mesh composed of quadrilaterals or hexahedra, using continuous $Q_2$ elements for the velocity and $Q_1$ elements for the pressure; this choice satisfies the usual Ladyzhenskaya-Babuska-Brezzi (LBB) conditions [69,20]. We use continuous $Q_1$ finite elements to discretize the saturation equation.

As mentioned in the introduction, choosing meshes adaptively to resolve sharp saturation fronts is an essential ingredient to achieve efficiency in our algorithm. Here, we use the same shock-type refinement approach used in [24] to select those cells that should be refined or coarsened. The refinement indicator for each cell $K$ of the triangulation is
computed by

$$\eta_K = |\nabla S_h(x_K)|$$

(17)

where $S_h(x_K)$ is the discrete saturation variable evaluated at the center of cell $K$. This approach is analogous to ones frequently used in compressible flow problems, where density gradients are used to indicate refinement. Cells are coarsened if $\eta_K < \theta_c = 1.1$ and refined if $\eta_K > \theta_r = 1.7$, see also [24]. Meshes resulting from this choice can be seen, for example, in Figures 2 and 5 below.

3.3 Artificial diffusion stabilization of the saturation equation

The chosen $Q_1$ elements for the saturation equation do not lead to a stable discretization without upwinding or other kinds of stabilization, and spurious oscillations will appear in the numerical solution. Adding an artificial diffusion term is one approach to eliminating these oscillations [20]. On the other hand, adding too much diffusion smears sharp fronts in the solution and suffers from grid-orientation difficulties [20]. To avoid these effects, we use the artificial diffusion term proposed by Guermond and Pasquetti [25] and already validated in [24].

This method modifies the (discrete) weak form of the saturation equation (3) to read

$$\left( \epsilon \frac{\partial S_h}{\partial t}, \varphi_h \right) - \left( \mathbf{u}_t F(S_h), \nabla \varphi \right) + \left( \mathbf{n} \cdot \mathbf{u}_t \hat{F}(S_h), \varphi \right)_{\partial \Omega} + \left( \nu(S_h) \nabla S_h, \nabla \varphi_h \right) = 0 \quad \forall \varphi_h,$$

(18)

where $\nu$ is the artificial diffusion parameter and $\hat{F}$ is an appropriately chosen numerical flux on the boundary of the domain (we choose the obvious full upwind flux for this).

Following Guermond and Pasquetti [25], we use the parameter as a piecewise constant
function set on each cell $K$ with the diameter $h_K$ as

$$\nu(S)|_K = \beta \|u_t\|_{L^\infty(K)} \min \left\{ h_K, h_K^{\alpha} \frac{\|\text{Res}(S)\|_{L^\infty(K)}}{c(u_t, S)} \right\}$$  \hspace{1cm} (19)$$

where $\alpha$ is a stabilization exponent and $\beta$ is a dimensionless user-defined stabilization constant. Following Guermond and Pasquetti [25] as well as Kronbichler and Bangerth [70], the velocity and saturation global normalization constant, $c(u_t, S)$, and the residual $\text{Res}(S)$ are respectively given by

$$c(u_t, S) = c_R \|u_t\|_{L^\infty(\Omega)} \text{var}(S) |\text{diam}(\Omega)|^{\alpha-2}$$ \hspace{1cm} (20)$$

and

$$\text{Res}(S) = \left( \epsilon \frac{\partial S}{\partial t} + u_t \cdot \nabla F(S) + F(S) q \right) \cdot S^{\alpha-1}$$ \hspace{1cm} (21)$$

where $c_R$ is a second dimensionless user-defined constant, $\text{diam}(\Omega)$ is the diameter of the domain and $\text{var}(S) = \max_\Omega S - \min_\Omega S$ is the range of the present saturation values in the entire computational domain $\Omega$.

This stabilization scheme has a number of advantages over simpler schemes such as finite volume (or discontinuous Galerkin) methods or streamline upwind Petrov Galerkin (SUPG) discretizations. In particular, the artificial diffusion term acts primarily in the vicinity of discontinuities since the residual is small in areas where the saturation is smooth. It therefore provides for a higher degree of accuracy. On the other hand, it is nonlinear since $\nu$ depends on the saturation $S$. We avoid this difficulty by using an explicit Euler time stepping method, which leads to the following fully discrete problem at time step $n$:

$$\left( \epsilon S_h^{(n)}, \varphi_h \right) = \left( \epsilon S_h^{(n-1)}, \varphi_h \right) + \Delta t_c^{(n)} \left( u_t^* F \left( S_h^{(n-1)} \right), \nabla \varphi \right)$$

$$- \Delta t_c^{(n)} \left( \mathbf{n} \cdot u_t^* \tilde{F} \left( S_h^{(n-1)} \right), \varphi \right)_{\partial \Omega} - \Delta t_c^{(n)} (\nu(S_h^{(n-1)}) \nabla S_h^{(n-1)}, \nabla \varphi_h) \hspace{1cm} \forall \varphi_h,$$  \hspace{1cm} (22)$$

where $u_t^*$ is the velocity linearly extrapolated from $u_t^{(n_p)}$ and $u_t^{(n_{pp})}$ to the current time.
$t^{(n)}$ (see Algorithm 1). Consequently, the equation is linear in $S_h^{(n)}$ and all that is required is to solve with a mass matrix on the saturation space.

### 3.4 Linear system and its preconditioning

Following the discretization of the governing equations (1)–(3) discussed above, we obtain a linear system of equations in time step $(n)$ of the following form:

$$
\begin{pmatrix}
\mathbf{M}^u & \mathbf{B}^T & 0 \\
\mathbf{B} & 0 & 0 \\
\mathbf{H} & 0 & \mathbf{M}^S
\end{pmatrix}
\begin{pmatrix}
\mathbf{U}^{(n)} \\
\mathbf{P}^{(n)} \\
\mathbf{S}^{(n)}
\end{pmatrix}
= \begin{pmatrix}
\mathbf{0} \\
\mathbf{F}_2 \\
\mathbf{F}_3
\end{pmatrix}
$$

where the individual matrices and vectors are defined as follows using shape functions $v_i$ for velocity, and $\phi_i$ for both pressure and saturation:

$$
\mathbf{M}^u_{ij} = \left( (\mathbf{K} \lambda_t \left( S^{(n-1)} \right) \right)^{-1} v_i, v_j \right)_{\Omega}, \\
\mathbf{M}^S_{ij} = (\epsilon \phi_i, \phi_j)_{\Omega}, \\
\mathbf{B}_{ij} = - \left( \nabla \cdot v_j, \phi_i \right)_{\Omega}, \\
\mathbf{H}_{ij} = - \Delta t_c^{(n)} \left( F \left( S^{(n-1)} \right) v_i, \nabla \phi_j \right)_{\Omega} \\
(F_2)_i = - \left( F \left( S^{(n-1)} \right) q, \phi_i \right)_{\Omega}, \\
(F_3)_i = \left( F \left( S^{(n-1)} \right) v_i, \nabla \phi_j \right)_{\Omega},
$$

and $F_3$ as given in (22).

The linear system above is of block triangular form if we consider the top left $2 \times 2$ panel of matrices as one block. We can therefore first solve for the velocity and pressure (unless we decide to use $\mathbf{U}^{(n_p)}$ in place of the velocity, as discussed in Section 3.1) followed by a
solve for the saturation variable. The first of these steps requires us to solve

\[
\begin{pmatrix}
M^u B^T \\
B \\
0
\end{pmatrix}
\begin{pmatrix}
U^{(n)} \\
P^{(n)}
\end{pmatrix}
= 
\begin{pmatrix}
0 \\
F_2
\end{pmatrix}
\]

(27)

We apply the Generalized Minimal Residual (GMRES) method (Saad and Schultz [71]) to this linear system. The ideal preconditioner for the system (27) is

\[
P = 
\begin{pmatrix}
M^u & 0 \\
B & -S
\end{pmatrix},
\quad
P^{-1} = 
\begin{pmatrix}
(M^u)^{-1} & 0 \\
S^{-1}B(M^u)^{-1} & -S^{-1}
\end{pmatrix}
\]

(28)

where \( S = B(M^u)^{-1}B^T \) is the Schur complement [72] of the system. This preconditioner is optimal since

\[
P^{-1}
\begin{pmatrix}
M^u B^T \\
B \\
0
\end{pmatrix}
= 
\begin{pmatrix}
I \\
(M^u)^{-1}B^T \\
0 & I
\end{pmatrix},
\]

(29)

and consequently all eigenvalues are equal to one. GMRES with this preconditioner would then converge in one iteration.

However, we cannot of course expect to use exact inverses of the velocity mass matrix and the Schur complement. We therefore follow the approach by Silvester and Wathen [68] originally proposed for the Stokes system. Adapting it to the current set of equations yield the preconditioner

\[
\tilde{P}^{-1} = 
\begin{pmatrix}
(M^u)^{-1} & 0 \\
S^{-1}B(M^u)^{-1} & -S^{-1}
\end{pmatrix}
\]

(30)

where a tilde indicates an approximation of the exact inverse matrix. In particular, since
\( (M^u)^{-1} = \left( (K\lambda t)^{-1} v_i, v_j \right)_\Omega \) is a sparse symmetric and positive definite matrix, we choose for \((M^u)^{-1}\) a single application of a sparse incomplete Cholesky decomposition of this matrix \([73]\). We note that the Schur complement that corresponds to the porous media flow operator in non-mixed form, 

\(-\nabla \cdot [K\lambda t(S)]\nabla \) and 

\( \tilde{S} = ((K\lambda t) \nabla \phi_i, \nabla \phi_j)_\Omega \) should be a good approximation of the actual Schur complement matrix \( S \). Since both of these matrices are again symmetric and positive definite, we use an incomplete Cholesky decomposition of \( \tilde{S} \) for \( \tilde{S}^{-1} \). It is important to note that \( \tilde{S} \) needs to be built with Dirichlet boundary conditions to ensure its invertibility.

Once the velocity is available \( U^{(n)} \equiv u^*_t \) (see operator splitting Algorithm 1), we can assemble \( H \) and \( F_3 \) and solve for the saturations using

\[
M^S S^{(n)} = F_3 - HU^{(n)}. \tag{31}
\]

where the mass matrix \( M^S \) is solved by the conjugate gradient method, using an incomplete Cholesky decomposition as preconditioner once more.

4 Numerical test cases

We have implemented our methods in a program based on the C++ deal.II library [17,18]. The implementation discussed here uses and extends parts of the step-21, step-31 and step-33 tutorial programs of this library [26,74,70]. We use the implementation of the incomplete Cholesky decomposition provided by the Trilinos library [75].

In the Introduction, we show numerical results that illustrate the efficiency and accuracy of our combined methods in solving Equations (1)–(3) augmented by appropriate initial and boundary in conjunction with two different choices of the permeability model. In the problems considered, there is no internal source term \((q = 0)\).
For simplicity, we choose $\Omega = [0, 1]^d$, $d = 2, 3$, though all methods (as well as our implementation) should work equally well on general unstructured meshes.

4.1 Initial and boundary conditions

Initial conditions are only required for the saturation variable, and we choose $S(\mathbf{x}, 0) = 0$, i.e. the porous medium is initially filled by the non-wetting phase. We prescribe a linear pressure on the boundaries:

$$ p(\mathbf{x}, t) = 1 - x \quad \text{on} \quad \partial \Omega \times [0, T]. \quad (32) $$

As discussed in Section 2, pressure and saturation uniquely determine a velocity, and the velocity determines whether a boundary segment is an inflow or outflow boundary. On the inflow part of the boundary, $\Gamma_{in}(t)$, we impose

$$ S(\mathbf{x}, t) = 1 \quad \text{on} \quad \Gamma_{in}(t) \cap \{x = 0\}, \quad (33) $$
$$ S(\mathbf{x}, t) = 0 \quad \text{on} \quad \Gamma_{in}(t) \backslash \{x = 0\}. \quad (34) $$

In other words, the domain is flooded by the wetting phase from the left. No boundary conditions for the saturation are required for the outflow parts of the boundary.

4.2 Absolute permeability model

In Section 5, we consider heterogeneous but isotropic porous media, i.e. we choose the permeability tensor as

$$ \mathbf{K}(\mathbf{x}) = k(\mathbf{x}) \cdot \mathbf{1}. \quad (35) $$
We consider the two porous medium models used previously by Li and Bangerth [26]. The first test case corresponds to a single crack along a sine curve:

$$k(x) = k_{sm}(x) = \max \left\{ \exp \left( - \left( \frac{y - 0.5 - 0.1 \cdot \sin(10x)}{0.1} \right)^2 \right), 0.01 \right\}.$$  \hspace{1cm} (36)

The second test case corresponds to a porous medium with random permeability prescribed using

$$k(x) = k_{rm}(x) = \min \left\{ \max \left\{ \sum_{l=1}^{N} \Psi_l(x), 0.01 \right\}, 4 \right\},$$

$$\Psi_l(x) = \exp \left( - \left( \frac{|x - x_l|}{0.05} \right)^2 \right).$$  \hspace{1cm} (37)

The $N$ centers $x_l$ of high permeability regions are randomly chosen in $\Omega$. We will present results for $N = 50$, and $N = 200$. The corresponding three permeability fields are shown in Figure 1. The two permeability fields are truncated from above and below to ensure a reasonable limit on the heterogeneous contrast.

All the numerical and physical parameters used for the 3D cases are listed in Table 1.

5 Results and discussion

In this section, we first validate the methods by solving a two-dimensional test case and comparing solutions to those previously obtained with a simple finite element method. We then demonstrate the approach for three-dimensional computations and in particular show the speedup obtained from our methods.
Table 1
Parameters used in the model

<table>
<thead>
<tr>
<th>PARAMETER</th>
<th>SYMBOL</th>
<th>VALUE</th>
<th>UNIT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Porosity</td>
<td>$\epsilon$</td>
<td>1.0</td>
<td>-</td>
</tr>
<tr>
<td>Viscosity (wetting)</td>
<td>$\mu_w$</td>
<td>0.2</td>
<td>$kg \cdot m^{-1} \cdot sec^{-1}$</td>
</tr>
<tr>
<td>Viscosity (nonwetting)</td>
<td>$\mu_{nw}$</td>
<td>1.0</td>
<td>$kg \cdot m^{-1} \cdot sec^{-1}$</td>
</tr>
<tr>
<td>Stabilization exponent</td>
<td>$\alpha$</td>
<td>1.0</td>
<td>-</td>
</tr>
<tr>
<td>Stabilization constant</td>
<td>$\beta$</td>
<td>0.27</td>
<td>-</td>
</tr>
<tr>
<td>Normalization constant</td>
<td>$c_R$</td>
<td>1.0</td>
<td>-</td>
</tr>
<tr>
<td>Number of high-permeability regions</td>
<td>$N$</td>
<td>50; 200</td>
<td>-</td>
</tr>
<tr>
<td>Operator splitting threshold</td>
<td>$\theta^*$</td>
<td>5.0</td>
<td>-</td>
</tr>
</tbody>
</table>

5.1 2D validation

We compare results obtained with the adaptive grid and operator splitting methods to previous work using uniform grids in which Raviart-Thomas finite elements [76] are used for velocity and piecewise constant, discontinuous Galerkin (DG) elements for pressure and saturation. This combination satisfies the usual stability condition [69]. The results were obtained by the program used in [26].

We consider the 2D version of the first test case laid out in the previous section. Parameters used in our program are those listed in Table 1 except that the stabilization constant $\beta$ which is chosen as 0.3.
First, consider the case when the pressure-velocity system is solved once every 10 saturation time steps (fixed operator splitting). Figures 2a and 2b compare saturation contours in the single crack case between these two discretizations at $t = 0.589$ in the single crack case. Figures 2c and 2d show saturation profiles along $y = 0.5$ and $x = 0.2$, respectively. The results are essentially identical. Figure 3 shows the same saturation profiles but where the pressure-velocity system is solved only once every 30, 60, and 90 saturation time steps; it is obvious that the errors are getting more noticeable as the frequency of solving the pressure-velocity part decreases.

In contrast to this, when we drive the operator splitting by criterion (14) with $\theta^* = 5$, the difference between the two methods vanishes (see Figure 4), justifying our proposed indicator for operator splitting.

5.2 3D experiments

We now consider three-dimensional simulations. The number of the cells in each direction is initially set to 8 (512 total cells) and the number of degrees of freedom (DoFs) is 16,197 in this simulation. Figures 5 and 6 show the saturation distribution and their corresponding adaptive grids as simulations progress. Due to the heterogeneity of the porous media, only a few areas of higher wetting-phase saturation are formed in high-permeability regions. Figures 7 and 8 show volume renderings of the invading wetting phase using iso-surface contours.

5.3 Performance comparison

The number of saturation time steps after which the velocity and pressure variables should be solved again is shown in Figure 9 as determined by criterion (14) for two different values.
of the threshold $\theta^*$. Not surprisingly, choosing a larger value for the threshold relaxes the constraints and leads to more saturation time steps between macro solves. In both cases these numbers increase as the simulation progresses. This can be explained by observing that flow initially happens along only a few fingers but then spreads out across higher permeability areas; the average velocity of the front therefore declines, leading to smaller saturation changes per time step.

To illustrate the performance of our combination of $h$-adaptive meshes, adaptive operator splitting, and block matrix preconditioning methods, we compare the run time of different combinations of these methods (adaptive mesh, adaptive mesh + adaptive operating splitting, and adaptive mesh + adaptive operating splitting + block matrix preconditioning) in 2D and 3D simulations. The number of degrees of freedom ranges from 2,176 to 41,732 in 2D, and from 63,490 to 449,999 in 3D. All other conditions, including the use of the same CPU specifications, are identical between simulations, and we use the same parameters as well as the same minimum element size $h$. The base line code uses a uniform mesh, solves the velocity/pressure system in each saturation time step, and uses a Schur complement solver for this [26].

Table 2 shows run times for the various combinations. Mesh adaptivity alone improves performance in the 2D/3D cases by about 43%. Operator splitting plus adaptive grids (third column), the case in Table 2 shows an up to 92% reduction in computing time compared with using uniform grids and solving the velocity/pressure system in each time step. Finally, the combination of all methods considered herein reduces compute time by a factor of 160–180, making computations possible that would otherwise be unachievable. Using well known techniques, these excellent compute times could be further accelerated by parallelizing operations across multiple cores of a single computer, or across the nodes of a cluster.
Table 2
Comparison of performance (testing total wall clock time from \( t = 0 \) to \( t = 2 \) in the case of \( N = 200 \) and \( \theta^* = 5 \)) between four numerical combinations: Uniform Mesh (“UM”), Adaptive Mesh (“AM”), Adaptive Mesh plus Adaptive Operator Splitting (“AM+AOS”) and Adaptive Mesh plus Adaptive Operator Splitting plus Block Preconditioning (“AM+AOS+BP”).

<table>
<thead>
<tr>
<th></th>
<th>UM</th>
<th>AM</th>
<th>AM+AOS</th>
<th>AM+AOS +BP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compute time in 2D (days)</td>
<td>7.2</td>
<td>4.2</td>
<td>0.2</td>
<td>0.04</td>
</tr>
<tr>
<td>Compute time in 3D (days)</td>
<td>96.5</td>
<td>55.9</td>
<td>7.5</td>
<td>0.58</td>
</tr>
</tbody>
</table>

6 Conclusions and Future Work

Motivated by computational expense of the methods that are traditionally used for this task, we have presented efficient integrated numerical methods allowing high-resolution simulation of two-phase flow in porous media. The methods are based on a finite element discretization using continuous elements, and consist of (i) an adaptive operator splitting method that only recomputes the velocity and pressure variables whenever necessary, as determine by a newly proposed objective indicator; (ii) block matrix preconditioning methods that greatly reduce the compute time needs; (iii) an entropy-based stabilizing term that preserves accuracy and ensures stability; (iv) locally adaptive refinement allowing highly resolved time dependent simulations. The robustness and effectiveness of the numerical methods were demonstrated through 2D/3D simulations and comparing both the accuracy of solutions as well as the required CPU time.

More complex multiphase flows involve additional physical processes, such as multiple interacting phases or capillary effects with a capillary pressure relationship that is fundamen-
tally dependent on material properties and operating conditions, saturation, wettability, and other material properties [77–79]. The addition of such terms obviously complicates the computation of solutions, but we believe that the techniques described herein can readily be extended to such problems. In particular, following a similar mathematical procedure to that described in Section 3.1, it should be possible to extend our operator splitting indicator to these more complex situations.
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Fig. 1. Permeability fields of random porous media (top: 3D contours, bottom: surface contours inside the entire 3D domain at $x = 0.5$ of $Y - Z$ plane, $y = 0.5$ of $X - Z$ plane, $z = 0.5$ of $X - Y$ plane) (a) $N = 50$. (b) $N = 200$. 

36
Fig. 2. Numerical results for the single crack medium in comparison with previous work of Li and Bangerth [26] at $t = 0.589$ when the pressure-velocity system is solved once every 10 saturation time steps (fixed operator splitting). (a) Saturation field using discontinuous Galerkin space (previous work). (b) Saturation field using continuous space with the stabilizing term and operator splitting (present work). (c) Saturation profile along $y = 0.5$. (d) Saturation profile along $x = 0.2$. 
Fig. 3. Saturation profiles along $y = 0.5$ (left) and along $x = 0.2$ (right) for the single crack medium in comparison with previous work of Li and Bangerth [26] at $t = 0.589$ when the pressure-velocity system is solved once every (a) 30, (b) 60, or (c) 90 saturation time steps (fixed operator splitting).
Fig. 4. Numerical results for the same situation as in Fig. 2 but when the decision to solve the pressure-velocity system is made adaptively using criterion (14) with $\theta^* = 5$. 
Fig. 5. Saturation distribution contours in a random porous medium (eq. (37), $N = 50$) with corresponding adaptive grids at $t = 2.58$ with 7,820 elements and 242,771 degrees of freedom: (a) 3D contour. (b) Surface contours of $X - Y$ plane at $z = 0.0, 0.5, 1.0$. (c) Surface contours of $X - Z$ planes at $y = 0.0, 0.5, 1.0$.

Fig. 6. Saturation distribution contours in a random porous medium (eq. (37), $N = 200$) with corresponding adaptive grids at $t = 0.75$ with 8,464 elements and 262,949 degrees of freedom: (a) 3D contour. (b) Surface contours of $X - Y$ plane at $z = 0.0, 0.5, 1.0$. (c) Surface contours of $X - Z$ planes at $y = 0.0, 0.5, 1.0$. 
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Fig. 7. Time evolution of the invading wetting phase front saturation into a random porous medium (eq. (37), \(N = 50\)) initially filled with non-wetting phase (a) \(t = 0.64\). (b) \(t = 1.28\). (c) \(t = 1.92\). (d) \(t = 2.59\).
Fig. 8. Time evolution of the invading wetting phase front saturation into a random porous medium (eq. (37), $N = 200$) initially filled with non-wetting phase (a) $t = 0.19$. (b) $t = 0.38$. (c) $t = 0.57$. (d) $t = 0.74$.

Fig. 9. Numbers of saturation time steps between two solutions of the velocity-pressure system (i.e. between $n_p$ and $n_{pp}$) for two different thresholds ($\theta^* = 5$ and $\theta^* = 8$) in criterion (14).
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Abstract

In this work, there are two major aspects that we are trying to improve for numerical simulation of two-phase flow in heterogeneous porous media: one for the numerical part and the other for the modeling part. For the numerical part, when the mixture model of two-phase flow in porous media is used in places where there is a small amount of capillary transport, the saturation transport reduces to an advection-dominated problem, with saturation discontinuities, which is difficult to solve numerically. Without appropriate numerical methods, it is hard for scientists or engineers in the field of two-phase flow in heterogeneous porous media to better understand the formation mechanisms of complex transport phenomena. For the modeling part, there is no paper dealing with the effect of the permeability gradient on capillary transport; however, this factor is critical in order to provide realistic predictions for two-phase fluid flow in porous media. Based on these two important issues, we implement a combination of the effects of the saturation gradient and permeability gradient on capillary pressure while also considering the immobile or irreducible saturation by using state-of-the-art numerical methods. The numerical methods (the stabilized finite element method, adaptive operator splitting, adaptive mesh refinement and block matrix preconditioning) we use here maintain accuracy and stability, resolve fine-scale flow behaviors in heterogeneous porous media and reduce the computational cost. Along with
our numerical predictions, for the first time, we discuss the complex two-phase interactions in heterogeneous porous media as well as the effects of different capillary intensities. In addition, physical explanations are given for the formation of complex transport phenomena.

**Key words:** Adaptive mesh refinement; Stabilized finite element method; Operator splitting; Preconditioning; Two-phase flow; Heterogeneous porous media; Fuel cells

### 1 Introduction

There are several natural systems and industrial applications that involve the two-phase flow in heterogeneous structures of porous media. One of the examples on which current interest is primarily focused is polymer electrolyte membrane (PEM) fuel cells in which effective water management is vital for the successful operation, performance and durability. However, achieving an optimal level of water requires a delicate balance in PEM fuel cells. Water produced from the electrochemical reactions combined with water from humidified inlet gases contribute towards necessary membrane hydration. However, the accumulation of excess liquid water in the gas diffusion layer (GDL) and gas flow channels leads to oxidant starvation and performance loss [1]. In addition to these mass transport limitations, excess liquid water can also lead to non-homogeneous current density [2], ineffective heat removal, and membrane swelling [3]. Therefore, liquid water within the fuel cells must be managed well, which can be facilitated by the simulation of realistic, complex two-phase flow process in heterogeneous porous media.

Simulations can help scientists or engineers give a prognosis of whether or not a porous medium with its own material properties has the capabilities in making excess liquid water
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flow out of it more efficiently and then, based on the results obtained from the simulations, provide useful suggestions on manufacturing process of the porous media of PEM fuel cells. As we will show below, one possible way to achieve this is to simulate two-phase flow in a porous medium with a certain permeability gradient effect generating additional capillary forces to make excess water exit the system. Despite the obvious advantage, in the existing literature, to the best of our knowledge no one has already dealt with this issue that may be crucial because, for the most part, a heterogeneous porous medium considered is constituted by a few different patches with different constant permeability values (i.e. $\nabla k = 0$).

Based on what has been mentioned above, the current study is motivated by the need to understand the effects of saturation and permeability gradients on capillary transport in heterogeneous porous media. The objective of the present work is to develop a transient, adaptive model to help predict and understand the physical formation of two-phase complex transport phenomena in heterogeneous porous media by using a state-of-the-art numerical combination of adaptive mesh refinement (AMR), adaptive operator splitting, block preconditioning and a stabilization approach, which numerical combination has been developed for an advection-dominated two-phase flow problem in our previous papers [4,5].

This paper is structured as follows: Section 2 presents the governing equations, boundary conditions and numerical method. Section 5 presents insights from the results about the dependence of capillary pressure on saturation and permeability. Finally, the paper is concluded in Section 6.
2 Mixture Model of Two-phase Flow in Heterogeneous Porous Media

In the following, let us first derive the governing equations of the mixture model used here, taking into account in particular the heterogeneity of the rock matrix. We will also provide physical and mathematical interpretations; define relevant physical parameters, coefficients, boundary and initial conditions; introduce an absolute permeability model. All of the involved parameters are listed in Table 1.

2.1 Mixture model formulation

Neglecting gravitational effects, a two-phase immiscible, incompressible, isothermal fluid can be described through mass balance equations for wetting and nonwetting phases:

\[ \epsilon \frac{\partial (\rho_w S_w)}{\partial t} + \nabla \cdot (\rho_w u_w) = \rho_w q_w, \]
\[ \epsilon \frac{\partial (\rho_{nw} S_{nw})}{\partial t} + \nabla \cdot (\rho_{nw} u_{nw}) = \rho_{nw} q_{nw}. \]

Here, \( S \) is the saturation (volume fraction) indicating the composition of the mixture of fluids and \( \rho \) is the density, \( \epsilon \) is the porosity, \( q \) is the source term, \( u \) is the velocity. Subscripts \( w \) and \( nw \) denote the wetting and non-wetting phases, respectively. We will assume incompressibility, i.e., \( \rho_w, \rho_{nw} \) are both constant. We model the velocities \( u_w \) and \( u_{nw} \) by Darcy’s Law,

\[ u_w = -\frac{k_{rw}}{\mu_w} K \nabla p_w = -\lambda_w K \nabla p_w, \]
\[ u_{nw} = -\frac{k_{rnw}}{\mu_{nw}} K \nabla p_{nw} = -\lambda_{nw} K \nabla p_{nw}, \]

where \( \lambda \) is the fluid mobility, \( k_r \) is the relative permeability, \( \mu \) is the viscosity and \( p \) is the pressure. We assume that the pore space is completely filled by the mixture, yielding the closure relation \( S_w + S_{nw} = 1 \). \( K \) is the permeability tensor and we will in the following...
assume isotropic permeabilities of the form \( K = kI \). Furthermore, the two pressures are related by the capillary pressure, \( p_c = p_{nw} - p_w \).

Our goal is to derive a single equation for the saturation by eliminating \( S_{nw} = 1 - S_w \). Since we then only deal with a single saturation variable, \( S_w \), we will henceforth drop the index to simplify notation and refer to it by \( S \). Then, let us define the total mobility \( \lambda_t \) and fractional flow \( F \) of the wetting phase by

\[
\lambda_t(S) = \lambda_w(S) + \lambda_{nw}(S) = \frac{k_{rw}(S)}{\mu_w} + \frac{k_{rnw}(S)}{\mu_{nw}},
\]

\[
F(S) = \frac{\lambda_w(S)}{\lambda_t(S)} = \frac{\lambda_w(S)}{\lambda_w(S) + \lambda_{nw}(S)} = \frac{k_{rw}(S)/\mu_w}{k_{rw}(S) + k_{rnw}(S)/\mu_{nw}}.
\]

Combining the equations above then yields (see also [6])

\[
u_t = -\lambda_t(S)K\nabla p_w - \lambda_{nw}(S)K\nabla p_c, \quad (7)
\]

\[
\nabla \cdot u_t = q_w + q_{nw}, \quad (8)
\]

\[
\epsilon \frac{\partial S}{\partial t} + \nabla \cdot (F(S)u_t) + \nabla \cdot (\lambda_{nw}(S)F(S)K\nabla p_c) = q_w. \quad (9)
\]

There remains the task of modeling the capillary pressure, \( p_c \). We follow a suggestion by Leverett [7,8] to use the so-called Leverett J-function and set

\[
p_c = \frac{\sigma_c \cos(\theta_c)}{(k/\epsilon)^{1/2}} J(S_e), \quad (10)
\]

where \( \sigma_c \) is the surface tension, \( k \) is the permeability and \( \theta_c \) is the contact angle which varies between 0° and 90° for the hydrophilic case and between 90° and 180° for hydrophobic case. \( S_e \) is the effective saturation [9–11], defined as

\[
S_e = \frac{S - S_{irr}}{1 - S_{irr}} \quad (11)
\]

where \( S_{irr} \) is the so-called immobile or irreducible saturation [9,12], representing the amount of entrapped liquid fluid. It can be regarded as a threshold point below which the liquid remains immobile. The immobile or irreducible saturation depends on the pore
structure of the medium [12] and the ratio of viscous to surface tension forces (often expressed as the capillary number $Ca = \frac{u_{inv} \mu}{\sigma}$ where $u_{inv}$ is an invading phase velocity, see [13,10]). For hydrophilic porous media, the general form of the capillary pressure-saturation curve is shown in Figure 1 [9,10]. In this work, we use the $J$-function proposed in [11]:

$$J(S_e) = 1.417 (1 - S_e) - 2.120 (1 - S_e)^2 + 1.263 (1 - S_e)^3$$

(12)

Using this model for $p_c$, we can express equations (7)–(9) in their final form as

$$u_t = -\lambda_l(S) \nabla p_w - \lambda_{nw}(S) \nabla S - \lambda_{nw}(S) \nabla k, \quad (13)$$

$$\nabla \cdot u = q_w + q_{nw}, \quad (14)$$

$$\frac{\partial S}{\partial t} + \nabla \cdot \left[ F(S) \left( u_t + \lambda_{nw}(S) \frac{\partial p_c}{\partial k} \nabla k \right) \right] + \nabla \cdot \left( \lambda_{nw}(S) F(S) \frac{\partial p_c}{\partial S} \nabla S \right) = q_w. \quad (15)$$

Note that $\frac{\partial p_c}{\partial S} < 0$, ensuring well-posedness of the last equation.

### 2.2 Physical and mathematical interpretation

Capillary forces act on the movement of both phases through the dependence of the total velocity $u_t$ on the capillary pressure in (13) and the dependence of the saturation $S$ in equation (15). More specifically, however, we see from equations (1) and (3) that the
transport of the wetting phase is entirely determined by the wetting phase pressure $p_w$. In models without capillary pressure, $p_w$ is determined by boundary values and the source term $q_w + q_{nw}$. However, in the presence of capillary forces, $p_{nw} = p_w + p_c$ takes on this role. Consequently, the forces driving the motion of the wetting fluid result from the difference $p_w = p_{nw} - p_c$ of externally applied forces and capillary pressure. The wetting fluid velocity is then given by

$$u_w = -\lambda_w K \nabla p_w = -\lambda_w K \nabla p_{nw} + \lambda_w K \left[ \frac{\partial p_c}{\partial S} \nabla S + \frac{\partial p_c}{\partial k} \nabla k \right].$$

Since both partial derivatives of $p_c$ are negative, this equation implies transport (i) from high to low pressure, (ii) from high saturation areas to low saturation areas, and (iii) from areas with high permeability into areas of low permeability. The second of these effects gives rise to the diffusion term in (15).

While block wise heterogenous permeabilities have been considered in the literature through interface conditions [14], we have been unable to find references that would describe differentiably heterogenous media as we have done above. Our formulation generalizes that found elsewhere in that a discontinuous permeability $k$ would lead to a delta-like contribution to the velocity field. An alternative viewpoint is that there is an entry pressure that has to be overcome before fluids can enter one medium from another. This is in accordance with, for example, the discussion in [14].

3 Numerical Methods

We use the finite element method to solve equations (13)–(15) and follow the general outline of the algorithms described and validated in [4] and [5]. In particular, we use (i) a stable choice of continuous elements for all variables [15,16], (ii) the nonlinear artificial viscosity method by Guermond and Pasquetti’s [17] to stabilize the transport equation,
(iii) adaptive mesh refinement to resolve regions with large gradients, (iv) block precondi-
tioners to accelerate the solution of the velocity-pressure system, (v) an adaptive operator
split method that only recomputes the pressure and velocity whenever necessary while
solving for the saturation in every step.

Our implementation of these methods is based on the deal.II library \([18,19]\) and uses parts
of the step-21, step-31 and step-33 tutorial programs of this library \([20–22]\).

4 Numerical Testcases

In the following, let us briefly describe the general setup of the testcases we will use in
the numerical experiments shown in Section 5.

4.1 Relative permeabilities and other coefficients

To close the system of partial differential equations (13), (14), (15) we need to define the
relative permeabilities. For the purpose of this paper, we choose them as follows \([23]\):

\[
k_{rw}(S_e) = S_e^3, \\
k_{rnnw}(S_e) = (1 - S_e)^3.
\]

The fractional flow of the wetting phase \(F\) in (6) then becomes

\[
F = \frac{S_e^3}{\mu_w} + \frac{(1-S_e)^3}{\mu_w} = \frac{1}{1 + \frac{(1-S_e)^3}{S_e^3} \frac{\mu_w}{\mu_{nw}}},
\]

All the other physical parameters used in our computations are shown in Table 1.
### Table 1
Parameters used in the model

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Porosity</td>
<td>$\epsilon$</td>
<td>0.6</td>
<td>-</td>
</tr>
<tr>
<td>Viscosity (wetting)</td>
<td>$\mu_w$</td>
<td>0.2</td>
<td>$g \cdot cm^{-1} \cdot sec^{-1}$</td>
</tr>
<tr>
<td>Viscosity (nonwetting)</td>
<td>$\mu_{nw}$</td>
<td>1.0</td>
<td>$g \cdot cm^{-1} \cdot sec^{-1}$</td>
</tr>
<tr>
<td>Immobile or irreducible saturation</td>
<td>$S_{irr}$</td>
<td>0.0 or 0.18</td>
<td>-</td>
</tr>
<tr>
<td>Surface tension</td>
<td>$\sigma_c$</td>
<td>$10^{-4}$ or $10^{-2}$</td>
<td>$g \cdot sec^{-2}$</td>
</tr>
<tr>
<td>Contact angle</td>
<td>$\theta_c$</td>
<td>72°</td>
<td>-</td>
</tr>
<tr>
<td>Number of high-permeability centers</td>
<td>$N_p$</td>
<td>40</td>
<td>-</td>
</tr>
<tr>
<td>Permeability magnitude scaling factor</td>
<td>$\gamma_m$</td>
<td>$10^0$</td>
<td>-</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>$B_w$</td>
<td>0.05</td>
<td>-</td>
</tr>
<tr>
<td>Number of source/sink terms</td>
<td>$N_s$</td>
<td>1 or 4</td>
<td>-</td>
</tr>
<tr>
<td>The $i$-th wetting-phase source/sink intensity</td>
<td>$q_w^{(i)}$</td>
<td>2.0</td>
<td>$sec^{-1}$</td>
</tr>
</tbody>
</table>

#### 4.2 Source terms

We here use the following form for the source terms $q_w$ and $q_{nw}$ in equations (14)–(15):

$$ q_w = \sum_{i=1}^{N_s} q_w^{(i)} \chi_{A_s^{(i)}} (x), \quad q_{nw} = 0, $$

where $q_w^{(i)}$ indicates the volume density of the fluid produced or injected per unit time at the $i$-th source/sink, $N_s$ is the number of the sources/sinks and $\chi_{A_s^{(i)}} (x)$ is the indicator...
function of the $i$-th sub-domain $A^{(i)}_s$, i.e. $\chi_{A}^{(i)}(x) = 1$ if $x \in A$ and $\chi_{A}^{(i)}(x) = 0$ otherwise.

In our numerical examples, we use $q_{w}^{(i)} = 2 \text{ (1/sec)}$, $N_s = 1$ or $N_s = 4$, and each set $A^{(i)}_s$ equal to circles of radius $0.125 \text{ cm}$ centered at $x^{(i)}_c$. If $N = 1$, then $x^{(1)}_c = (0.5, 0.5)$; for $N = 4$, we use $x^{(1)}_c = (0.25, 0.25)$, $x^{(2)}_c = (0.75, 0.25)$, $x^{(3)}_c = (0.25, 0.75)$, and $x^{(4)}_c = (0.75, 0.75)$.

4.3 Absolute permeability model

In many fields, realistic media are often modeled by generating random permeabilities [24]. Following [20], we choose an isotropic permeability $K = kI$, where

$$k(x) = \gamma_m \min \left\{ \max \left\{ \sum_{l=1}^{N_p} \Psi_{l}(x), 0.01 \right\}, 4 \right\}$$

with

$$\Psi_{l}(x) = \exp \left( - \left( \frac{|x - x_l|}{B_w} \right)^2 \right).$$

Here, $\gamma_m$ is a magnitude scaling factor. The centers $x_l$ are $N_p$ randomly chosen locations inside the domain and $B_w$ is the bandwidth of the exponential function. This function models a domain in which there are $N_p$ regions of higher permeability embedded in a matrix of more pristine, unperturbed background rock. The permeability function is bounded both above and below to limit the size of the condition number. Figure 2 shows this permeability field with $N_p = 40$.

4.4 Computational domain, initial and boundary conditions

We perform simulations on the domain $\Omega = [0, 1]^2 \subset \mathbb{R}^2$ for $t \in [0, T]$. The initial conditions are $S_w(x, 0) = 0$, i.e. the reservoir is filled by the non-wetting phase. The boundary conditions for the velocity/pressure equations (13) and (14) are given on all the boundaries.
with a fixed gauge pressure of the wetting phase as

\[ p_w(x, t) = 0 \quad \text{on} \quad \partial \Omega \]  

(18)

The boundary conditions for the saturation transport equation (9) are only imposed on inflow boundaries:

\[ S(x, t) = 0 \quad \text{on} \quad \Gamma_{in}(t) = \{ x \in \partial \Omega : n \cdot u_t < 0 \} . \]

(19)

5 Numerical Results and Discussion

At the beginning, we first show the numerical validation of an advection-dominated two-phase flow in uniform porous media. Then, we discuss and compare five different effects in the following order: the effect of the dependence of capillary pressure on \( S \) with \( S_{irr} = 0 \), the effect of the dependence of capillary pressure on \( S \) with \( S_{irr} = 0.18 \), the effect of the dependence of capillary pressure on \( S \) and \( k \) with \( S_{irr} = 0 \), the effect of the dependence of capillary pressure on \( S \) and \( k \) with \( S_{irr} = 0.18 \), and the effect of different capillary intensities. It is noted that, since we employ more than one value for three parameters: irreducible saturation \( S_{irr} \), surface tension \( \sigma_c \), the number of source/sinks \( N_s \), these three
parameters are indicated at the beginning of sections 5.2–5.5. All other parameters are shown in Table 1.

5.1 Numerical validation of an advection-dominated two-phase flow in uniform media

Table 2
Parameters used in the Buckley-Leverett problem

<table>
<thead>
<tr>
<th>PARAMETER</th>
<th>SYMBOL</th>
<th>VALUE</th>
<th>UNIT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Porosity</td>
<td>$\epsilon$</td>
<td>1.0</td>
<td>-</td>
</tr>
<tr>
<td>Viscosity (wetting)</td>
<td>$\mu_w$</td>
<td>0.2</td>
<td>$g \cdot cm^{-1} \cdot sec^{-1}$</td>
</tr>
<tr>
<td>Viscosity (nonwetting)</td>
<td>$\mu_{nw}$</td>
<td>1.0</td>
<td>$g \cdot cm^{-1} \cdot sec^{-1}$</td>
</tr>
<tr>
<td>permeability (constant)</td>
<td>$k$</td>
<td>0.1</td>
<td>$cm^2$</td>
</tr>
<tr>
<td>Immobile or irreducible saturation</td>
<td>$S_{irr}$</td>
<td>0.0</td>
<td>-</td>
</tr>
</tbody>
</table>

Here, for numerical validation, we compare the present results obtained with the adaptive grid method to previous work using uniform grids in which Raviart-Thomas finite elements are adopted for velocity and discontinuous Galerkin (DG) elements for pressure and saturation [20]. The parameters used in this validation are shown in Table 2. Initial conditions are only required for the saturation variable, and we choose $S(x,0) = 0$, i.e. the porous medium is initially filled by the non-wetting phase. We prescribe a linear pressure on the boundaries:

$$p(x,t) = 1 - x \quad \text{on} \quad \partial\Omega \times [0, T].$$

Pressure and saturation uniquely determine a velocity, and the velocity determines whether a boundary segment is an inflow or outflow boundary. On the inflow part of the boundary,
\[ \Gamma_m(t), \text{ we impose} \]
\[ S(x, t) = 1 \quad \text{on} \quad \Gamma_m(t) \cap \{ x = 0 \}, \quad (21) \]
\[ S(x, t) = 0 \quad \text{on} \quad \Gamma_m(t) \setminus \{ x = 0 \}. \quad (22) \]

In other words, the domain is flooded by the wetting phase from the left. No boundary conditions for the saturation are required for the outflow parts of the boundary.

Following a commonly used prescription for the dependence of the relative permeabilities \( k_{rw} \) and \( k_{rnw} \) on saturation, we use
\[ k_{rw} = S_e^2, \quad k_{rnw} = (1 - S_e)^2. \quad (23) \]

As shown in Figure 3, results obtained from the simulation for the Buckley-Leverett problem are essentially identical to those in the work of Li and Bangerth [20]. Since the Buckley-Leverett problem has been recognized as one of the shock-type problems, both simulations have a saturation shock or discontinuity around \( x = 0.58 \). This agreement shows that the diffusive stabilization, proposed by Guermond and Pasquetti [17], has the powerful ability to efficiently damp unphysical oscillations while ensuring the accuracy of the solutions with no upwinding. For more validation about this diffusive scheme, the reader is referred to previous works [4,5].

5.2 Effect of the dependence of capillary pressure on \( S \) only with \( S_{irr} = 0 \)

For this case, \( N_s = 1 \) as described in section 4.1. The immobile saturation \( S_{irr} \) is set to zero, the surface tension \( \sigma_c \) is set to \( 10^{-2} \, g \cdot sec^{-2} \) and the one permeability gradient term appearing in both equations (13) or (15) is not considered. Thus, there is no permeability gradient effect but only a saturation gradient effect on capillary transport.

Figure 4 shows the time evolution of wetting-phase saturation contours with their co-
Fig. 3. Numerical results for uniform media in comparison with previous work of Li and Bangerth [20] at \( t = 2.78 \text{ sec} \) when the pressure-velocity system is solved adaptively saturation time steps (adaptive operator splitting: \( \theta^* = 1.0 \)). (a) Saturation field using discontinuous Galerkin space (previous work). (b) Saturation field using continuous space with the stabilizing term and operator splitting (present work). (c) Saturation profile along \( y = 0.5 \). (d) Saturation profile along \( y = 0.9 \).

responding adaptive refinement meshes. The wetting-phase fluid is injected into a hydrophilic sample initially filled with the non-wetting phase fluid. There is a distorted maple leaf shaped high-saturation formation which appears in Figure 4b. As time passes, the formation gets bigger gradually and eventually becomes a calabash-like formation in Figure 4c. In addition, it is clearly seen that our adaptive grids change in response to transient two-phase transport phenomena. In fact, we refine only the areas where wetting-phase
Fig. 4. Time evolution of wetting-phase saturation contours (right) with their corresponding grids (left) for capillary pressure ($N_s = 1$, $\sigma_c = 10^{-2}$ $g \cdot sec^{-2}$ and $S_{irr} = 0$) dependent on $S$ only at (a) $t = 0.016$ sec with 1240 cells and 13068 DoFs (b) $t = 10.189$ sec with 6166 cells and 63480 DoFs (c) $t = 19.095$ sec with 8380 cells and 85994 DoFs
saturation solutions are not continuous, rather than globally refining the entire computational domain. The number of degrees of freedom (DoFs) is greatly reduced, resulting in an increase in computational efficiency.

Figure 5 is used to explain the mechanism of complex interactions between two gradients: the wetting-phase pressure and the wetting-phase saturation (no permeability gradient effects considered in the present case).

Consider the two fluids together (equations (13) and (14)). The pressure forces push the two-phase fluid forward (from high to low pressure) while the saturation gradient effect forces it backward (from low to high saturation). The pressure gradient forces (Figure 5c) overwhelm the saturation gradient effect (Figure 5d) in three directions: approximately 90° East of North, North and 90° West of North from the wetting-phase source’s position (0.5, 0.5). This makes the two-phase fluid move in the three ways. It is noted, though, that the quantities of the pressure gradients (Figure 5c) do not appear to be large enough to overcome the saturation gradients (Figure 5d). The reason for this counter-intuition is that in equation (13), the pressure gradient term is multiplied by the total mobility $\lambda_t$ but the saturation gradient term is multiplied by a scaling factor $(\partial p_c/\partial S) \cdot \lambda_{nw}$. Therefore, based on the fact, i.e. $\lambda_t > (\partial p_c/\partial S) \cdot \lambda_{nw}$, pressure gradient effect is stronger than saturation gradient effect in the three directions.

Consider the wetting-phase fluid alone (equation (15)). As mentioned in a previous subsection, the wetting-phase fluid advances using two kinds of movement: convective and diffusive transport. The convective part is determined by the total velocity and the diffusive term by the capillary pressure. Those two kinds of transport are restricted by porous heterogeneities. The wetting-phase fluid flows only through high-permeability regions: Figure 5d and Figure 5e together show that the wetting-phase fluid goes mainly in three directions in which the high-permeability regions take place.
Fig. 5. Capillary pressure dependent on $S$ only with $N_s = 1$, $\sigma_c = 10^{-2} \text{ g \cdot sec}^{-2}$ and $S_{irr} = 0$ at $t = 1.038 \text{ sec}$ on the sub-domain $[x, y] \in [0.4, 0.7] \times [0.4, 0.7]$ (a) adaptive mesh (b) total velocity vector field (c) wetting-phase pressure contour (d) wetting-phase saturation contour (e) permeability field
In addition, it is clearly seen in Figure 5b that two vortices appear around (0.6, 0.55) and (0.6, 0.45) on the sub-domain \([x, y] \in [0.4, 0.7] \times [0.4, 0.7]\). In fact, these vortex phenomena are caused by a combination of the heterogeneity of porous media and the complex interaction between the wetting-phase pressure and saturation gradients. The heterogeneity of porous media directs the two-phase fluid together to flow mainly through high permeability areas (Figure 5e). The wetting-phase pressure gradient effect pushes the two-phase fluid to move together forward (from high to low pressure) while, due to capillary effect, the wetting-phase saturation gradient effect pushes the two-phase fluid to move together backward (from low to high saturation). For instance, in the wetting-phase pressure contour (Figure 5c), the pressure gradient effect around (0.6, 0.5) is stronger than those near its top and bottom and therefore forces caused by pressure gradient effect push the two-phase fluid to move to the right side. However, in the saturation contour (Figure 5d), capillary forces push the two-phase fluid near (0.55, 0.55) from the northeast to southwest, and near (0.55, 0.45) from the southeast to northwest. Thus, after a combination of pressure and capillary forces considered together in the porous media, the two vortices form in the porous domain.

5.3 Effect of the dependence of capillary pressure on \(S\) and \(k\) both with \(S_{irr} = 0\)

For this case, \(N_s = 1\). The immobile saturation \(S_{irr}\) is set to zero, the surface tension \(\sigma_c\) is set to \(10^{-2} \text{ g} \cdot \text{sec}^{-2}\), and the permeability gradient effect appearing in both equations (13) and (15) is considered.

Consider the wetting-phase transport alone. In this case, capillary diffusive transport consists of two mechanisms: saturation and permeability gradients. As mentioned several times before, saturation and permeability gradients push the wetting-phase fluid to advance from high to low values of \(S\) and \(k\). When considering the permeability gradient,
Fig. 6. Time evolution of wetting-phase saturation contours (right) with their corresponding grids (left) for capillary pressure \((N_s = 1, \sigma_c = 10^{-2} \text{ g sec}^{-2} \text{ and } S_{irr} = 0)\) dependent on both \(S\) and \(k\) at (a) \(t = 0.016 \text{ sec}\) with 1240 cells and 13068 DoFs (b) \(t = 3.079 \text{ sec}\) with 2437 cells and 25538 DoFs (c) \(t = 5.882 \text{ sec}\) with 4261 cells and 44518 DoFs
there is a special phenomenon which doesn’t happen in any previous case: isolation of the wetting-phase fluid in heterogeneous porous media. In Figure 6, the wetting-phase fluid surrounded by three high-permeability areas on the top, left and right sides of (0.5, 0.5) passes through a throat-like passageway around (0.45, 0.55) at the beginning and then reaches a triangle-shaped area around (0.39, 0.65) surrounded by few high-permeability regions. After that, the wetting-phase fluid accumulates inside this triangular area. In fact, during the process, the wetting-phase fluid doesn’t flow through high-permeability regions but rather through low-permeability areas (Figure 2 and 6c), which appears counter-intuitive. The reason for this phenomenon is that the saturation gradient effect directs the fluid to flow in three directions (i.e. top, left and right directions) while the permeability gradient effect pushes it to flow in the opposite direction: as a result, those two effects counter-balance each other (i.e. the fluid is hard to move forward via capillary diffusion). Consequently, even though areas have lower permeability values, the wetting-phase fluid is forced by a combination of pressure, saturation and permeability gradient effects to flow through them.

Consider the two-phase fluid transport together. Its total velocity consists of three gradients: wetting-phase pressure, saturation and permeability gradients. Again, the wetting-phase pressure gradient directs the two-phase fluid to flow from high to low values while saturation and permeability gradients push it to advance from low to high values of $S$ and $k$. Complex interactions among the three gradients is explained in Figure 7. In the areas of $\nabla S \approx 0$ (Figure 7d), the two-phase fluid is mainly governed by pressure and permeability gradient effects. For example, on the one hand, one high-permeability effect near (0.64, 0.52) attracts the surrounding two-phase fluid to flow towards its highest permeability center (0.64, 0.52). On the other hand, the pressure accumulates or gradually increases inside that circle-shaped region during the process caused by the permeability gradient effect. In other words, the accumulating pressure creates an opposing force to
keep the fluid from further moving towards the high-permeability area. According to the fact, each of the high-permeability areas surrounded by low-permeability regions has the high-pressure effect as well, as shown in Figure 7c. Furthermore, the velocity vector field is complicated by a combination of permeability and pressure gradients (Figure 7b) in those areas.

5.4 Effect of the dependence of capillary pressure on $S$ and $k$ both with $S_{irr} = 0.18$

The parameters for this case are the same as those in section 5.3 except for one parameter, $S_{irr}$, which is set to a value of 0.18 for comparison. Below the threshold of $S_{irr}$, the fractional flow $F$ in equation (15) and capillary pressure $p_c$ in equations (13) and (15) are both set to zero, representing no advective flow and capillary transport when the liquid fluid remains immobile.

Compare Figures 7 and 8 at the same time $t = 1.038$ (sec). Figure 8a demonstrates a maple leaf formation of adaptive grids while Figure 7a displays a circle formation. This implies that in the case of $S_{irr} = 0.0$ more wetting-phase fluid flows to the areas where saturation gradients are relatively large compared to the case of $S_{irr} = 0.18$. With the influence of the irreducible saturation threshold, Figure 8b shows the discontinuities in the total velocity vector field along the iso-$S_{irr}$ line as well as vortex transport phenomena, as elucidated in sections. In Figure 8c, there is little wetting-phase pressure gradient around which $\nabla S \approx 0$, but there are three small spots representing the low pressure regions. These three small low-pressure areas are caused by a fact that there are interfaces between low and high permeability values. Finally, the saturation contour (Figure 8d) shows a football-like formation. Below the irreducible threshold (no capillary transport), the flow behaviour is the same as that in Figure 8d.
Fig. 7. Capillary pressure dependent on both $S$ and $k$ with $N_s = 1$, $\sigma_c = 10^{-2} \ g \cdot sec^{-2}$ and $S_{\text{init}} = 0.0$ at $t = 1.038 \ sec$ on the sub-domain $[x, y] \in [0.4, 0.7] \times [0.4, 0.7]$ (a) adaptive mesh (b) total velocity vector field (c) wetting-phase pressure contour (d) wetting-phase saturation contour (e) permeability field
Fig. 8. Capillary pressure dependent on both $S$ and $k$ with $N_s = 1$, $\sigma_c = 0.2 \ g \cdot sec^{-2}$ and $S_{\text{irt}} = 0.18$ at $t = 1.038 \ sec$ on the sub-domain $[x, y] \in [0.4, 0.7] \times [0.4, 0.7]$ (a) adaptive mesh (b) total velocity vector field (c) wetting-phase pressure contour (d) wetting-phase saturation contour (e) permeability field
5.5 Effect of different capillary intensities

For this case, $N_s = 4$. The immobile saturation $S_{irr}$ is set to 0.18, the surface tension $\sigma_c$ is set to more than one value (i.e. $10^{-2}$ and $10^{-4} \, g \cdot sec^{-2}$) for comparison, and the permeability gradient effect appearing in both equations (13) and (15) is considered.

Figure 9 shows the time evolution of the adaptive refinement meshes. Apparently, since four wetting-phase sources are placed in the computational domain, more grids are needed...
to accurately capture the complex spatiotemporal flow behavior as time passes. Again, our numerical implementation demonstrates its adaptive ability to accurately resolve the important flow features in each time step, while increasing the computational efficiency with the aid of adaptive mesh refinement/coarsening.

Consider the wetting-phase transport alone. The mechanism of the wetting-phase transport can be split into two parts: one governed by two-phase mixing convection (i.e. the second term in (15)) and the other by capillary diffusive transport (i.e. the third term in (15)). Those two mechanisms pushes the wetting-phase fluid to advance. But those two different ways produce different flow patterns. The saturation contours are shown in Figure 10. When capillary diffusion is stronger than convection (see the left column of Figure 10), capillary diffusion significantly smears sharp fronts produced by convection. This can be viewed as a diffusion-dominated case. In contrast, when convection acts stronger than capillary transport (see the right column of Figure 10), the wetting-phase fluid goes in a particular direction (convection) rather than going in all direction (diffusion). The different flow patterns need to be numerically treated in different ways to satisfy the individual physical meaning. This is a reason why people need to use an upwind scheme for the convection term instead of adopting a central difference scheme.

6 Conclusions and future work

In conclusion, there are two major improvements in the present work: one for a numerical issue and the other for the physical modelling. For numerical part, an integrated numerical method was presented to investigate the combined effects of two-phase advective transport and capillary transport with consideration of heterogeneities and, with the aid of grid adaptation, we can obtain the numerical results quickly. Most importantly, it incorporates a recently developed stabilization for continuous finite element discretization allowing both
Fig. 10. Comparison of wetting-phase saturation fields in the case of capillary pressure dependent on both $S$ and $k$ with $N_s = 4$ and $S_{irr} = 0.18$ (left column: $\sigma_c = 10^{-2} \text{ g \cdot sec}^{-2}$; right column: $\sigma_c = 10^{-4} \text{ g \cdot sec}^{-2}$) (a) at $t = 1.452 \text{ sec}$ (b) at $t = 1.452 \text{ sec}$ (c) at $t = 2.904 \text{ sec}$ (d) at $t = 2.904 \text{ sec}$ (e) at $t = 4.357 \text{ sec}$ (f) at $t = 4.375 \text{ sec}$
higher order accuracy and stability both, which has been discussed and validated in [4,5].

For modelling part, the method coupled with the consideration of irreducible or immobile saturation has made our modelling more representative of realistic physical problems.

In addition, the permeability gradient effect illustrates the effect of porous heterogeneities on fluid behaviours. Here, we compare and discuss the different effects acting on capillary transport (i.e. $C_p(S)$ and $C_p(S,k)$) as well as the effects of the amount of immobile saturation on spatiotemporal two-phase fluid behaviours. This is done, even though the standard Leverett J function relationship to correlate capillary pressure with saturation and permeability is unable to accurately display transport phenomena in heterogeneous porous media primarily because it is an inherently volume-averaged function. It might be problematic when highly inhomogeneous media are considered or when it is used to account for flow behaviours through variable porous structures. Therefore, a better, accurate relationship will be considered in future work.
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Abstract

This paper presents numerical analysis of two-phase flow in heterogeneous porous media with hydrophobic capillary transport. The analysis is conducted using an efficient, accurate set of algorithms which has been recently developed and validated for an advection-dominated case with no capillary transport in our previously published papers [1,2]. We focus more on the solution of one numerical issue (saturation shocks or discontinuities) that is hard to numerically solve and causes faulty saturation fronts commonly happening in mixture PEM fuel cell two-phase flow modelling. Most importantly, we provide a solution approach using a recently developed artificial diffusive stabilization term which is added into the saturation transport equation to eliminate unphysical oscillations while ensuring the accuracy of solutions. In addition to this, we also demonstrate complex transport phenomena between two fluids in heterogeneous porous media with consideration of capillary effects.

Key words: Adaptive mesh refinement; Stabilized finite element method; Operator splitting; Preconditioning; Two-phase flow; Heterogeneous porous media; Fuel cells
1 Introduction

The simulation of two-phase flow in porous media plays a decisive part in polymer electrolyte membrane (PEM) fuel cells [3–5] but it faces many difficult problems that need to be surmounted. One of the problems is caused by excessive amounts of water, which is produced electrochemically at the catalyst sites of PEM fuel cells. Large amounts of water can hinder reactant gas transport, resulting a poor cell performance. Improvements in PEM fuel cells are therefore contingent upon advancements in water management, which can be facilitated by the simulation of realistic, complex two-phase transport phenomena in heterogeneous porous media.

However, getting correct solutions is not easy since discontinuities or shocks of any physical quantity caused by flow advection increase the difficulty of solving the transport equations without an appropriate numerical scheme. We have previously validated and demonstrated an artificial diffusion method that, when used with a general continuous finite element discretization for the saturation transport (advection) equation in two-phase flow in porous media, ensures stability and accuracy of the solution [1,2]. The method uses an entropy-based diffusion term, proposed by Guermond and Pasquetti [6], and is able to efficiently damp unphysical oscillations while providing the same resolution of the saturation field as a low-order DG method [7] without upwinding. The trick is to ensure that the artificial viscosity term acts only in the vicinity of strong saturation gradients and other discontinuities, while disabling it in regions where the solution is smooth. The scheme offers higher order accuracy in smooth regions while providing stability where necessary [6].

There is one unresolved problem in the field of PEM fuel cell modelling: when a mix-
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Fig. 1. Schematic showing simulation with respect to PEMFC geometry: (a) diagram of PEMFC (b) computational domain of a simulated diffusion medium

ture multi-phase model is employed to simulate the transport phenomena of PEM fuel cells, some important mass and momentum transport is not considered in the model as reported in [8]. The authors in [8] note that this problem originates from the mixture model’s inability to correctly capture the complex mass and momentum transport compared to multi-fluid modelling. However, this problem is mostly caused by a numerical issue. When advective flow is considered in the formulation of the mixture multi-phase flow, solution discontinuities are created, leading to wrong or faulty solutions if an inappropriate numerical scheme is used.

The current study is motivated by the need to solve the numerical issue mentioned above and provide a solution approach to advection-dominated flow to the field of mixture multi-phase fuel cell modelling. The solution uses a recently developed artificial diffusive stabilization to effectively damp unphysical oscillations while retaining the accuracy of the simulation. To demonstrate the powerful capability of this diffusive scheme, we first show numerical validation of an advection-dominated two-phase flow (with no capillarity) in uniform porous media using real physical parameters (i.e. air and water viscosity). Next, to demonstrate numerical results which consider capillary transport, we use the two-
dimensional cross-section representation of the membrane electrolyte assembly including half of the gas channel and half of the current collector, as shown in Figure 1. We also adopt a recently developed relationship [9] between capillary pressure and saturation which is representative of material properties of PEMFC diffusion media.

2 Mixture Model of Two-phase Flow in Heterogeneous Porous Media

In this section, we derive the governing equations of a mixture model for a hydrophilic case, define relevant physical parameters and coefficients, boundary and initial conditions as well as introduce an absolute permeability model. All of the involved parameters are shown in Table 1.

2.1 Governing equations

Here a two-phase immiscible, incompressible, isothermal fluid is considered and gravity effects are neglected. The governing equations for the fluid flowing in hydrophobic porous media are expressed in terms of the nonwetting phase pressure and saturation.

General governing equations The mass balance equations for wetting and nonwetting phases are respectively

\[ \epsilon \frac{\partial (\rho_w S_w)}{\partial t} + \nabla \cdot (\rho_w u_w) = \rho_w q_w \]  
\[ \epsilon \frac{\partial (\rho_{nw} S_{nw})}{\partial t} + \nabla \cdot (\rho_{nw} u_{nw}) = \rho_{nw} q_{nw} \]

where \( S \) is the saturation (volume fraction) indicating the composition of mixture of fluids and subscripts \( w \) and \( nw \) denote the wetting and non-wetting phase respectively, \( \rho \) is the density, \( \epsilon \) is the porosity, \( q \) is the source term and \( u \) is the velocity. The velocities \( u_w \) and
\( \mathbf{u}_{nw} \) are modeled by Darcy’s Law

\[
\mathbf{u}_{w} = -k_{rw} \frac{K}{\mu_{w}} \nabla p_{w} = -\lambda_{w} K \nabla p_{w} \tag{3}
\]

\[
\mathbf{u}_{nw} = -k_{rnw} \frac{K}{\mu_{nw}} \nabla p_{nw} = -\lambda_{nw} K \nabla p_{nw} \tag{4}
\]

where \( K \) is the permeability tensor, \( \lambda \) is the fluid mobility, \( k_r \) is the relative permeability, \( \mu \) is the viscosity and \( p \) is the pressure. In addition to the equations shown above, the constraint for the saturation is

\[
S_w + S_{nw} = 1 \tag{5}
\]

and the two pressures are related by a capillary pressure function

\[
p_c = p_{nw} - p_{w} \tag{6}
\]

The total mobility \( \lambda_t \) and fractional flow of the wetting phase \( F \) are respectively defined by

\[
\lambda_t = \lambda_w + \lambda_{nw} = \frac{k_{rw}}{\mu_{w}} + \frac{k_{rnw}}{\mu_{nw}} \tag{7}
\]

\[
F = \frac{\lambda_w}{\lambda_t} = \frac{\lambda_w}{\lambda_w + \lambda_{nw}} = \frac{k_{rw}/\mu_{w}}{k_{rw}/\mu_{w} + k_{rnw}/\mu_{nw}} \tag{8}
\]

**Hydrophobic case** In this case, \( \mathbf{u}_t, p_{nw} \) and \( S_{nw} \) are unknown variables and therefore all other variables can be expressed in terms of these three unknown variables. After a lengthy derivation process similar to that described for the hydrophilic case in [10], the transport of two fluids in hydrophobic porous media is governed by the following set of equations

\[
\mathbf{u}_t = -\lambda_t K \nabla p_{nw} + \lambda_{w} K \nabla p_c \tag{9}
\]

\[
\nabla \cdot \mathbf{u}_t = q_w + q_{nw} \tag{10}
\]

\[
\epsilon \frac{\partial S_{nw}}{\partial t} + \nabla \cdot \left( (1 - F) \mathbf{u}_t \right) - \nabla \cdot \left( \lambda_{nw} F K \nabla p_c \right) = q_{nw} \tag{11}
\]
The capillary pressure $p_c$ in equations (9) and (11) is correlated as a function of the saturation. This relationship, proposed by Leverett [11,12], is the so-called Leverett J-function:

$$J(S_e) = \frac{p_c}{\sigma_c \cos(\theta_c)} \left( \frac{k}{\epsilon} \right)^{1/2}$$

(12)

where $\sigma_c$ is the surface tension, $k$ is the permeability, $\theta_c$ is the contact angle varying between $90^\circ$ and $180^\circ$ for the hydrophobic case, and $S_e$ is the effective saturation [13,3,14], defined as

$$S_e = \frac{S_{nw} - S_{irr}}{1 - S_{irr}}$$

(13)

where $S_{irr}$ is the so-called immobile or irreducible saturation [13,15], which stands for the amount of entrapped liquid fluid. It can be regarded as a threshold point below which liquid remains immobile.

Here we use a validated J capillary relationship developed by Kumbur et al. [9] for PEMFC diffusion media between capillary pressure and saturation as

$$K(S_{nw}) = \begin{cases} 
wt\% (0.0469 - 0.00152(wt\%) - 0.0406S_{nw}^2 + 0.143S_{nw}^3) + 0.0561 \ln S_{nw} & \text{if } 0 < S_{nw} < 0.5 \\
wt\% (1.534 - 0.0293(wt\%) - 12.68S_{nw}^2 + 18.824S_{nw}^3) + 3.416 \ln S_{nw} & \text{if } 0.5 \leq S_{nw} \leq 0.65 \\
wt\% (1.7 - 0.0324(wt\%) - 14.1S_{nw}^2 + 20.9S_{nw}^3) + 3.79 \ln S_{nw} & \text{if } 0.65 < S_{nw} < 1.0 
\end{cases}$$

where wt% represents PTFE (one hydrophobic material coating carbon fibers) weight percentage in PEMFC diffusion media. Moreover, the relationship represents physical properties of PEMFC diffusion media [9]. Here, since the validated J-function $K(S_{nw})$ already incorporates the wettability of air and water inside equation (14), we can cancel
the contact angle $\theta_c$ in the original Leverett-J relation (12) and then rearrange it as

$$p_c = \frac{\sigma_c}{(k/\epsilon)^{1/2}} K(S_{nw})$$

(14)

Furthermore, in order to make the system well-posed physically and mathematically, $\partial p_c/\partial S_{nw}$ has to have a positive sign so that the capillary diffusion term in equation (11) is always negative. Its positive slope can be proved by checking the form of equation (14) in Figure 2.

Fig. 2. A validated J function ($K(S_{nw})$ vs $S_{nw}$) with wt\% = 5 for PEMFC diffusion media developed by Kumbur et al. [9]

Then, $\nabla p_c$ in equations (9) and (11) is further obtained:

$$\nabla p_c = \frac{\sigma_c}{(k/\epsilon)^{1/2}} \frac{d(K(S_{nw}))}{dS_{nw}} \nabla S_{nw} + \sigma_c K(S_{nw}) \epsilon^{1/2} \left( -\frac{1}{2} k^{-4} \right) \nabla k$$

(15)

When the above equation is substituted into equations (9) and (11) respectively, we obtain the final governing equations considered herein.

The considered heterogeneous porous media are set to be isotropic. Thus, $K(x) = \gamma_m$.
\( k_{rm}(x) \cdot I \), where \( k_{rm} \) which is a scalar function of \( x \) represents a randomly distributed medium, \( I \) is the second-order unit tensor and \( \gamma_m \) is a magnitude scaling factor of permeability. In order to demonstrate the robustness of this proposed shock-type adaptive refinement technique, one permeability model already used in one tutorial program implemented by Li and Bangerth [7] is introduced into this work. The permeability model is defined to be \( k_{rm}(x) \)

\[
k_{rm}(x) = \min \left\{ \max \left( \sum_{l=1}^{N_p} \Psi_l(x), 10^{-10} \right), 3.0 \times 10^{-8} \right\}
\]

where

\[
\Psi_l(x) = \exp \left( -\left( \frac{|x - x_l|}{B_w} \right)^2 \right)
\]

where the centres \( x_l \) are \( N_p \) randomly chosen locations inside the domain and \( B_w \) is the band width of the exponential function. This function models a domain in which there are \( N_p \) centres of higher permeability in the cracked region of the rock embedded in a matrix of more pristine, unperturbed background rock. The permeability function is bounded both above and below to limit the size of the condition number [7]. Figure 3 shows the permeability field contour with \( N_p = 15 \) used in the present work. Here, the permeability that is confined to a range of \( O(10^{-8}) \) to \( O(10^{-10}) \) cm\(^2\) satisfies the permeability range for PEMFC diffusion media.

2.2 Computational Domain and Initial and Boundary Conditions

The simulations in the hydrophobic case are performed on the computational domain \( \Omega = [0, L] \times [0, L] \) in two dimensions for \( t \in [0, T] \) where \( L \) is set to 0.025. The initial condition is set to \( S_{nw}(x, 0) = 0 \) in the non-wetting phase reservoir picture. The boundary
conditions for the velocity/pressure equations (9) and (10) in two dimensions are set to

\[ p_{nw}(x, t) = 0 \quad \text{for} \ (x, y) \in \{x = [0, L/2] \} \times \{y = L\}, \quad (18) \]

\[ \mathbf{u}_x = 0 \quad \text{for} \ (x, y) \in \{x = [L/2, L]\} \times \{y = L\}, \quad (19) \]

\[ \mathbf{u}_y = 0 \quad \text{for} \ (x, y) \in \{x\} \times \{y = 0\}, \quad (20) \]

\[ \mathbf{u}_t \cdot \mathbf{n} = 0 \quad \text{for} \ (x, y) \in \{x = 0\} \times \{y\}, \quad (21) \]

\[ \mathbf{u}_t \cdot \mathbf{n} = 0 \quad \text{for} \ (x, y) \in \{x = L\} \times \{y\} \quad (22) \]
The boundary conditions for the saturation transport equation (11) in two dimensions are set to

\[ S_{nw}(x, t) = 0 \quad \text{on} \quad \Gamma_{in}(t) \quad \text{for} \quad (x, y) \in \{x = [0, L/2]\} \times \{y = L\}, \quad (23) \]

\[ n \cdot \nabla S_{nw} = 0 \quad \text{for} \quad (x, y) \in \{x = [L/2, L]\} \times \{y = L\}, \quad (24) \]

\[ n \cdot \nabla S_{nw} = 0 \quad \text{for} \quad (x, y) \in \{x\} \times \{y = 0\}, \quad (25) \]

\[ n \cdot \nabla S_{nw} = 0 \quad \text{for} \quad (x, y) \in \{x = 0\} \times \{y\}, \quad (26) \]

\[ n \cdot \nabla S_{nw} = 0 \quad \text{for} \quad (x, y) \in \{x = L\} \times \{y\} \quad (27) \]

Fig. 4. Boundary conditions imposed in this work

The arrangement of these boundaries (see Figure 4) in the hydrophobic case is meant to ideally construct the configuration of the gas diffusion layer (GDL) of PEM fuel cells. The boundary at \((x, y) \in \{x = [0, L/2]\} \times \{y = L\}\) in two dimensions represents the gas channel-GDL interface and the boundary at \((x, y) \in \{x = [L/2, L]\} \times \{y = L\}\) in two dimensions denotes the current collector-GDL interface. The boundary at \((x, y) \in \{x\} \times \{y = 0\}\) in two dimensions stands for the GDL-catalyst layer interface.
Adaptive operator splitting and time stepping The time stepping schemes most commonly used to solve equations (9)–(11) of the kind are IMPES (implicit pressure, explicit saturation) type where one first solves the implicit pressure/velocity system (9)–(10) with the current saturation values, and then uses an explicit time stepping scheme to advance the saturation by one time step using (11). The vast majority of computing time in such schemes is spent in the implicit solver for the pressure and velocity variables. Computing efforts may be significantly reduced by noting that the pressure and velocity fields depend only weakly on the saturation, and therefore do not change significantly between time steps, whereas saturation fronts typically move by one cell in each step. To deal with this point, we have developed an adaptive operator splitting with an a posteriori criterion for advection-dominated two-phase flow [2]. This criterion is still used in this study and is given as

$$\theta(n, n_p) = \max_{\kappa \in T} \left( \frac{1}{\lambda_t \left(S_{nw}^{(n-1)}\right)} - \frac{1}{\lambda_t \left(S_{nw}^{(n_p-1)}\right)} \right) \left\| K^{-1} \right\|_{L^\infty(\kappa)}$$

where superscripts in parentheses denote the number of the time step at which a quantity is defined and $n_p < n$ is the last step at which we actually computed the velocity and pressure variables. Readers are referred to our previous paper for a more detailed algorithm [2].

Space discretization for velocity/pressure part Continuous finite elements are used to discretize the velocity and pressure fields. In order to approximate both a vector variable (e.g. a fluid velocity) and one scalar variable (e.g. pressure) simultaneously and to give a high order approximation of these variables, mixed finite elements are used. For the mixed finite element spaces, it is well established that the so-called Babuska-Brezzi or Ladyzhenskaya-Babuska-Brezzi (LBB) conditions [16,17] need to be satisfied to ensure
the stability of the pressure-velocity system. These stability conditions are satisfied in the present work by using elements for velocity that are one order higher than for the pressure, i.e. \( u_h \in Q_{p+1}^d \) and \( p_h \in Q_p \), where \( p = 1 \), \( d \) is the space dimension, and \( Q_s \) denotes the space of tensor product Lagrange polynomials of degree \( s \) in each variable.

**Space discretization of saturation transport equation** Continuous finite elements are used to discretize the saturation field, i.e. \( S_h \in Q_1 \). This was chosen even though discontinuous Galerkin (DG) finite element methods have become more popular for advection problems [17] primarily because we have a capillary pressure (diffusion) term. The discretization of the Laplace operator (or diffusion term) using DG methods leads to a significant number of additional terms that need to be integrated on each face between cells. Discontinuous Galerkin finite elements also have the drawback that the use of numerical fluxes introduces an additional numerical diffusion that acts everywhere. In order to avoid the cumbersome problems associated with DG finite element space, an alternative method is to add a stabilization term in the form of a nonlinear viscosity into the saturation transport equation (11), i.e.

\[
\epsilon \frac{\partial S_{nw}}{\partial t} + \nabla \cdot ((1 - F) u_t) - \nabla \cdot (\lambda_{nw} F K \nabla p_c) - q_w - \nabla \cdot (\nu(S_{nw}) \nabla S_{nw}) = 0 \tag{29}
\]

where \( \nu(S_w) \) is the amount of artificial viscosity. The stabilization factor \( \nu \) is chosen in such a way that, if the discretized saturation \( S_{nw} \) satisfies the original equation (11), the artificial diffusion term is zero. In other words, this term acts primarily in the vicinity of discontinuities (or other dependent variables) where our numerical approximation is not very accurate, and does not affect the areas where the saturation varies smoothly and our numerical approximation is accurate. The literature contains a number of approaches to achieve this. Here we adopt a scheme developed by Guermond and Pasquetti [6] which builds on a suitably defined residual and a limiting procedure for the additional viscosity. The artificial viscosity is a piecewise constant function defined on each cell \( K \) with
where $\alpha$ is a stabilization exponent that we chose to be $\alpha = 1$, and $\beta$ is a user-defined dimensionless stabilization constant that is chosen to be as small as possible but as large as necessary to avoid unphysical oscillations in the solution [1]. Following Guermond and Pasquetti [6] as well as Kronbichler and Bangerth [18], the velocity and saturation global normalization constant, $c(u_t, S_{nw})$, and the residual $\text{Res}(u_t, S_{nw})$ are respectively given by

\[
c(u_t, S_{nw}) = c_R \|u_t\|_{L^\infty(\Omega)} \text{var}(S_{nw}) |\text{diam}(\Omega)|^{\alpha-2}
\]

where $c_R$ is the dimensionless user-defined constant, $\text{diam}(\Omega)$ is the diameter of the domain and $\text{var}(S_{nw})$ is the range of the average saturation values in the entire computational domain $\Omega$, given mathematically by

\[
\text{var}(S_{nw}) = \max_{\Omega} S_{nw} - \min_{\Omega} S_{nw}
\]

and

\[
\text{Res}(u_t, S_{nw}) = D_R \cdot (S_{nw})^{n-1}
\]

where

\[
D_R = \frac{\partial S_{nw}}{\partial t} + \nabla \cdot ((1 - F) u_t) - \nabla \cdot (\lambda_{nw} F K \nabla p_c) - q_w
\]

Guermond and Pasquetti [6] demonstrate excellent performance and computational results for this scheme and provide details on the derivation. The stabilization term is critical in order to obtain a saturation field that is oscillation free. Results already discussed and validated in [1] using the above method are free of unphysical oscillations.

**Adaptive mesh refinement** The same shock-type refinement approach used in [1] is adopted in an attempt to reduce the number of degrees of freedom, resulting in a significant increase in computational efficiency and fine-scale resolution. The refinement indicator for
each cell centre represents the scale of the saturation gradient and is computed by

$$\eta_K = |\nabla S_{nw}|$$

(35)

This is analogous to a compressible flow problem, where density gradients are used to indicate refinement. In this work, the refinement indicator is computed for each cell and the refinement operations are performed by the following criteria; if a cell has a indicator value greater than 1.7, the cell is refined; if a cell has an indicator less than 1.1, the cell is agglomerated. For more information regarding the implementation of mesh refinement readers are referred to [19,20].

**Block matrix preconditioning** Following the discretization of the governing equations (9)–(11) discussed above, we obtain a linear system of equations in time step \( (n) \) of the following form:

$$
\begin{pmatrix}
M^u & B^T & R \\
B & 0 & 0 \\
H & 0 & M^S + Y
\end{pmatrix}
\begin{pmatrix}
U^{(n)} \\
P^{(n)} \\
S^{(n)}_{nw}
\end{pmatrix} =
\begin{pmatrix}
F_1 \\
F_2 \\
F_3
\end{pmatrix}
$$

(36)

where the individual matrices and vectors are defined as follows using shape functions \( v_i \) for velocities and \( \phi_i \) for both pressures and saturations:

$$M^u_{ij} = \left( (K\lambda_t \left( S_{nw}^{(n-1)} \right))^{-1} v_i, v_j \right)_\Omega$$

(37)

$$B_{ij} = - (\nabla \cdot v_j, \phi_i)_\Omega$$

(38)

$$R_{ij} = - \left( (I\lambda_t \left( S_{nw}^{(n-1)} \right))^{-1} \lambda_{nw} \left( S_{nw}^{(n-1)} \right) \frac{\partial p_c}{\partial S_{nw}} \nabla \phi_i, v_j \right)_\Omega$$

(39)

$$(F_1)_i = \left( (I\lambda_t \left( S_{nw}^{(n-1)} \right))^{-1} \lambda_{nw} \left( S_{nw}^{(n-1)} \right) \frac{\partial n_c}{\partial k} \nabla k, v_i \right)_\Omega$$

(40)

$$(F_2)_i = - \left( (q_w + q_{nw}) , \phi_i \right)_\Omega$$

(41)
and

\[
M_{ij}^S = (\epsilon \phi_i, \phi_j)_\Omega 
\]

\[
Y_{ij} = \Delta t \left( \left( \lambda_{nw} (S_{nw}^{(n-1)}) F (S_{nw}^{(n-1)}) K \frac{\partial p_c}{\partial S_{nw}} \right) \nabla \phi_i, \nabla \phi_j \right)_\Omega
\]

\[
H_{ij} = -\Delta t \left( (1 - F (S_{nw}^{(n-1)})) v_i, \nabla \phi_j \right)_\Omega
\]

\[
(F_3)_i = (\epsilon S_{nw}^{(n-1)}, \phi_i)_\Omega + \Delta t (q_{nw}, \phi_i)_\Omega - \Delta t \left( \nu_{\alpha} (S_{nw}^{(n-1)}) \nabla S_{nw}^{(n-1)}, \nabla \phi_i \right)_\Omega
\]

\[+ \Delta t \left( \nabla \cdot \left( \lambda_{nw} (S_{nw}^{(n-1)}) F (S_{nw}^{(n-1)}) K \frac{\partial p_c}{\partial k} \nabla k \right), \phi_i \right)_\Omega
\]

To use a linear solver implemented in our previous paper [2], we have to move the block matrix \( R \) to the right hand side of (36). The linear system above is in block triangular form if we consider the top left \( 2 \times 2 \) panel of matrices as one block. We can therefore first solve for the velocity and pressure (unless we decide to use \( U^{(np)} \) in place of the velocity, as discussed in [2] followed by a solve for the saturation variable. The first of these steps requires us to solve

\[
\begin{pmatrix}
M^u & B^T \\
B & 0
\end{pmatrix}
\begin{pmatrix}
U^{(n)} \\
P^{(n)}
\end{pmatrix}
= \begin{pmatrix}
F_1 \\
F_2
\end{pmatrix}
\]

We apply the Generalized Minimal Residual (GMRES) method (Saad and Schultz [21]) to this linear system. The ideal preconditioner for the system (46) is

\[
P = \begin{pmatrix}
M^u & 0 \\
B & -S
\end{pmatrix}, \quad P^{-1} = \begin{pmatrix}
(M^u)^{-1} & 0 \\
S^{-1}B(M^u)^{-1} & -S^{-1}
\end{pmatrix}
\]

where \( S = B(M^u)^{-1}B^T \) is the Schur complement [22] of the system. This preconditioner
is optimal since

\[
P^{-1} \begin{pmatrix} M^u B^T \\ B & 0 \end{pmatrix} = \begin{pmatrix} I (M^u)^{-1} B^T \\ 0 & I \end{pmatrix},
\]

(48)

and consequently all eigenvalues are equal to one. GMRES with this preconditioner would then converge in one iteration.

However, we cannot of course expect to use exact inverses of the velocity mass matrix and the Schur complement. We therefore follow the approach by Silvester and Wathen [23] originally proposed for the Stokes system. Adapting it to the current set of equations yield the preconditioner

\[
\tilde{P}^{-1} = \begin{pmatrix} (\tilde{M}^u)^{-1} & 0 \\ \tilde{S}^{-1}B(\tilde{M}^u)^{-1} & -\tilde{S}^{-1} \end{pmatrix}
\]

(49)

where a tilde indicates an approximation of the exact inverse matrix. In particular, since 

\((M^u)^{-1} = ((K\lambda_t)^{-1} v_i, v_j)_{\Omega}\) is a sparse symmetric and positive definite matrix, we choose for \((M^u)^{-1}\) a single application of a sparse incomplete Cholesky decomposition of this matrix [24]. We note that the Schur complement that corresponds to the porous media flow operator (without capillary transport) in non-mixed form, \(\nabla \cdot [K\lambda_t(S_{nw})] \nabla\) and \(\tilde{S} = ((K\lambda_t) \nabla\phi_i, \nabla\phi_j)_{\Omega}\) should be a good approximation of the actual Schur complement matrix \(S\). Since both of these matrices are again symmetric and positive definite, we use an incomplete Cholesky decomposition of \(\tilde{S}\) for \(\tilde{S}^{-1}\). It is important to note that \(\tilde{S}\) needs to be built with Dirichlet boundary conditions to ensure its invertibility.

Once the velocity is available, we can assemble \(Y, H\) and \(F_3\) and solve for the saturations
using

\[ M^S S_{nw}^{(n)} = F_3 - HU^{(n)} - YS_{nw}^{(n)}. \] (50)

where the mass matrix \( M^S \) is solved by the conjugate gradient method, using an incomplete Cholesky decomposition as preconditioner once more.

2.4 Coefficients and Parameters

In the present work, there are four quantities that need to be defined. The two relative permeability curves are estimated by the following equations [25]:

\[ k_{rw}(S_e) = S_e^3 \] (51)
\[ k_{rnw}(S_e) = (1 - S_e)^3 \] (52)

And the source/sink terms \( q_w \) and \( q_{nw} \) in equations (10) and (11) are respectively defined as

\[ q_w = \sum_{i=1}^{N_s} q_{w}^{(i)} H_{A_s^{(i)}}(x) \] (53)
\[ q_{nw} = 0 \] (54)

where \( q_{w}^{(i)} \) indicates the volume of the fluid produced or injected per unit time at the \( i \)-th source/sink, \( N_s \) is the number of the sources/sinks and \( H_{A_s^{(i)}}(x) \) is an indicator function at the \( i \)-th sub-domain \( A_s^{(i)} \), defined as \( H_{A_s^{(i)}}(x) = 1 \) if \( x \) lies inside the \( i \)-th sub-domain and \( H_{A_s^{(i)}}(x) = 0 \) if \( x \) lies outside the \( i \)-th sub-domain. In the present work, the source \( q_{w}^{(i)} \) for each individual sub-domain has equal magnitude, which is set to a constant value of 100 (1/sec), every sub-domain is a circle with a constant radius of \( 10^{-3} \) cm and \( N_s \) is set to a value of four. Their four locations are at \((x_e^{(1)}, y_e^{(1)}) = (0.005, 0.002), (x_e^{(1)}, y_e^{(1)}) = (0.010, 0.002), (x_e^{(1)}, y_e^{(1)}) = (0.015, 0.002), \) and \((x_e^{(1)}, y_e^{(1)}) = (0.020, 0.002).\)
All the sub-domains considered do not overlap each other according to their specifications described above. All the other parameters are shown in Table 1. Among them, we choose two parameters – $\mu_w = 2.075 \times 10^{-4} \text{ g} \cdot \text{cm}^{-1} \cdot \text{sec}^{-1}$ for air (wetting phase) and $\mu_{nw} = 3.55 \times 10^{-3} \text{ g} \cdot \text{cm}^{-1} \cdot \text{sec}^{-1}$ for water (non-wetting phase) – as actual physical quantities.

3 Numerical Results and Discussion

At the beginning, we first show the numerical validation of an advection-dominated two-phase flow in uniform porous media. Then, numerical results which consider capillary transport are shown in a computational domain.

3.1 Validation of the Buckley-Leverett problem in uniform porous media

Here, for numerical validation, we compare the present results obtained with the adaptive grid method to a previous work using uniform grids in which Raviart-Thomas finite elements are adopted for velocity and discontinuous Galerkin (DG) elements for pressure and saturation [7]. The used parameters in this validation are shown in Table 2. Initial conditions are only required for the saturation variable, and we choose $S_{nw}(x, 0) = 0$, i.e. the porous medium is initially filled by the non-wetting phase. We prescribe a linear pressure on the boundaries:

$$p(x, t) = 1 - x \quad \text{on} \quad \partial \Omega \times [0, T].$$

The pressure and saturation uniquely determine a velocity, and the velocity determines whether a boundary segment is an inflow or outflow boundary. On the inflow part of the
boundary, $\Gamma_{in}(t)$, we impose

$$S_{nw}(x, t) = 1 \quad \text{on} \quad \Gamma_{in}(t) \cap \{x = 0\}, \quad (56)$$

$$S_{nw}(x, t) = 0 \quad \text{on} \quad \Gamma_{in}(t) \setminus \{x = 0\}. \quad (57)$$

In other words, the domain is flooded by the wetting phase from the left. No boundary conditions for the saturation are required for the outflow parts of the boundary.

Following a commonly used prescription for the dependence of the relative permeabilities $k_{rw}$ and $k_{rnw}$ on saturation, we use

$$k_{rw} = S_e^2, \quad k_{rnw} = (1 - S_e)^2. \quad (58)$$

Figure 5 shows the present numerical results in comparison with the work of Li and Bangerth [7]. In this numerical simulation where the ratio of $\mu_{nw}$ to $\mu_w$ is up to 17.11, in order to efficiently damp unphysical oscillations, we need to increase the amount of stabilization by increasing the value of $\beta$ to 0.38 since numerical instabilities arise due to physical flow instabilities ($\mu_{nw}/\mu_w \gg 1$)(see, for example, Wooding and Morel-Seytoux [26], and Bear [13]). Figure 5c shows a good agreement of both the cases; however, Figure 5d shows noticeable differences in the saturation around the top and bottom corners. The differences are due to the lower accuracy and higher diffusivity of the low-order DG approximation. This approximation makes the solutions rough around complicated flow areas, resulting in the inaccuracy of the solutions.

3.2 Numerical experiments with considering capillary transport

In this section, the four circle-shaped source terms for $q_{nw}$ are placed around the bottom of the computational domain $\Omega$.

Figure 6 shows time-evolution saturation contours with their corresponding adaptive grids.
Fig. 5. Numerical results for uniform media in comparison with previous work of Li and Bangerth [7] at $t = 14.27 \text{ sec}$ when the pressure-velocity system is solved adaptively saturation time steps (adaptive operator splitting: $\theta^* = 1.0$). (a) Saturation field using discontinuous Galerkin space (previous work). (b) Saturation field using continuous space with the stabilizing term and operator splitting (present work). (c) Saturation profile along $y = 0.5$. (d) Saturation profile along $y = 0.9$.

The non-wetting phase fluid is injected into a hydrophobic porous medium initially filled with the wetting-phase fluid. The simulation refines and coarsens the meshes, depending on where discontinuities propagate. Therefore, the simulation reaches clear levels of resolution of flow field while keeping the numbers of degrees of freedom as low as possible.
Motivated by a problem that fuel cell two-phase mixture models are facing, we demonstrate that our validated diffusive scheme has a powerful ability to handle highly sharp concentration gradients while maintaining accuracy with no upwinding. The diffusive scheme that we adapt here is believed to solve the problem in the field of two-phase mixture model of PEMFC. In addition to this, this numerical combination [1,2] we present includes an adaptive operator splitting with an a posteriori criterion that avoids solving a transport
equation at every time step, block matrix preconditioning that greatly makes an improvement in the solution of linear systems, and adaptive mesh refinement that can refine and coarsen areas that are eventful. Overall, to improve the numerical efficiency in all aspects, the numerical algorithms we use in the present work can be extended to a broad range of complex transport problems.
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Table 1
Parameters used in the model

<table>
<thead>
<tr>
<th>PARAMETER</th>
<th>SYMBOL</th>
<th>VALUE</th>
<th>UNIT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Porosity</td>
<td>$\epsilon$</td>
<td>0.6</td>
<td>-</td>
</tr>
<tr>
<td>Air viscosity (wetting)</td>
<td>$\mu_w$</td>
<td>$2.075 \times 10^{-4}$</td>
<td>$g \cdot cm^{-1} \cdot sec^{-1}$</td>
</tr>
<tr>
<td>Water viscosity (nonwetting)</td>
<td>$\mu_{nw}$</td>
<td>$3.55 \times 10^{-3}$</td>
<td>$g \cdot cm^{-1} \cdot sec^{-1}$</td>
</tr>
<tr>
<td>Immobile or irreducible saturation</td>
<td>$S_{irr}$</td>
<td>0.18</td>
<td>-</td>
</tr>
<tr>
<td>Surface tension</td>
<td>$\sigma_c$</td>
<td>$10^{-4}$ or $10^{-2}$</td>
<td>$g \cdot sec^{-2}$</td>
</tr>
<tr>
<td>PTFE weight percentage</td>
<td>wt%</td>
<td>5</td>
<td>-</td>
</tr>
<tr>
<td>Number of high-permeability centres</td>
<td>$N_p$</td>
<td>15</td>
<td>-</td>
</tr>
<tr>
<td>Permeability magnitude scaling factor</td>
<td>$\gamma_m$</td>
<td>$10^{-7}$</td>
<td>-</td>
</tr>
<tr>
<td>Band width</td>
<td>$B_w$</td>
<td>0.0013</td>
<td>-</td>
</tr>
<tr>
<td>Number of source/sink terms</td>
<td>$N_s$</td>
<td>4</td>
<td>-</td>
</tr>
<tr>
<td>The $i$-th wetting-phase source/sink intensity</td>
<td>$q_{w}^{(i)}$</td>
<td>100</td>
<td>$sec^{-1}$</td>
</tr>
<tr>
<td>Stabilization exponent</td>
<td>$\alpha$</td>
<td>1.0</td>
<td>-</td>
</tr>
<tr>
<td>Stabilization constant</td>
<td>$\beta$</td>
<td>0.03</td>
<td>-</td>
</tr>
<tr>
<td>Normalization constant</td>
<td>$c_R$</td>
<td>1.0</td>
<td>-</td>
</tr>
<tr>
<td>Operator splitting threshold</td>
<td>$\theta^*$</td>
<td>2.0</td>
<td>-</td>
</tr>
</tbody>
</table>
Table 2
Parameters used in the Buckley-Leverett problem

<table>
<thead>
<tr>
<th>PARAMETER</th>
<th>SYMBOL</th>
<th>VALUE</th>
<th>UNIT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Porosity</td>
<td>$\epsilon$</td>
<td>1.0</td>
<td>-</td>
</tr>
<tr>
<td>Air viscosity (wetting)</td>
<td>$\mu_w$</td>
<td>$2.075 \times 10^{-4}$</td>
<td>$g \cdot cm^{-1} \cdot sec^{-1}$</td>
</tr>
<tr>
<td>Water viscosity (nonwetting)</td>
<td>$\mu_{nw}$</td>
<td>$3.55 \times 10^{-3}$</td>
<td>$g \cdot cm^{-1} \cdot sec^{-1}$</td>
</tr>
<tr>
<td>Permeability (constant)</td>
<td>$k$</td>
<td>0.1</td>
<td>$cm^2$</td>
</tr>
<tr>
<td>Immobile or irreducible saturation</td>
<td>$S_{irr}$</td>
<td>0.0</td>
<td>-</td>
</tr>
<tr>
<td>Stabilization exponent</td>
<td>$\alpha$</td>
<td>1.0</td>
<td>-</td>
</tr>
<tr>
<td>Stabilization constant</td>
<td>$\beta$</td>
<td>0.38</td>
<td>-</td>
</tr>
<tr>
<td>Normalization constant</td>
<td>$c_R$</td>
<td>1.0</td>
<td>-</td>
</tr>
<tr>
<td>Operator splitting threshold</td>
<td>$\theta^*$</td>
<td>1.0</td>
<td>-</td>
</tr>
</tbody>
</table>
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