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ABSTRACT

Localization is very important for self-organizing wireless networks. The localization process involves two main steps: ranging, i.e., estimating the distance between an unlocalized node and the anchor nodes within its range, and the localization algorithm to compute the location of the unlocalized nodes using the anchor coordinates and the estimated ranges. To be able to estimate the distance, the receiver needs to detect the arrival time of the received signals precisely. Thus, the first part of this research is related to time synchronization.

We propose two new symbol timing offset estimation (STO) algorithms that can detect the start of an orthogonal frequency division multiplexing (OFDM) symbol more accurately than others in a Rayleigh fading channel. OFDM is used to perform timing synchronization because it is incorporated in many current and future wireless systems such as 802.11, WiMAX, wireless USB, and WiMedia. The first
proposed algorithm uses a metric that is calculated recursively. Two estimation methods are considered: one using the average of the metric results, and the other using the median. The second approach uses a preamble designed to have a maximum timing metric for the correct location and very small values otherwise. These algorithms are shown to outperform recent algorithms in the literature.

In the second part of this dissertation we explore the second step of the localization problem. There are two kinds of localization: range-free and range-based. A new distributed range-free localization algorithm is proposed where every unlocalized node forms two sets of anchors. The first set contains one-hop anchors from the unlocalized node. The second set contains two-hop and three-hop anchors away from the unlocalized node. Each unlocalized node uses the intersections between the ranging radii of these anchors to estimate its position.

Four different range-based localization algorithms are proposed. These algorithms use techniques from data mining to process the intersection points between an unlocalized node and nearby anchors. The first proposed scheme is based on decision tree classification to select a group of intersection points. The second is based on the decision tree classification and $K$-means clustering algorithms applied to the selected intersection points by the decision trees. The third is based on decision tree classification and the density-based spatial clustering of applications with noise (DBSCAN) algorithm applied to the intersection points selected by decision trees. The last approach uses the density-based outlier detection (DBOD) algorithm. DBOD assigns density values to each point being used in the location estimation. The mean of these densities is calculated and those points having a density larger than the mean are kept as candidate points. These proposed approaches are shown to outperform recent algorithms in the literature.
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Chapter 1

Introduction

Digital modulation is well established in wireless communication systems. It enables the use of advanced signal processing and coding techniques to improve transmission quality. In recent decades, great attention has been paid to improving mobile and indoor wireless networks. In parallel, the ever increasing demand for higher speeds in these networks has caused a move from narrowband to wideband systems [1].

Advanced wireless devices should be capable of locating and tracking a user or wireless device in a network precisely. This capability can enable many applications in wireless networks. These wireless devices should also survive in extreme environments with multipath fading and non-line-of-sight (NLOS) signal paths.

Two important design issues in developing such a system are precise location estimation and a flexible data rate to accommodate varied applications. For example, sending only location information to an access point in the network requires a low data rate. However, sending real-time audio or video from a terminal node to the access point requires a high data rate to achieve sufficient quality of service. Providing accurate location information in wireless networks will be an essential
feature in the future to introduce services such as secure routing, location-based routing and monitoring the coverage area of the network. The coverage area of a wireless network can be determined by knowing the location of each node and its transmission range. This knowledge also helps to deploy additional nodes in uncovered areas if needed, or replace dead nodes by new ones.

Providing accurate location information requires accurate ranging, and accurate ranging requires accurate time synchronization. Thus, the first step in constructing a localization system is accurately determining the arrival time of the signal at the receiver.

1.1 Time Synchronization and Localization

Time synchronization is the first step in determining the location of wireless nodes. Accurate synchronization leads to accurate distance estimation between the nodes. Localization means computing the coordinates of a node position. Navigation and tracking are two applications of localization. They act like dynamic localization where the localization process is repeated periodically.

The two steps of localization are ranging i.e., measuring the distance between an unlocalized node and anchor nodes, and localizing i.e., computing node coordinates based on distances estimates, as shown in Fig. 1.1. An unlocalized node is one whose location has not yet been determined. An anchor node knows its coordinates, for example they can be obtained via GPS. In Fig. 1.1a three anchors are shown with one unlocalized node residing within their ranges. $d_1$, $d_2$, and $d_3$ represent the estimated distances between Anchor$_1$, Anchor$_2$, and Anchor$_3$, respectively and the unlocalized node, which is represented by a black star. In Fig. 1.1b the circles represent the estimated distance for each anchor to the unlocalized node. If
all anchors are able to estimate the distance precisely, the three circles will intersect exactly on the unlocalized node and then the node location is known exactly.

Estimating the distance is required only in range-based localization schemes. In range-free localization the first step is not needed. Proximity sensing is used to determine if a node is in range of other nodes or not. In the literature, there are different names for anchor nodes. They are called landmarks, beacons, references, or locators nodes. The unlocalized nodes are called agents, blindfolded, dump, unknown, or targets nodes. The terms anchor nodes and unlocalized nodes are used throughout this dissertation.

Localization in wireless networks has seen a lot of research in the last decade. One can ask, why not use the global positioning system (GPS) to locate each node? Implementing a GPS device in each node is a costly solution, especially if there are a large number of wireless nodes. In addition, GPS will not give accurate results
for indoor wireless networks. The goal is to determine the location of every node after the deployment process with the highest possible accuracy and at a low cost.

1.2 Motivation

Wireless networks are currently deployed in urban areas, as well as in indoor environments such as offices and homes. In these environments, the transmitted signal experiences multipath propagation before reaching the receiver. This means that multiple copies of the transmitted signal arrive with different delays and attenuations at the receiver. A signal that is based on a multiple carrier technique can survive very well in a multipath environment. With multiple carriers, the system bandwidth is divided into several parallel subbands. The most common implementation is based on the fast fourier transform (FFT) and is named orthogonal frequency division multiplexing (OFDM) \[1\]. FFT is an efficient algorithm to compute the discrete Fourier transform (DFT), and a DFT transforms the signal from a time domain representation to a frequency domain representation. In OFDM, a large number of closely-spaced orthogonal subcarriers are used to carry the data. This data is divided into several parallel data streams or channels, one for each subcarrier. Each subcarrier is modulated with a conventional modulation scheme such as quadrature amplitude modulation (QAM) or phase-shift keying (PSK) at a low symbol rate, maintaining the total data rate similar to conventional single-carrier modulation over the same bandwidth.

As mentioned earlier, adding location information for wireless nodes and the ability to locate any new node or wireless device in a wireless network is a great feature that has many applications. There are civil applications like monitoring patients in hospitals and tracking animals, as well as military applications like
tracking soldiers and vehicles in a battlefield.

The use of OFDM signals for time synchronization is based on its use in current standards like WLAN (802.11), WiMAX, wireless USB, and WiMedia and also its promise for future standards. This motivates research into localization using OFDM technology. In this dissertation solutions are developed that can be used in any OFDM-based system. More information about OFDM will be presented in Chapter 2.

1.3 Problem Statement

The first problem is time synchronization in OFDM systems. Fig. 1.2 shows the received OFDM signal via a multipath channel. In an OFDM system, the data bits at the transmitter are first converted to PSK or QAM symbols via mapping. These symbols are divided into blocks of length $N$, where $N$ is the number of subcarriers in an OFDM symbol. Then each symbol vector $X = [X_0 X_1 X_2 \cdots X_{N-1}]^T$ is converted to the corresponding OFDM symbol $x$ via an IFFT to generate the time-domain OFDM signal which is expressed as:

$$x(n) = \sum_{k=0}^{N-1} X_k e^{j2\pi kn/N} \quad (1.1)$$

where $X_k$ is the PSK or QAM symbol. The $n$th received sample has the form:

$$y(n) = \sum_{m=0}^{L-1} h(m) x(n - m) \quad (1.2)$$

where $h(m)$ is the channel impulse response (CIR) with memory or length $L$. The CIR is given by
where $a_l$ is the amplitude of the $l$th MPC and the $\tau_l$ is the delay of the $l$th MPC.

At the receiver, we have time and frequency offsets. The time offset is modelled as a delay $\epsilon$ in the received signal, and the frequency offset is modelled as a phase distortion $v$ normalized to the frequency spacing between subcarriers. The received signal with time and frequency offsets plus AWGN noise $w(n)$ with variance $\sigma_w^2$ is

$$r(n) = y(n - \epsilon) e^{j2\pi vn/N} + w(n)$$  \hspace{1cm} (1.4)

In this dissertation we focus only on estimating $\epsilon$, assuming the frequency offset $v$ is estimated and compensated already.

![Figure 1.2: Ideal timing at the receiver.](image-url)

The other problem considered is localization in wireless networks. The nodes in the network are divided into anchors that know their locations and unlocalized nodes that must determine their locations by communicating with anchors within range. Each unlocalized node in the wireless network calculates its location based on the estimated distances to at least three anchors within its range in the case of range-based schemes, or just knowing the maximum possible range of anchors in the case of range-free schemes. An unlocalized node must be in range of at least three anchors to be able to estimate the distance. The location of an unlocalized
node is given by \( p(x, y) \), the anchors within its range are given by \( a_i(x_i, y_i) \), and the estimated distances between the unlocalized node and each anchor is \( d_i \) as shown in Fig. 1.3. The goal is to estimate the location of the unlocalized node \( p(\hat{x}, \hat{y}) \) based on the given information, which in this case is the three distance estimates and anchors locations.

![Figure 1.3: An illustration of the localization problem.](image)

### 1.4 Contributions

We propose two algorithms to solve the OFDM time synchronization problem and five new algorithms to solve the localization problem. The first OFDM timing algorithm is based on an enhanced correlation method with a new metric. The proposed algorithm outperforms a recent one presented in the literature. The second approach uses a preamble designed to have a maximum timing metric for the correct location and very small values otherwise.

A distributed range-free localization algorithm that is based on proximity in-
formation from multi-hop anchor nodes is proposed. This algorithm outperforms a recently published algorithm. Finally, five different distributed range-based localization algorithms are proposed, namely variance-based localization using decision trees (VBLDT), distance-based localization using decision tree (DBLDT), K-means-based localization (LKmeans), localization based on density-based spatial clustering of applications with noise (LDBSCAN), and finally a density-based outlier technique localization algorithm (LDBOD). These algorithms were inspired by results in the data mining field. Data mining is a rich field with algorithms that can be used to solve many problems [2].

1.5 Outline

Chapter 2 provides an introduction to multicarrier modulation and its advantages and disadvantages. Current OFDM technologies and standards that use OFDM are presented. The time synchronization problem is presented by reviewing some current time synchronizing methods. The proposed algorithms are also introduced. Performance results are given for different wireless channels.

Chapter 3 provides a general introduction to the localization problem. It starts with a review of different ranging techniques and localization algorithms. Sources of ranging errors are discussed and localization applications are reviewed to motivate the problem.

Chapter 4 considers range-free localization. Several known algorithms are reviewed and the proposed distributed range-free localization scheme is presented with different performance measures. Performance results are presented to compare the proposed algorithm with some methods in the literature.

Chapter 5 introduces a new approach to solving the problem of localization. A
number of classification and clustering algorithms from data mining are combined together to accurately estimate the location of different nodes in the network. Performance results and comparisons with recent schemes are given.

Finally in Chapter 6 conclusions are presented along with future directions.
Chapter 2

Time Synchronization

Multicarrier technology in the form of orthogonal frequency-division multiplexing (OFDM) is widely recognized as one of the most promising schemes for next generation wireless networks [3]. This technique has already been adopted in many applications, including terrestrial digital video broadcasting (DVB-T) and some commercial wireless LANs. OFDM is used in the European digital broadcast radio system, as well as in wired systems such as asymmetric digital subscriber-lines (ADSL).

2.1 OFDM Basics

Frequency division multiplexing (FDM) divides the channel bandwidth into subchannels and transmits multiple relatively low rate signals by transmitting each signal on a separate carrier frequency. A guard band is left between the subcarriers to ensure that the signal of one subcarrier does not overlap with the signal of an adjacent subcarrier. However, the bandwidth is not used efficiently. In order to solve the bandwidth efficiency problem, orthogonal frequency division multiplexing was proposed. In this case, the different carriers are orthogonal to each other.
Each narrowband subchannel experiences almost flat fading as shown in Fig. 2.1.

![Figure 2.1: An illustration of frequency selective and flat channel.](image)

The orthogonality property is apparent from Fig. 2.2 where at the peak of one subcarrier all other carriers have zero amplitude. OFDM is an efficient broadband multicarrier modulation method which offers superior performance and benefits over older, more traditional single carrier modulation methods. In single carrier communications, the data is modulated onto a single carrier frequency where the available bandwidth is occupied by each symbol. This can lead to inter-symbol-interference (ISI) between adjacent symbols in the case of a frequency selective channel. A spectrum example with three OFDM subcarriers is shown in Fig. 2.2. This shows that the spectra are partly overlapping, significantly increasing the spectral efficiency as compared to conventional FDM multicarriers systems. Fig. 2.3 shows the time and frequency representation of OFDM symbols.
with guard interval. The same OFDM signal in Fig. 2.2 is depicted in the time-domain in Fig. 2.4 with the guard interval represented by a cyclic prefix that is just a copy of the end of the symbol appended to the front. The guard interval and its importance are explained in Section 2.2.

Figure 2.2: Spectrum of OFDM.

Figure 2.3: Time and frequency representation of OFDM symbols with a guard interval.

The basic OFDM processing at the transmitter and receiver is summarized in the block diagram of Fig. 2.5. First the bits are modulated and then sent to a
serial to parallel block. Next the IFFT block converts the signal to the time domain. The resulting signal is converted to a serial stream, a guard interval is appended, converted to analogue, and finally sent through the channel. At the receiver, the same process is reversed.

2.2 Guard Interval

Two main signal degradations in OFDM systems are inter symbol interference (ISI) and inter carrier interference (ICI). Inter symbol interference (ISI) occurs when energy from one symbol spills over to the next symbol. This is usually caused by time dispersion in multipath channels when reflections of the previous symbol interfere with the current symbol. Inter carrier interference (ICI) occurs when the subcarriers lose their orthogonality, causing them to interfere with each other. This can
arise due to doppler shifts and frequency and phase offsets.

The guard interval (GI) acts as a guard space between successive OFDM symbols and, therefore, limits ISI, as long as the length of the GI is longer than the channel impulse response (CIR). The GI ensures orthogonality between the subcarriers by keeping the OFDM symbol periodic over the extended symbol duration, and therefore avoiding inter-carrier interference (ICI). Traditionally, the GI is the copy of the tail of each IFFT block, called the cyclic prefix (CP). Recently, zero-padding (ZP) has been proposed to replace the generally non-zero GI [4] [5]. Specifically, in each block of the so-called ZP-OFDM transmission, zero symbols with a length
greater than CIR are appended after the IFFT. If the number of zero symbols equals
the CP length, then ZP-OFDM and CP-OFDM transmissions have the same spec-
tral efficiency [4]. However, the receiver complexity is increased in the case of
ZP-OFDM. Conversely, ZP-OFDM can perform well, even in the presence of deep
frequent fading [6].

2.3 Wireless Systems using OFDM

The application of OFDM for wireless local-area-networks (WLANs) was first stan-
dardised in 1999 as IEEE 802.11a [7], often referred to as Wi-Fi, where it was used in
the 5 GHz frequency band. A similar system was standardized within ETSI under
the name of HiperLAN/2. Both systems specify a system with 20 MHz bandwidth,
64 subcarriers and a GI length of 16 samples (800 ns).

Recently, the application of OFDM has been proposed for ultra wideband (UWB)
communications [8] under the IEEE 802.15.3a PAN framework. This proposal em-
loys a signal bandwidth of 528 MHz, which is divided into 128 subcarriers, 100 of
which are used for data transmission. The system is based on multiband OFDM,
where consecutive symbols are transmitted in different frequency bands. Initial
deployment is foreseen in the 3.1-4.9 GHz band, but extensions to bands up to 10
GHz are envisioned for the future. The proposal is based on QPSK modulation
and a data rate varying from 53.3 Mbps up to 480 Mbps. In parallel to the stan-
dardisation by IEEE, a similar proposal was accepted in May 2005 as the wireless
USB [9] specification. Vendors are now starting to deliver products based on this

The use of OFDM has also been standardized for outdoor networks, for exam-
ple under the IEEE 802.16 framework. This effort is focused on wireless metropolitan-
area-networks (WMANs). These systems \[10\] are often collectively referred to as WiMax. They operate in the 2-11 GHz band, providing speeds up to 75 Mbps. The bandwidth is flexible, varying from 1.5 - 20 MHz. The system provides OFDM and OFDMA modes with 256 and 2048 subcarriers respectively \[1\]. OFDMA is OFDM with multiple access to serve multiple users. It is covered briefly in Section 2.4.

Recently, an extension to the 802.16 standard was proposed for applications to mobile networks. This extension is proposed for the frequency bands below 6 GHz and employs a scalable OFDMA design. The bandwidth is flexible, but, at a bandwidth of 5 MHz, a maximum data rate of 15 Mbps can be achieved. This design is being standardized as IEEE 802.16e and a version is currently being deployed in Korea as Wireless Broadband (WiBro) \[1\].

### 2.4 OFDM Properties and Main Advantages

A frequency selective channel occurs when the transmitted signal experiences a multipath environment. Under such conditions, a given received symbol can be potentially corrupted by a number of previous symbols. This effect is commonly known as inter symbol interference (ISI), as mentioned before. To avoid such interference, the symbol duration, $T_{\text{symbol}}$, should be much larger than the delay spread $\tau_m$ (maximum amount of time between the first and last multipath signal at the receiver). This leads to poor efficiency in terms of transmission rate in the case of single carrier systems. In an OFDM system, $N$ data symbols are transmitted on $N$ different subcarriers to overcome the effects of frequency selective channels. In this way, the transmission rate remains the same but the system is now more robust to ISI.

The performance of OFDM in frequency selective fading can be improved by
the use of channel coding, yielding coded OFDM (COFDM). Here, the bits are encoded in codewords, which are spread over the different subcarriers using an interleaver. Since the codewords are spread over different carriers, the probability that an entire codeword is received on channels with a high bit error rate will be low, thus the resulting probability of error is also low [1].

Adaptive modulation can be used to improve the performance of OFDM systems in frequency selective fading. With adaptive modulation, the estimate of the channel state is used at the transmitter to determine the modulation [1]. This channel estimate relates to the SNR experienced at the receiver. In adaptive modulation, the subcarriers with high SNRs are assigned symbols of higher order modulation, and subcarriers with low SNRs are assigned symbols from a lower order modulation or even no symbols. The use of adaptive modulation is illustrated in Fig. 2.6. Here poor subcarriers are assigned no bits, subcarriers with moderate channels carry 1 bit/subcarrier (e.g., BPSK modulation), and subcarriers with the best channels are assigned 2 bits/subcarrier (e.g., QPSK modulation). In the case of conventional OFDM, all subcarriers would be assigned the same modulation.

OFDM can also be used as a multiple access technique. Orthogonal frequency division multiple access (OFDMA) allows multiple users to communicate simultaneously [1]. In OFDMA, the subcarriers are subdivided between the different users. The use of OFDMA is illustrated in Fig. 2.7, where the left block of carriers is assigned to user 1, the middle block to user 2 and the right block to user 3. Although the assignment is applied in blocks of carriers here, other patterns can be employed. For example, individual subcarriers throughout the spectrum can be assigned to a user, providing channel diversity for the different users [1].
Figure 2.6: An illustration of adaptive modulation.

Figure 2.7: An illustration of the OFDMA technique.
2.5 Symbol Timing Offset (STO)

The goal in timing offset estimation is to find the start of the OFDM symbol, as shown in Fig. 2.8. Depending on the location of the estimated starting point of the OFDM symbol, the effect of STO might be different. Fig. 2.8 shows four different cases of timing offset, in which the estimated starting point is too early, little early, exact, or little later than the exact timing instance. In the first case, a negative timing error occurs with ISI. This is the case when the starting point of the OFDM symbol is estimated as prior to the end of the (lagged) channel response of the previous OFDM symbol, and thus, the symbol timing is too early to avoid the ISI. In this case, the orthogonality among subcarriers is destroyed by the ISI (from the previous symbol), and furthermore, ICI occurs.

![Diagram of timing errors in receiving OFDM symbols](image)

Figure 2.8: Timing errors in receiving OFDM symbols.

In the second case, a negative timing error occurs without ISI. This is the case when the estimated starting point of the OFDM symbol is before the exact point, yet after the end of the (lagged) channel response of the previous OFDM symbol. In this case, the \(l\)th symbol is not overlapped with the \((l - 1)\)th OFDM symbol,
that is, no ISI occurs.

In the third case, the estimated starting point of an OFDM symbol coincides with the exact timing, preserving the orthogonality of the subcarriers. In this case, the OFDM symbol can be perfectly recovered without any interference.

The final case is positive timing error with ISI. This occurs when the estimated starting point of the OFDM symbol is after the exact point, which means the symbol timing is a little later than the exact one. In this case, the signal within the FFT interval at the receiver consists of part of the current OFDM symbol and part of the next one.

2.5.1 Pilot-based STO Estimation

Pilots, such as pseudo-random sequences or null symbols, can be used to determine the start of an OFDM symbol. They are particularly useful for systems with low SNR, where synchronization might otherwise be difficult. Some single-carrier timing synchronization methods can be extended to OFDM systems [11].

The pilot symbols can be OFDM-based or non-OFDM-based. If OFDM-based pilot symbols are used, the frame size may need to be increased to lower the overhead. Otherwise, for shorter frames, non-OFDM-based pilot synchronization bursts may be more appropriate [12].

Another issue to consider when designing pilots for a system is the continuity and burstiness of the data. If the data is continuous, a null signal can be used to signal the start of a symbol. This is the method employed by the European DAB standard. If the data is bursty, a null signal is inappropriate [12].
2.5.2 Non-Pilot-based STO Estimation

Most non-pilot-based methods for timing offset estimation are based on the redundancy of the cyclic prefix. Even though many of these non-pilot-based methods are derived for an AWGN channel, with minor modification, they can also be used for dispersive channels [12].

Many algorithms use the periodicity of the correlation function of the time-domain OFDM symbol [13], [14], [15]. This periodicity can be exploited to find the start of an OFDM signal. How to use this periodicity varies from method to method. Some methods look only at the correlation function while others include the relative power of the samples as well [12].

There are three aspects of OFDM synchronization, namely subcarrier frequency offset (CFO) estimation, receiver sampling frequency offset (SFO) estimation and symbol timing offset (STO) estimation. The first one can be termed as frequency error and the last two can be grouped as timing error [16]. In this dissertation, only STO is studied.

Symbol timing relates to the problem of detecting the start of a symbol. The requirement for this is somewhat relaxed when a CP is used. The symbol timing result defines the FFT window; i.e. the set of samples used in the FFT calculation for each received OFDM symbol [16].
2.6 Proposed STO Estimation for ZP-OFDM Systems

As mentioned previously, synchronization is an essential component of any communication system. In [17], the authors use the received signal power to determine the symbol starting point. In [18], two symbols are employed to detect the OFDM symbol by doing cross-correlation, and then autocorrelation between the cross-correlated symbols. Um et al. [19] use a special preamble with three identical components. The authors of [17] [18] [19] synchronize the symbol using the strongest multipath component whether it is the first one or not. In [20], Li et al. use two sliding windows for synchronization by exploiting the energy levels in both windows. However, the mean square error (MSE) of their solution is very high compared to other approaches. In ranging applications, employing the strongest multipath component may result in a large error, especially in non-line-of-sight (NLOS) environments where the first multipath component (MPC) is not the strongest one.

In OFDM systems, inter-symbol interference (ISI) can be avoided by inserting a cyclic prefix (CP) in each OFDM symbol. This CP is just a copy of the end of the OFDM symbol. There is an alternative method to reducing ISI called zero padding, in which zeros are simply inserted at the end of each OFDM symbol. Zero padding has been proposed for multi-band OFDM ultra wideband (MB-OFDM-UWB) systems, and so it is employed here.

In an OFDM system, the data at the transmitter are first mapped to PSK or QAM symbols. These symbols are divided into blocks of length $N$, where $N$ is the number of subcarriers in an OFDM symbol. Then an inverse fast Fourier transform (IFFT) is used to convert each symbol vector $X = [X_0 \ X_1 \ X_2 \ \cdots \ \ X_{N-1}]^T$ into a time-
domain OFDM signal
\[ x(n) = \sum_{k=0}^{N-1} X_k e^{j2\pi kn/N} \]  

(2.1)

The \( n \)th sample of the received signal with perfect timing and frequency synchronization is given by
\[ y(n) = \sum_{m=0}^{L-1} h(m) x(n - m) + w(n) \]  

(2.2)

where \( h(m) \) is the channel impulse response of length \( L \). It is assumed that \( L \) is not longer than the cyclic prefix. \( w(n) \) is additive white Gaussian noise (AWGN) with variance \( \sigma_w^2 \). At the receiver, there are typically timing and frequency offsets. The timing offset is a delay \( \varepsilon \) in the received signal.

### 2.6.1 Timing Estimators

In this section, four different timing estimators are presented. They will be compared with our proposed estimation technique.

In the Schmidl et al. method [21], a training symbol is employed as a preamble. It has two identical halves in the time domain given by
\[ S_{sch} = [A_{N/2} A_{N/2}] \]  

(2.3)

where \( A_{N/2} \) represents a sequence of length \( N/2 \). The estimate of the starting point of the symbol is at the maximum of the following timing metric
\[ M_{sch}(d) = \frac{|P_{sch}(d)|^2}{(R_{sch}(d))^2} \]  

(2.4)

where \( d \) is the time index corresponding to the first sample in a window of length
\[ P_{sch}(d) = \sum_{m=0}^{N/2-1} r^*(d + m) \cdot r(d + m + N/2) \] (2.5)

and

\[ R_{sch}(d) = \sum_{m=0}^{N/2-1} |r(d + m + N/2)|^2 \] (2.6)

In the Minn et al. method [22], the training symbol has four parts given by

\[ S_{minn} = [B_{N/4} B_{N/4} - B_{N/4} - B_{N/4}] \] (2.7)

where \( B_{N/4} \) is a sequence of length \( L = N/4 \). They use (2.4), but with the following operands

\[ P_{minn}(d) = \sum_{k=0}^{N/4} \sum_{m=0}^{N/4-1} r^*(d + kN/2 + m) \cdot r(d + kN/2 + m + N/4) \] (2.8)

and

\[ R_{minn}(d) = \sum_{k=0}^{N/4} \sum_{m=0}^{N/4-1} |r(d + kN/2 + m + N/4)|^2 \] (2.9)

where \( d \) is the time index corresponding to the first sample in a window of length \( N \).

In the Park et al. method [23], the following training symbol structure is employed

\[ S_{park} = [A_{N/4} B_{N/4} A_{N/4}^* B_{N/4}^*] \] (2.10)

where \( A_{N/4} \) is a sequence of length \( N/4 \), and \( B_{N/4} \) is symmetric with \( A_{N/4} \). \( A_{N/4}^* \) and \( B_{N/4}^* \) are the conjugates of \( A_{N/4} \) and \( B_{N/4} \) respectively. They use (2.4) with the following operands

\[ P_{park}(d) = \sum_{k=0}^{N/2} r(d - k) \cdot r(d + k) \] (2.11)
and

\[ R_{park}(d) = \sum_{k=0}^{N/2} |r(d + k)|^2 \]  \hspace{1cm} (2.12)

where \( d \) is the time index corresponding to the first sample in a window of length \( N \). This metric improves the timing peak compared to the other metrics.

Choi et al. [24] proposed the following preamble using zero padding instead of a cyclic prefix

\[ S_{choi} = [C_{N/2} D_{N/2}^*] \]  \hspace{1cm} (2.13)

where \( C_{N/2} \) is a sequence of length \( N/2 \) sequence, and \( D_{N/2}^* \) is the complex conjugate of \( D_{N/2} \), which is a time reversed version of \( C_{N/2} \). The operands in (2.4) are

\[ P_{choi}(d) = \sum_{k=0}^{N/2-1} r(d - k) \cdot r(d + k + 1) \]  \hspace{1cm} (2.14)

and

\[ R_{choi}(d) = \frac{1}{2} \sum_{k=0}^{N-1} |r(d + k - N/2)|^2 \]  \hspace{1cm} (2.15)

### 2.6.2 Proposed STO Estimation Algorithm

Two problems in symbol synchronization are noise and multipath fading. Using the correlation of the received signal with the conjugate of the training symbol can give good results at low SNRs in the presence of only noise. However, with multipath fading, the first signal component may not be the dominant one. Thus, one cannot just pick the maximum metric value as the timing estimate. In fact, picking the maximum can result in significant timing errors in a rich multipath environment. This is a common problem with the techniques in [21, 22, 23]. In [24] a threshold is employed. However, at low SNRs, determining a suitable threshold \( \eta \) is very difficult [24]. In our proposed algorithm, no threshold is required, and we do not assume the first multipath component is the dominant one. Thus, our
algorithm is more practical than previous techniques, and provides precise timing results even at low SNR values.

In low SNR environments, using a stored reference for synchronization can provide more accurate timing. Our approach to synchronization employs the following concepts

- Symbol boundary detection using an enhanced correlator.
- A new metric to determine the first signal component.
- Recursively using this metric to refine the estimate.

To detect the start of the OFDM symbol, a Zadoff-Chu constant amplitude and zero autocorrelation symbol (CAZAC) is used [25], defined as

\[
s^{(k)}_{\gamma} = \begin{cases} 
e^{j2\pi k (q\gamma + \gamma^2/2)/\Gamma} & \Gamma \text{ even} \\ ne^{j2\pi k (q\gamma + \gamma(\gamma+1)/2)/\Gamma} & \Gamma \text{ odd} \end{cases} \quad 0 \leq \gamma \leq N - 1 \quad (2.16)\]

where \( q \) is any integer, and \( k \) is an integer relatively prime to \( \Gamma \), which is the length of the preamble. Zadoff-Chu sequences have a low peak-to-average power ratio (PAPR) of 2 dB [25]. In this dissertation, we consider \( q = 1 \), \( k = 1 \), and \( \Gamma = N \).

In our timing estimator, at the receiver we correlate the received signal \( r \) with a stored reference that is the conjugate of \( s \). The conventional correlator is given by

\[
P_{\text{conv}}(d) = \left| \sum_{i=0}^{N-1} s^*_i \cdot r(d+i) \right| \quad (2.17)\]

and its performance is shown in Fig. [2.9] for \( N = 128 \), SNR = 30 dB and an AWGN channel. To improve this correlator, we multiply the conventional correlator values
at each time index \( d \) by two received values \( N - 1 \) samples apart giving

\[
P_{\text{enhanced}}(d) = \left| \sum_{i=0}^{N-1} s_i^* \cdot r(d + i) \cdot r(d) \cdot r(d + N - 1) \right| \tag{2.18}
\]

This is called the enhanced correlator. When the sequences are aligned in time, the two values \( N - 1 \) samples apart are not noise only values, hence the performance is improved. Fig. 2.9 presents the performance with the enhanced correlator, and shows that it provides a better estimate than the conventional correlator. In a multipath fading environment, the correlator will provide several peaks depending on the number of MPCs. In an inter-symbol interference (ISI) free channel where the zero padding interval is greater than channel impulse response, the difference in time indices between the first MPC and the last MPC does not exceed the length of the zero padding interval. The correct synchronization point or the leading edge of an OFDM symbol is the first correlator peak.

The proposed algorithm searches a region of length equal to the channel im-
pulse response length (CIR). The end of the search region is defined as where the maximum of the correlator output occurs, and is denoted as $d_{\text{max}}^1$ given by

$$d_{\text{max}}^1 = \arg\max_d P_{\text{enhance}}(d) \quad (2.19)$$

The feasible region is defined as the region before $d_{\text{max}}^1$ and is equal to CIR length.

In our algorithm, the recursive process ends when the maximum component goes outside the feasible region.

The new metric works recursively, starting from the values of $P_{\text{enhanced}}$. The first solution is $d_{\text{max}}^1$. Let the length of the feasible region be FR. The first iteration is given by

$$M^1(d) = P_{\text{enhanced}}(d) \left( \sum_{i=d}^{d+ZP-1} P_{\text{enhanced}}(i) \right)^2 \quad (2.20)$$

where $d \in [d_{\text{max}}^1 - FR, d_{\text{max}}^1]$. The new value of $d_{\text{max}}$ is

$$d_{\text{max}}^2 = \arg\max_d M^1(d) \quad (2.21)$$
If $d_{\text{max}}^2$ lies outside the feasible region, the algorithm stops, and the previous $d_{\text{max}}$ is the synchronization estimate. Otherwise the algorithm continues with the second iteration using $M^1(d)$ as follows

$$M^2(d) = M^1(d) \left( \frac{d + ZP - 1}{\sum_{i=d}^{d+ZP-1} M^1(i)} \right)^2$$  \hspace{1cm} (2.22)$$

where $d \in [d_{\text{max}}^1 - FR, d_{\text{max}}^2]$. Then $d_{\text{max}}^3$ calculated. This process continues until $d_{\text{max}}^1$ is outside the feasible region. The synchronization estimate is the last $d_{\text{max}}$ inside the feasible region. Note that in the above process, $d_{\text{max}}$ shifts to the left.

The OFDM symbol synchronization algorithm is shown in Fig. 2.11 and is summarized as follows:

1. Correlate the received signal with the stored reference at the receiver.

2. Find the maximum correlator output.

3. The outputs are normalized by the largest signal component, and used as the initial values for the proposed metric.

4. Find the maximum of the metric, and normalize the metric values before starting the next iteration.

5. Recursively apply the metric until the maximum is outside the feasible region.

6. The OFDM synchronization estimate is given by the last maximum value before leaving the feasible region.
Figure 2.11: The steps of proposed ZP-OFDM synchronization algorithm.
2.6.3 Performance Results

To determine the performance of the new metric, we considered OFDM symbols of length $N = 128$ in two different UWB channels, CM1 and CM4 [26]. All channels are in discrete bins where the bin width depends on the application. This width can vary from one nanoseconds to a few milliseconds depending on the system. Also, in all simulations, a zero mean Gaussian noise is assumed which combines thermal noise and interference. Tables 2.1 and 2.2 shows the relative error for channels CM1 and CM4, respectively. Figs. 2.12 and 2.13 show the corresponding average MSE values. The MSE is the timing mean square error with units sample$^2$, as in [23, 24]. These figures show that as the SNR increases, the performance improves. The SNR is per data symbol. The number of MPCs also has a significant effect on performance.

Table 2.1: Percentage of errors in bins with channel CM1, $N = 128$

<table>
<thead>
<tr>
<th>SNR (dB)</th>
<th>1</th>
<th>5</th>
<th>10</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.5437</td>
<td>4.6602</td>
<td>4.1086</td>
<td>4.5367</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>0.2734</td>
<td>0.3711</td>
<td>0.6328</td>
</tr>
<tr>
<td>20</td>
<td>0</td>
<td>0.0602</td>
<td>0.1133</td>
<td>0.2891</td>
</tr>
<tr>
<td>30</td>
<td>0</td>
<td>0.0195</td>
<td>0.0719</td>
<td>0.2125</td>
</tr>
</tbody>
</table>

Table 2.2: Percentage of errors in bins with channel CM4, $N = 128$

<table>
<thead>
<tr>
<th>SNR (dB)</th>
<th>1</th>
<th>5</th>
<th>10</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.6969</td>
<td>3.7508</td>
<td>4.8914</td>
<td>4.9562</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>0.2820</td>
<td>0.4406</td>
<td>0.8156</td>
</tr>
<tr>
<td>20</td>
<td>0</td>
<td>0.0906</td>
<td>0.1359</td>
<td>0.5352</td>
</tr>
<tr>
<td>30</td>
<td>0</td>
<td>0.0219</td>
<td>0.0844</td>
<td>0.4773</td>
</tr>
</tbody>
</table>

The median of several synchronization outputs was also considered as a timing metric. Each symbol had the same number of MPC but with different fading.
Figure 2.12: MSE in channel CM1 with different numbers of MPCs when $N = 128$.

Using the median of 1000 symbols, no errors occurred except at a low SNR of 0 dB and a significant number of MPCs, as shown in Table 2.3 and Table 2.4 for channels CM1 and CM4, respectively.

Table 2.3: Number of errors in bins using the median of 1000 symbols with channel CM1, $N = 128$

<table>
<thead>
<tr>
<th>Number of MPCs</th>
<th>SNR (dB)</th>
<th>1</th>
<th>5</th>
<th>10</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

To compare our result with other techniques, we consider exponential and non-exponential Rayleigh fading channels with the same parameters as in [24] and
Figure 2.13: MSE in channel CM4 with different numbers of MPCs when $N = 128$.

Table 2.4: Number of errors in bins using the median of 1000 symbols with channel CM4, $N = 128$

<table>
<thead>
<tr>
<th>Number of MPCs</th>
<th>SNR (dB)</th>
<th>1</th>
<th>5</th>
<th>10</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

in Table 2.5 Fig. 2.14 shows the MSE for the four previous algorithms and the two proposed algorithms, i.e., using the average and median in an exponential Rayleigh fading channel. Note that the average method has an MSE less than $10^{-6}$ for SNR $> 12$ dB. However, using the median of the metric result of sending $10^3$ instead of their average we obtain an MSE less than $10^{-6}$ for SNR $> 0$ dB. We also
compared our algorithms with that of Choi et al. in a non-exponential Rayleigh fading channel using the same parameters as in [24]. These results are shown in Fig. 2.15 which clearly shows the superiority of our algorithm. The average number of iterations of the metric at each SNR value is shown in Table 2.6 for an exponential Rayleigh fading channel, and Table 2.7 for a non-exponential Rayleigh fading channel.

Table 2.5: Simulation parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of the subcarriers</td>
<td>2048</td>
</tr>
<tr>
<td>Number of FFT/IFFT points</td>
<td>2048</td>
</tr>
<tr>
<td>Guard interval length (samples)</td>
<td>256</td>
</tr>
<tr>
<td>Number of channel taps</td>
<td>17</td>
</tr>
<tr>
<td>Channel tap spacing</td>
<td>8</td>
</tr>
<tr>
<td>Ratio between first tap to last tap (dB)</td>
<td>20</td>
</tr>
</tbody>
</table>

Table 2.6: Average number of iterations for the exponential channel

<table>
<thead>
<tr>
<th>SNR (dB)</th>
<th>Average number of iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>2.1880</td>
</tr>
<tr>
<td>5</td>
<td>3.4280</td>
</tr>
<tr>
<td>10</td>
<td>5.6390</td>
</tr>
<tr>
<td>15</td>
<td>9.3230</td>
</tr>
<tr>
<td>20</td>
<td>16.4110</td>
</tr>
<tr>
<td>25</td>
<td>27.2430</td>
</tr>
<tr>
<td>30</td>
<td>41.9190</td>
</tr>
</tbody>
</table>

Table 2.7: Average number of iterations for the non-exponential channel

<table>
<thead>
<tr>
<th>SNR (dB)</th>
<th>Average number of iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>2.1860</td>
</tr>
<tr>
<td>10</td>
<td>4.6520</td>
</tr>
<tr>
<td>20</td>
<td>9.3710</td>
</tr>
<tr>
<td>30</td>
<td>18.8440</td>
</tr>
</tbody>
</table>
Figure 2.14: MSE of the two proposed algorithms compared with previous algorithms in an exponential Rayleigh channel.
Figure 2.15: MSE of the two proposed algorithms compared with the algorithm in Choi et al in a non-exponential Rayleigh channel.
2.7 Proposed STO Estimation for CP-OFDM Systems

In this section, a new preamble-based timing method is presented and compared with the methods in [21], [22], and [23] because they are the best known techniques used in CP-OFDM systems. To make it easier for the reader, the three previous algorithms are presented again here. In Schmidl’s et al. method [21], a training symbol is employed as a preamble. It has two identical halves in the time domain given by

\[ S_{sch} = [A_{N/2} \ A_{N/2}] \]  

(2.23)

and a correlation function given by

\[ P_{sch}(d) = \sum_{m=0}^{N/2-1} r^*(d + m) \cdot r(d + m + N/2) \]  

(2.24)

In Minn et al. [22], the training symbol has four parts given by

\[ S_{minn} = [B_{N/4} \ B_{N/4} - B_{N/4} - B_{N/4}] \]  

(2.25)

and a correlation function given by

\[ P_{minn}(d) = \sum_{k=0}^{1} \sum_{m=0}^{N/4-1} r^*(d + kN/2 + m) \cdot r(d + kN/2 + m + N/4) \]  

(2.26)

Park et al. [23] proposed the following training symbol structure

\[ S_{park} = [A_{N/4} \ B_{N/4} A^*_{N/4} B^*_{N/4}] \]  

(2.27)

and a correlation function given by
\[ P_{park}(d) = \frac{N}{2} \sum_{k=0}^{N/2} r(d - k) \cdot r(d + k) \]  

(2.28)

For OFDM time synchronization, the preamble is constructed such that the effects of the channel are minimized and frequency offset estimation is simple [21]. However, the start of the preamble must be accurately estimated. This requires a preamble with a large value of the timing metric at the start of the symbol and small otherwise. At locations far from the correct starting point, the metric will be small because the sequence overlap is small, i.e., the correlation at the receiver is primarily with random values. Thus the challenge is to minimize the metric near the start of the OFDM symbol. This can be seen as making \( P \) small for incorrect timing positions.

### 2.7.1 Proposed STO Estimation Algorithm

The preamble sequence should provide a large difference in the metric between correct and incorrect timing locations. In Schmidl and Cox [21], the value at the correct location is \( N/2 \), but at one sample away, the metric is \( N/2 - 1 \). In Minn et al. [22], the maximum is the same, but at one sample away, the metric is only \( N/4 \). The technique by Park et al. [23] also has a maximum of \( N/2 \), while the value one sample away is very small. In the proposed scheme, the metric at the correct timing location has value \( N \) (which is the maximum achievable), while one sample away it is also very small.

To achieve a maximum of \( N \), the new preamble has the following structure

\[ S_{prop} = [A_{N/2} \ B_{N/2}] \]  

(2.29)

where \( A_{N/2} \) is a sequence of length \( N/2 \), and \( B_{N/2} \) is the reverse of \( A_{N/2} \). The
expressions

\[ P_{prop}(d) = \sum_{k=0}^{N-1} r(d + k) \cdot r^*(d + N - 1 - k) \]  

(2.30)

and

\[ R_{prop}(d) = \sum_{k=0}^{N-1} |r(d + k)|^2 \]  

(2.31)

are used in the metric (2.4), where \( d \) is the time index corresponding to the first element in a window of length \( N \).

To compare between different preambles and how they differ in terms of metric values, an illustration of each preamble is shown in Figs. 2.16, 2.17, 2.18, and 2.19. In Fig. 2.16, the Schmidl et al. method preamble is shown in 2.16a and the metric values at three different locations: 1-sample before the correct timing, at exact timing, and 1-sample after the correct timing is shown in Fig. 2.16b. In Fig. 2.17, the preamble given in [22] is shown in 2.17a and the metric values at three different locations: 1-sample before the correct timing, at exact timing, and 1-sample after the correct timing are shown in Fig. 2.17b. In Fig. 2.18, the preamble given in [23] is shown in Fig. 2.18a and the metric values at three different locations: 1-sample before the correct timing, at exact timing, and 1-sample after the correct timing are shown in Fig. 2.18b. In Fig. 2.19, the preamble of the new proposed method is shown in Fig. 2.19a and the metric values at three different locations: 1-sample before the correct timing, at exact timing, and 1-sample after the correct timing are shown in Fig. 2.19b, Fig. 2.19c, and Fig. 2.19d, respectively.

### 2.7.2 Performance Results

To determine the performance with the new preamble, a Rayleigh-fading channel model is considered with an exponential power delay profile. All channels are in digital bins where the bin width depends on the application and it varies
from one nanoseconds to few milliseconds depends on the application. Also, in all simulations a zero mean Gaussian noise is assumed to combine thermal noise and interference. The channel coefficients \( h_l \) are complex Gaussian random variables, i.e.

\[
\text{Re} \{ h_l \}, \text{Im} \{ h_l \} \sim N \left(0, \sigma_l^2/2\right) \Rightarrow h_l \sim CN \left(0, \sigma_l^2\right)
\]

The exponential power profile is given by

\[
\frac{\sigma_l^2}{\sigma_0^2} = \exp \left(-l/\alpha\right), \quad l = 0, \ldots, L - 1
\]

(2.32)

where \( L \) is the number of paths or taps, and \( \alpha \) is the attenuation factor, which is chosen to be 0.96 so that the ratio between the first and last taps is 26 dB.

Symbol fading is assumed, i.e., the channel impulse response \( h \) is constant during an entire OFDM symbol, but changes randomly from one OFDM sym-
bol to the next. The noise samples are i.i.d. complex Gaussian random variables $\sim CN(0, \sigma_0^2)$. With BPSK modulation, the signal to noise ratio (SNR) is given by $E_b/N_0 = 1/\sigma_0^2$.

We consider a Rayleigh fading channel with $L = 8$ taps and a cyclic prefix of length $N_g = 32$. The search region to find the peak is assumed to be within $N_g$ samples of the correct location, so the search window size is $2N_g$. Figs. 2.20 and 2.21 show the timing metrics with $N = 256$ and without noise. Both the method in \[23\] and the proposed preamble have a sharp peak at the correct timing location. However, Fig. 2.21 shows that the mean of the metric values around the peak ($N/2$ on each side) are lower with the proposed method. The mean using the technique in \[23\] is 0.0069, while that of the proposed method is 0.0029, which is an improvement of 57%.

Figure 2.17: An illustration of method in Minn et al.
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Figure 2.18: An illustration of method in Park et al.

(a) Preamble structure.

(b) Metric values in different locations.

M (ahead) = \sum_{i=1}^{N-1} m_i \\
M (correct) = \sum_{i=1}^{N-1} m_i \\
M (later) = \sum_{i=1}^{N-1} m_i

Fig. 2.22 shows the mean square error (MSE) of the techniques in an AWGN channel for \( k = 10^4 \) symbols and \( N = 128 \). Fig. 2.23 shows the corresponding MSE in an exponential Rayleigh fading channel. The MSE is given by

\[
MSE = \frac{(\varepsilon - \hat{\varepsilon})^2}{k}
\]  

(2.33)

where \( \varepsilon \), \( \hat{\varepsilon} \), and \( k \) are the correct timing delay, estimated timing delay, and number of symbols, respectively.

Figs. 2.22 and 2.23 show that the proposed technique has a smaller MSE compared to the other methods in both channels. This improvement can be inferred from the results given previously.
(a) Preamble structure of the proposed method.

\[
\begin{array}{cccccccccccc}
0 & S_1 & S_2 & S_3 & S_4 & S_4 & S_3 & S_2 \\
S_2^* & S_3^* & S_4^* & S_4^* & S_3^* & S_2^* & S_1^* & 0 \\
\hline
m_1 & m_2 & m_3 & m_4 & m_5 & m_6 & m_7 & m_8 \\
\end{array}
\]

\[M(\text{ahead}) = \sum_{i=1}^{N-1} m_i\]

(b) Metric value at one sample before correct timing.

\[
\begin{array}{cccccccccccc}
S_1 & S_2 & S_3 & S_4 & S_4 & S_3 & S_2 & S_1 \\
S_1^* & S_2^* & S_3^* & S_4^* & S_4^* & S_3^* & S_2^* & S_1^* \\
\hline
m_1 & m_2 & m_3 & m_4 & m_5 & m_6 & m_7 & m_8 \\
\end{array}
\]

\[M(\text{correct}) = \sum_{i=1}^{N-1} m_i\]

(c) Metric value at correct timing.

\[
\begin{array}{cccccccccccc}
S_2 & S_3 & S_4 & S_4 & S_3 & S_2 & S_1 & 0 \\
0 & S_1^* & S_2^* & S_3^* & S_4^* & S_4^* & S_3^* & S_2^* \\
\hline
m_1 & m_2 & m_3 & m_4 & m_5 & m_6 & m_7 & m_8 \\
\end{array}
\]

\[M(\text{later}) = \sum_{i=1}^{N-1} m_i\]

(d) Metric value at one sample after correct timing.

Figure 2.19: An illustration of the proposed method.
Figure 2.20: The timing metrics under ideal conditions.
Figure 2.21: Closeup of the timing metrics under ideal conditions.
Figure 2.22: Mean square error in an AWGN channel.
Figure 2.23: Mean square error in a Rayleigh fading channel.
Chapter 3

Localization

The importance of localization arises from many applications, including, for example, node addressing, evaluation of node density and coverage, energy map generation, geographic routing, and object tracking. These applications make localization a key technology for the development and operation of wireless networks. In some cases, wireless nodes might be deployed in inaccessible terrains, disaster relief operations or battlefields. In such cases the position of wireless nodes may not be predetermined. Thus, localization is required in order to provide position information to the nodes.

In general, localization can be divided into two types, range-based localization, and range-free localization. In range-based localization, the measurement of one or more location metrics, for example, angle of arrival (AOA), time of arrival (TOA), time difference of arrival (TDOA), or received signal strength (RSS), is needed to calculate the location of unlocalized nodes. Such a metric usually reflects the spatial relation of an unlocalized node relative to anchor nodes in the surrounding environment, where an anchor node denotes a point of known location. They are often measured by utilizing the physical fundamentals of radio, infrared or ultra-
sound signals, such as velocity or attenuation [27]. After the required metrics have been determined, the unlocalized node locations must be derived after taking into consideration the measurement results and the coordinates of the anchor nodes.

On the other hand, range-free localization needs only proximity sensing to calculate the location of an unlocalized node. The location of a unlocalized node is derived from the coordinates of the anchors that are within its range. Range-free algorithms do not provide as accurate an estimation of the unlocalized node location as range-based ones. However, if the wireless nodes use a directional antenna instead of an omnidirectional, more accurate results can be achieved. This is illustrated in Fig. 3.1. Fig. 3.1a shows a configuration with omnidirectional antennas, while Fig. 3.1b shows proximity sensing with a directional antenna.

![Figure 3.1: An illustration of proximity sensing.](image)

### 3.1 Ranging Sensing Techniques

The most common location metrics are TOA, TDOA, AOA, and RSS. TOA and TDOA are time-based location metrics. The measurement of absolute TOAs of a known signal transmitted by the unlocalized node to $N_a$ different anchors ($N_a \geq$
3) is employed by TOA-based algorithms, and requires that all the participating anchors and unlocalized node clocks are synchronized [28].

The TDOA-based algorithms measure the difference in the time of reception of signals at different anchors, without requiring a synchronization of all the participating anchors and unlocalized node. Actually, the uncertainty between the reference time of the anchors and that of the unlocalized node can be removed by means of a differential calculation. Therefore, only the anchors involved in the location estimation process must be tightly synchronized.

RSS-based localization algorithms measure the power of a known signal sent by the unlocalized node to $N_a$ different anchors ($N_a \geq 3$). If the transmit power is known, the distance between an anchor and the unlocalized node can be estimated using the received power level and a mathematical model for the path loss attenuation. By using at least three anchors to resolve ambiguities, the unlocalized node location can be estimated. However, RSS-based measurements are in general very inaccurate compared to time measurements.

In AOA-based algorithms, the location metrics are the angles between the unlocalized node and a number of anchors. Angulation is also termed angle of arrival (AOA) or direction of arrival (DOA). The implementation of the AOA requires complex receiving antenna arrays and proper direction of arrival (DOA) estimation algorithms [27].

Localization can also be realized by pattern matching. The main principle here is to observe the site (or scene) where localization is to be applied and to draw conclusions about the position of a unlocalized node from these observations. It is classified as optical and non-optical pattern matching [27]. In the optical version, also known as scene analysis, visual images of a site are generated by a camera, which are then compared with each other. In non-optical pattern matching, other
physical quantities are taken into account. A popular method is to detect a position from the propagation characteristics of radio signals, which the unlocalized node’s terminal experiences at a certain position on a site. In this case, pattern matching is also known as fingerprinting [27].

Finally, it is possible to implement any combination of the localization methods presented earlier and consider several different location metrics. Therefore, an obvious method is to combine ranging and angulation, which provides an intersection of the circle and the direction of the radio beam (see Fig. 3.2) [27].

![Diagram showing hybrid approach](image)

Figure 3.2: Hybrid approach.

In spite of the estimation accuracy of different approaches for node localization, the geometry of the anchors may lead to large estimation errors as we will see in Chapter 5.
3.2 Sources of Errors

Poor accuracy is a result of errors of the measured location metrics, which have their origin in a number of error sources. Inaccurate and unstable clocks of positioning equipment directly lead to errors in the measured TOA and TDOA. Although mechanisms of clock synchronization and mathematical models for eliminating offsets and drifts are used, there always remains a certain error potential \[27\].

Non line of sight (NLOS) is an important source of error. If a LOS exists between an unlocalized node and an anchor, it can be assumed that the first arriving signal has travelled on the LOS path, and subsequent signals arrive on reflected paths. However, in some cases, a line of sight does not exist and the signals arrive on reflected paths, which may lead to considerable time delays and subsequent range errors.

Multipath propagation is one of the main sources of error, especially when the localization process is applied in an indoor environment. As a result of multipath propagation, different copies of a signal may overlay at the receiver and distort the signal amplitude and phase.

A bad geometry of anchors involved in localization may result in significant range or angle errors. Generally, a bad geometry is when the anchors are arranged along a line, such as along highways, or if they are arranged very close to each other. Finally, errors result from inaccurate location of anchors as well.

3.3 Localization Applications

To illustrate the potential of localization systems, we will now provide a partial list of applications that will be enhanced using wireless location information.
Mobile advertising Location-specific advertising and marketing will benefit once the location information becomes available. For example, stores will be able to track customer locations and attract them by displaying customized coupons on customers wireless devices [29].

Asset tracking (indoor/outdoor) Wireless location technology can also assist in advanced public safety applications, such as locating and retrieving lost children, patients, or pets. In addition, wireless location technology can be used to track personnel/assets in a hospital or a manufacturing site to provide more efficient management of assets and personnel. One could also consider applications such as smart and interactive tour guides, smart shopping guides that direct shoppers based on their location in a store, and traffic controls in parking structures that guide cars to free parking slots. Department stores, enterprises, hospitals, manufacturing sites, malls, museums, and campuses are some of the potential end users to benefit from this technology [29].

Fleet management Many fleet operators, such as police forces, emergency vehicles, and other services like shuttle and taxi companies, can make use of the wireless location technology to track and operate their vehicles in an efficient manner to minimize response times. In addition, a large number of drivers on roads and highways carry cellular phones while driving. Wireless location technology can help track these phones, thus transforming them into sources of real-time traffic information that can be used to enhance transportation safety [29].

Location-based wireless access security New location based wireless security schemes can be developed to heighten wireless network security and avoid the interception of digital information. By using location information, only people in specific physical areas could be allowed access to files or databases through a WLAN [29].

Location sensitive billing Using the location information of wireless users, wire-
less service providers can offer variable rate plans or services that are based on the user location [29].
Chapter 4

Range-free Localization

Many existing systems and protocols attempt to solve the problem of determining a node's location within its environment. The approaches taken to solve this localization problem differ in the assumptions that they make about their respective network and device capabilities. These include assumptions about device hardware, signal propagation models, timing and energy requirements, the nature of the environment (indoor vs. outdoor), anchor density, time synchronization of devices, communication costs, error requirements, and device mobility.

Depending on the behavior and requirements of protocols using location information, varying granularities of error may be appropriate from system to system. Also, there are many different aspects to the localization problem, such as when localization should be performed and how frequently. Upon network startup, all nodes must be initially localized. However, this should be updated periodically, especially if there are mobile nodes in the network.

Acknowledging that the cost of hardware required by range-based solutions may be inappropriate in relation to the required location precision, researchers have sought alternate range-free solutions to the localization problem. Range-free
algorithms use connectivity information to estimate node locations, including CPE [30], centroid [31], and APIT [32]. In [31], a heterogeneous network containing powerful nodes with established location information is considered. Anchors send their location to neighbours that keep an account of all received locations. Using this proximity information, a simple centroid algorithm is applied to estimate the listening nodes location.

An alternate solution, DV-HOP [33] assumes a heterogeneous network consisting of sensing nodes and anchors. Instead of single hop broadcasts, anchors flood their location throughout the network maintaining a running hop-count at each node along the way. Nodes calculate their position based on the received anchor locations, the hop-count from the corresponding anchor, and the average-distance per hop, which is a value obtained through anchor communication.

When the number of anchor nodes is low, they cannot cover the entire wireless network. This means that not all unlocalized nodes can hear the signals from the anchor nodes. In this case, the localized nodes or settled nodes can participate in the localization process by considering them as anchors. This is called cooperative localization.

If high location estimation is required we should consider range-based algorithms that estimate the distance between them using location metrics such as time of arrival (TOA) [34], time difference of arrival (TDOA) [35], received signal strength (RSS) [36], or angle of arrival (AOA) [37].

The algorithm proposed here is based on finding the centroid of the area where the unlocalized node may reside by considering anchors around it. Actually each unlocalized node employs two sets of anchors in their vicinity. The first set contains one-hop anchors from the unlocalized nodes. The second set contains two-hop and three-hop anchors from the unlocalized nodes. Each unlocalized node
uses the intersections between the first set of anchors and the second set anchors to estimate its position.

## 4.1 Related Work

Range-free localization algorithms are usually much simpler than range-based algorithms, but they provide only coarse resolution because they employ proximity sensing only. This work is motivated by Sheu et al. [38], which presents a distributed range-free localization scheme (DRLS). The proposed technique is compared with DRLS. In [38], the authors compare their algorithm with two other range-free algorithms, centroid [31] and the convex position estimation (CPE) [30], and show that DRLS is better than both of them. The first is the simplest and is based on calculating the centroid of the anchors that the unlocalized node can hear, so the estimated unlocalized node location is obtained by averaging the coordinates of these anchors. In CPE algorithm, each unlocalized node defines an area called the estimate rectangle (ER) [30]. This area is formed from the intersection of the anchors around an unlocalized node by considering a square area around each anchor. The center of the ER is the estimated unlocalized position.

With DRLS, an estimated rectangle (ER) is first defined as with CPE [30], and the ER is divided into small cells. A grid scan algorithm is then employed to calculate an initial estimate of the unlocalized node location. In the scan, each small cell starts with a weight equal to zero. This weight is increased by one if the center of the cell is within range of a given anchor. Thus, if the center of a certain cell is within range of three anchors, the weight of that cell is three. At the end of grid scan algorithm, the initial estimate of a unlocalized node’s location is the average of the centers of the highest weight cells [38].
Another grid scan approach is presented in [39]. In this case, each unlocalized node represents its one- and two-hop neighbourhood by a grid partitioned into small cells. This is more complex than partitioning only the ER, which is typically a much smaller area. In [38], a vector-based refining process is used if any two or three hop anchors from the unlocalized node intersect with the intersection between anchors one hop from the unlocalized node.

The proposed algorithm differs from DRLS as follows:

- Two- and three-hop anchors from the unlocalized node (anchors in the second set), are used in the estimation process even if their range does not intersect with the area between the one-hop anchors around the unlocalized node, i.e. area ER. In [38], they are considered only if this intersection occurs.

- The proposed algorithm has only one step (there is no refining process), whereas DRLS has two steps. Each unlocalized node considers all available information to enhance the estimate.

- The computational cost of the proposed algorithm is less than for DRLS. As mentioned in [38], the grid scan algorithm is time consuming because in the first step, the center of each cell has to be checked to see whether it is within range of all other one-hop anchors from the unlocalized node. In the second step, a vector based refinement is done, and these calculations are similar to those of the proposed algorithm.

### 4.2 The Proposed Range-free Localization Algorithm

Considering only one-hop anchors means that some available information is not employed in the estimation process. In Fig. 4.1 the unlocalized node can hear
only one anchor, but there is another anchor that can be heard by the first one. In this case, we can consider the effect of this second anchor by using the intersection between the anchors to reduce the estimation area of the unlocalized node. Note that in this example, the centroid of the new estimation area is a better estimate of the unlocalized location.

The proposed algorithm uses all anchors that the unlocalized node can hear, and also the anchors that are two- or three-hop away from the unlocalized node. These anchors are classified into two sets. The first set contains one-hop anchors away from the unlocalized node. The second set contains two-hop and three-hop anchors from the unlocalized node. Previous algorithms, such as the centroid algorithm [31], consider only the set of anchors that are one hop from the unlocalized node. If the node density is low, this will provide a very coarse estimate.

The presence of anchors in the second set allows the anchors in the first set to better estimate the unlocalized node as shown in Fig. 4.2. In this figure, the blue dots are the one-hop (first set) anchors, and the red dots are the second set of anchors. The red arrows represent the effect of the second set on the one-hop anchors, with the arrow heads showing the virtual locations of these anchors. The calculation of the new (virtual) first set of anchors is described in Section 4.3 and is given by (4.7). The steps of the new algorithm are given below.

For each anchor node:

- Receive information from the anchors (IDs and locations) within two hops via two-hop flooding.

- Broadcast the received anchor information to the unlocalized nodes that are within one hop.

For each unlocalized node:
• Each unlocalized node forms two sets of anchors. The first set contains one-hop anchors, and the second set contains two- and three-hop anchors from the unlocalized node.

• Each unlocalized node calculates a set of virtual coordinates for the anchors in the first set based on the second set of anchors.

• If an anchor in the first set is affected by more than one anchor from the second set, the unlocalized node averages the positions obtained from using each anchor in the second set.

• The unlocalized node processes the new virtual coordinates of the first set by calculating the intersection of the linear line of positions (LLOPs) formed by the intersection of their anchor areas [40].

• The estimated location of the unlocalized node is the average of the points in the previous step.

• The localized nodes broadcast their new location and ID to the one-hop unlocalized nodes.

• The unlocalized nodes estimate their locations based on the anchors and localized nodes within three hops using the steps above.

• The algorithm stops when there are no more unlocalized nodes that can be localized, i.e., if all unlocalized nodes in the network have been localized, or if the remaining unlocalized nodes cannot be heard by any other nodes in the network, i.e., isolated unlocalized nodes when the network is not fully connected.
4.3 Analysis of the Proposed Algorithm

The proposed algorithm constructs the centroids of partial circles, as shown in Fig. 4.3. Assume that an anchor centered at $p_1$ is a member of the first set, and an anchor centered at $p_2$ is a member of the second set. We first find the centroid of area $B_1$. Let $A_1$ and $A_2$ be the areas of the circles centered at anchors $p_1$ and $p_2$ respectively, and $A$ the area of their intersection. This area is given by

$$A = r_1^2 \cos^{-1} \left( \frac{d^2 + r_1^2 - r_2^2}{2dr_1} \right) + r_2^2 \cos^{-1} \left( \frac{d^2 + r_2^2 - r_1^2}{2dr_2} \right) - \frac{1}{2} \sqrt{(-d + r_1 + r_2)(d + r_1 - r_2)(d - r_1 + r_2)(d + r_1 + r_2)}$$  \hspace{1cm} (4.1)

where $r_1$ and $r_2$ are the ranges of the first and second anchors respectively, and $d$ is the distance between them, which is given by

$$d = \sqrt{(x_1 - x_2)^2 + (y_1 - y_2)^2}$$  \hspace{1cm} (4.2)

After finding the intersection area between the two anchors, its center must be found. This is just the intersection of two lines. The first line connects the two centers, and the second line connects the intersection points between the two circles. The coordinates $(x, y)$ of these intersection points, $p_3$ and $p_4$, are given by

$$x = \frac{x_2 + x_1}{2} + \frac{(x_2 - x_1)(r_1^2 - r_2^2)}{2d^2} \pm \frac{y_2 - y_1}{2d^2} \sqrt{\left( (r_1 + r_2)^2 - d^2 \right) \left( d^2 - (r_2 - r_1)^2 \right)}$$  \hspace{1cm} (4.3)
and

\[
y = \frac{y_2 + y_1}{2} + \frac{(y_2 - y_1)(r_1^2 - r_2^2)}{2d^2} + \frac{x_2 - x_1}{2d^2} \sqrt{\left( (r_1 + r_2)^2 - d^2 \right) \left( d^2 - (r_2 - r_1)^2 \right)} \tag{4.4}
\]

where the \( p_3 \) x-coordinate corresponds to the plus sign in (5.5), and the y-coordinate corresponds to the minus sign in (5.6). The two anchors are located at \( p_1 = (x_1, y_1) \) and \( p_2 = (x_1, y_1) \).

Now we have four points, \( p_1 \) and \( p_2 \) (the two anchors), and \( p_3 \) and \( p_4 \) (the intersections). The intersection of the two lines shown in Fig. 4.4 is point \( c \) given by [42]

\[
x_c = \frac{x_1 \begin{vmatrix} y_1 & x_1 - x_2 \\ y_2 & x_2 - x_1 \\ \end{vmatrix} - x_2 \begin{vmatrix} x_1 - x_2 & y_1 - y_2 \\ x_3 - x_4 & y_3 - y_4 \\ \end{vmatrix} + x_3 \begin{vmatrix} x_1 - x_2 & x_1 - x_2 \\ y_3 - y_4 & y_3 - y_4 \\ \end{vmatrix} - x_4 \begin{vmatrix} x_1 - x_2 & x_1 - x_2 \\ y_1 - y_2 & y_1 - y_2 \\ \end{vmatrix}}{\begin{vmatrix} x_1 - x_2 & x_1 - x_2 \\ x_3 - x_4 & x_3 - x_4 \\ \end{vmatrix}} \tag{4.5}
\]
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Finally, the new centroid of, say, area $B_1$ is calculated as the average of the positions, $p_i$, and weighted by the areas, $a_i$.

$$ R = \frac{\sum a_i p_i}{\sum a_i} \tag{4.7} $$

According to Fig. 4.3, the center of area $B_1$ is obtained by using the points

$$ x_{B_1} = \frac{x_1A_1 - x_cA}{A_1 - A} \tag{4.8} $$

and

$$ y_{B_1} = \frac{y_1A_1 - y_cA}{A_1 - A} \tag{4.9} $$

where $p_1 = (x_1, y_1)$ and $c = (x_c, y_c)$. $A_1$ represents the area covered by the first node, and $A$ represents the intersection area between the two nodes. Note that $B_1 = A_1 - (A_1 \cap A_2) = A_1 - A$.

Equations (4.8) and (4.9) are used to find the positions of the virtual anchors for each intersection between a first set anchor and a second set anchor. For the example in Fig. 4.2, this calculation must be repeated four times. Then, the virtual
anchor positions are averaged to give the one-hop anchor locations to be used in the unlocalized node estimation. In the example, there are two estimates for the right hand one-hop anchor as it has an area overlapping that of two second set anchors. Averaging these two positions give us one virtual anchor position. Applying the proposed algorithm on the network shown in Fig. 4.2a we obtain three virtual anchors as shown in Fig. 4.2b. Next, we calculate two points for each LLOP using (5.5) and (5.6). An LLOP is associated with every intersection of two virtual anchor areas. Lastly, we determine the intersection of the LLOP pairs using (4.5) and (4.6). The average of these intersection points is the estimated location of the unlocalized node.

4.4 Performance Results

In this section, the performance of the proposed algorithm is compared with that using DRLS [38]. The simulation parameters are: number of nodes \( n = 200 \); range \( r = 10 \) meters; deployment area \( A = 10r \times 10r \) meters\(^2\). All nodes are assumed to have the same communication range. Performance is averaged over 1000 trials for each anchor ratio, i.e., \( 10^3 \) different random node deployments. As mentioned previously, the proposed algorithm stops when no more unlocalized nodes can be localized, and all remaining unlocalized nodes are left unlocalized. The mean error for each anchor ratio is defined as

\[
\text{mean error} = \frac{\sum_{t} \sum_{i=1}^{t} \sqrt{(\hat{x}_i - x_i)^2 + (\hat{y}_i - y_i)^2}}{tIr} \tag{4.10}
\]

where \( t \) is the number of unlocalized nodes, \( I \) is the number of trials, \((\hat{x}, \hat{y})\) is the estimated unlocalized node position, and \((x, y)\) is the actual position. Note that the
mean error is calculated relative to the range $r$.

Fig. 4.5 shows the effect of the anchor ratio on the mean error of the proposed and DRLS algorithms. This shows that the proposed solution is better than DRLS at lower anchor ratios, which is typical in many applications, for example, when the number of anchors is low due to the cost of installing anchor nodes (which require GPS or manual determination of their location). Even with a high anchor ratio, the proposed algorithm has similar performance to that with DRLS. Because it has a lower computational cost than DRLS, the proposed algorithm is better overall.

Fig. 4.6 shows the performance of one trial with the proposed algorithm when 50% of the nodes are anchors. Note that there are some unlocalized nodes that are not localized because they cannot communicate with any anchor or localized node. The error distribution in the network closely follows the anchor distribution.

In areas with a high anchor density, the localization error is low and *vice versa*. This can be seen clearly in Fig. 4.7 which shows the relation between mean localization error and anchors density (only anchors are presented in this figure as blue dots). In Fig. 4.7 a high mean localization error occurred in areas when the anchors density is low and small mean error when the anchors density is high.
Figure 4.1: The effect of the second set of anchors on the estimated unlocalized node location.
Figure 4.2: An example of the proposed location estimation algorithm.

(a) Proximity sensing between unlocalized and anchor nodes.

(b) Creating of new virtual anchors by the unlocalized node.
Figure 4.3: The area of intersection between two anchors.

Figure 4.4: The intersection of two lines.
Figure 4.5: Anchor ratio versus mean localization error.

Figure 4.6: Actual and estimated position of all nodes in the network with 50% anchor nodes.
Figure 4.7: Localization error versus position.
Chapter 5

Range-based Localization

Range-based Localization methods are more accurate than range-free ones. Its accuracy is related to distance estimation accuracy. Range-based algorithms estimate the distance between nodes using location metrics such as time of arrival (TOA) [34], time difference of arrival (TDOA) [35], received signal strength (RSS) [36], or angle of arrival (AOA) [37].

Time of arrival (TOA) technology is commonly used as a means of obtaining range information via signal propagation time. The most basic localization system to use TOA techniques is GPS [44]. The time difference of arrival (TDOA) technique for ranging has been widely proposed as a first step towards localization algorithm. TDOA is used in many systems such as [45] [46], and [47]. To augment and complement TDOA and TOA technologies, an angle of arrival (AOA) technique has been proposed that allows nodes to estimate and map relative angles between neighbors [37]. Received signal strength based localization systems (RSS) technology such as RADAR [48] has been proposed for hardware constrained systems. In wireless environment problems, like multipath fading, background interference, and irregular signal propagation characteristics make range estimates
inaccurate using RSS.

Position accuracy is not constant across the area of coverage, and poor geometry of the unlocalized nodes relative to the anchor nodes can lead to high geometric dilution of precision (GDOP). GDOP is commonly used to assess localization accuracy, where a larger GDOP implies poorer accuracy.

5.1 Dilution of Precision

Dilution of precision is a metric that describing how well an anchor nodes geometry is for localization. The distance measurements used to compute the node coordinates always contain some error. These measurement errors result in errors in the computed node coordinates. The magnitude of the final error depends on both the measurement errors and the geometry of the structure induced by the nodes. The contribution due to geometry is called the geometric dilution of precision (GDOP). GDOP is used extensively in the GPS community as a measure of localization performance [49]. The distribution of the anchors around an unlocalized node can have a good or poor GDOP, as shown in Fig. 5.1.

Another version of GDOP is the generalized geometry of dilution precision GGDOP. GGDOP depends on the geometry of the anchors around an unlocalized node and the accuracy of the range measurements. GGDOP is defined as [50]

\[
\Gamma_m = \frac{\psi_m}{\gamma_m^2} \tag{5.1}
\]

where

\[
\gamma_m = \sum_{i=1}^{m} \frac{1}{\sigma_i^2} \tag{5.2}
\]
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Figure 5.1: Node locations with poor and good GDOP.

\[
\psi_m = \sum_{i=1}^{m} \sum_{j=1, j \neq i}^{m} \frac{\sin^2(\alpha_i - \alpha_j)}{\sigma_i^2 \sigma_j^2}
\]

(5.3)

The angle \(\alpha_i\) is the orientation of the \(i\)th anchor or localized node relative to the node whose location is being estimated, \(\sigma_i^2\) is the variance of the distance estimate, and \(m\) is the total number of anchors and localized nodes around this node, as
shown in Fig. 5.2. As the GGDOP increases, the localization error decreases. In [50], it was shown that

$$\forall \left\{ \sigma_i^2 \right\}, \left\{ \alpha_i \right\}, 0 \leq \Gamma_m \leq 1/4$$  \hfill (5.4)

Figure 5.2: An unlocalized node with multiple anchors within its range.

In the following sections, four different range-based algorithms are proposed and compared with recent localization algorithms as well. All of them are based on techniques from data mining field.

We use the linear least square (LLS) [51] and the weighted linear least squares singular value decomposition (WLS-SVD) algorithm [52] as a benchmark. In [52], the WLS-SVD algorithm is compared with a maximum likelihood (ML) algorithm [53], multidimensional scaling (MDS) [54], and the best linear unbiased estimator approach based on least square calibration (BLUE-LSC) [55]. According to [52], WLS-SVD performs better than the three other algorithms.
5.2 Localization using Decision Tree Classification Algorithm

The proposed approach differs from conventional solutions to the localization problem in wireless networks. Typically, the locations of the anchors within range and the estimated distances between the unlocalized node and these anchors are used to directly estimate its location. Instead, we use a multi-step process. An approach from data mining, called decision tree classification, is used to retain the best (candidate) points, and these are averaged to get the estimated location of the unlocalized node.

5.2.1 Decision Tree Classification Algorithm

Classification assigns an object to one or more categories. Decision trees are a simple and widely used classification technique [2]. Moving from one level to another in a decision tree requires a test condition to decide which branch to follow. This process is continued until a leaf node is reached. In the proposed algorithm, we use both the shortest distance and the minimum variance between nodes as the test.

5.2.2 The Proposed Algorithm

The first step in localization is to obtain the distance estimates for the unlocalized nodes from the anchor and localized nodes that are within range. These estimates provide the radii for circles around the nodes. The intersection of these circles for an unlocalized node is the next step towards calculating the final location estimate. The key is to choose candidate intersection points that are closest to each other. In the ideal case, the circles intersect on the unlocalized node. For example, when we
have three anchors, three intersection points lie on the unlocalized node, while the other three do not. However, this event is unlikely in practical situations. In Fig. 5.3 the intersection points of the circles around nodes $p_1$ and $p_2$ are denoted as $p_{12}$ and $p_{21}$, and their coordinates are given by [42]

$$x = \frac{x_2 + x_1}{2} + \frac{(x_2 - x_1)(r_1^2 - r_2^2)}{2d^2} \pm \frac{y_2 - y_1}{2d^2} \sqrt{(r_1 + r_2)^2 - d^2 \left( d^2 - (r_2 - r_1)^2 \right)}$$ (5.5)

and

$$y = \frac{y_2 + y_1}{2} + \frac{(y_2 - y_1)(r_1^2 - r_2^2)}{2d^2} \mp \frac{x_2 - x_1}{2d^2} \sqrt{(r_1 + r_2)^2 - d^2 \left( d^2 - (r_2 - r_1)^2 \right)}$$ (5.6)

where the $p_{12}$ $x$-coordinate corresponds to the plus sign in (5.5), and the corresponding $y$-coordinate corresponds to the minus sign in (5.6). The distance between the two points $p_1 = (x_1, y_1)$ and $p_2 = (x_1, y_1)$ is given by

$$d = \sqrt{(x_1 - x_2)^2 + (y_1 - y_2)^2}$$ (5.7)

Each unlocalized node estimates the distance from each anchor or localized node that it can receive a signal from. A node can estimate its position only if it hears from three or more of these nodes. The intersection between all estimates around the unlocalized node produce a set of intersection points. If we have $m$
Figure 5.3: Intersection of the distance estimates for two anchors.

anchor and/or localized nodes, then they form $g$ groups where

$$g = \binom{m}{2} = \frac{m!}{2!(m-2)!}$$  \hspace{1cm} (5.8)

Each group consists of two points as a result of the intersection between two anchors and/or localized nodes distance estimates, as shown in Fig. 5.3.

The final step in estimating the location of an unlocalized node is constructing two decision trees to select the candidate intersection points. The root or starting point in both trees can be chosen arbitrarily, but they should belong to the same group. In Fig. 5.4, the root points are $p_{12}$ and $p_{21}$, and they are produced by the intersection of the Anchor$_1$ and Anchor$_2$ range estimates. The subtrees in this figure correspond to three anchor and/or localized nodes around the unlocalized node. To traverse from the root points down to the leaf points, we choose the branches with the smallest metrics, using either distances or variances. We then have Distance Based Localization using Decision Trees (DBLDT) and Variance Based Localization using Decision Trees (VBLDT).
If all anchor and/or localized nodes intersect, the maximum number of points is $2g$, and we need to select $g$ candidate points, one from each group. In some cases, a distance estimate is obtained by measuring the received signal strength (RSS), which may be short due to the non-line-of-sight (NLOS) effect, so not all circles intersect. However, the intersection points can still be calculated, but they will be complex numbers. If this occurs, we consider the real part as the intersection point in subsequent calculations.

DBLDT uses the Euclidean distance between two points as the decision tree metric. The path with the minimum distance is followed in each subtree. Suppose that in Fig. 5.4a the selected path has points $p_{12}$, $p_{13}$, and $p_{32}$, and in Fig. 5.4b the
selected path has points \( p_{21}, p_{31}, \) and \( p_{23} \). Then we have two sets: \( a \) and \( b \), each have \( g \) points, one from each subtree. The set with the minimum total Euclidean is chosen, and the average of the points in this set is the estimated location of the unlocalized node.

Fig. 5.5 illustrates the steps of the proposed algorithm for four anchor nodes. After the four distance estimates are determined, the \( 2g = 12 \) intersection points are found, and then 6 candidate intersection points are selected. Note that because two pairs of circles do not intersect, there are only 10 points in Fig. 5.5a (since the real parts of the complex numbers are the same). The six candidate points are averaged to obtain the location estimate.

VBLDT uses the variance between two points as the decision tree metric. The variances \( \sigma_x^2 \) and \( \sigma_y^2 \) are calculated as

\[
\sigma_x^2 = \frac{\sum (x - \mu_x)^2}{2} \quad \text{and} \quad \sigma_y^2 = \frac{\sum (y - \mu_y)^2}{2}
\]

where the sum is over the two points and \( \mu_x \) and \( \mu_y \) are the corresponding means.

The path with the minimum metric, \( \Omega \), is followed in each subtree. We end up with two sets: \( a \) and \( b \), each have \( g \) points, one from each subtree. The variances for the first set \( \sigma_{xa}^2 \) and \( \sigma_{ya}^2 \) are calculated as

\[
\sigma_{xa}^2 = \frac{\sum (x_a - \mu_{xa})^2}{g} \quad \text{and} \quad \sigma_{ya}^2 = \frac{\sum (y_a - \mu_{ya})^2}{g}
\]

giving

\[
\Omega_a = \sigma_{xa}^2 + \sigma_{ya}^2
\]
Similarly for the second set of points, we calculate

$$\Omega_b = \sigma_{x_b}^2 + \sigma_{y_b}^2$$

Finally, the estimated location of the unlocalized node is the average of the points with the minimum $$\Omega_i, i = a, b$$.

### 5.2.3 Performance Results for DBLDT and VBLDT

Here, the proposed algorithms DBLDT and VBLDT are compared with the WLS-SVD \cite{52} and LLS \cite{51} algorithms via simulation. We first consider distance variance to measure the accuracy of both techniques. 100 nodes are deployed, 50% of which are randomly chosen as anchors. The deployment area is $$A = 100 \times 100$$ meters\(^2\), and the range is $$r = 10$$ meters. The distance error has a Gaussian distribution with variance that is a percentage of the actual distance. As a performance measure, we use the mean error, which is defined as

$$\text{mean error} = \frac{\sum_{t=1}^{t_u} \sum_{i=1}^{u} \sqrt{(\hat{x}_i - x_i)^2 + (\hat{y}_i - y_i)^2}}{tu}$$  \hspace{1cm} (5.9)

where $$u$$ is the number of unlocalized nodes, $$t$$ is the number of trials, $$(\hat{x}, \hat{y})$$ is the estimated unlocalized node position, and $$(x, y)$$ is the actual position. The results were averaged over $$10^5$$ trials. Localized nodes were used with the anchors to localize those unlocalized nodes that were not in the range of three anchors or more in the previous iterations.

The localization process ends when all nodes are localized or all remaining unlocalized nodes are isolated, i.e., not in the range of any anchor or localized nodes. Fig. 5.6 shows the mean error, where both proposed algorithms outperform LLS
and WLS-SVD, and DBLDT outperforms VBLDT. Also, the rate of change of the error is lower with the proposed algorithms.
Next, all algorithms are compared considering the transmission range of the wireless nodes. The deployment area, the number of nodes, and the number of anchors are the same as before, but the transmission range varies from 10 to 50 meters. The distance error variance is fixed at 10% of the actual distance between nodes. The results were again averaged over 10^5 trials. Fig. 5.7 shows that the proposed algorithms perform better than LLS and WLS-SVD at low transmission ranges, where the unlocalized nodes can be reached by a small number of nodes. However, at high transmission ranges, the DBLDT algorithm is the best while VBLDT is the worst. The other algorithms have similar performance.

The anchor ratio is one of the most important factors affecting localization accuracy. Thus, we next compare the algorithms with a varying percentage of anchor
nodes. In this case, we are more interested in the performance when the anchor ratio is small because, in a practical system, the number of anchor nodes will be much less than the number of unlocalized nodes. The deployment area and the number of nodes are the same as before but the anchor ratio varies from 20% to 80%. The transmission range is fixed at 10 meters and the distance error variance is fixed at 10% of the actual distance. The results are again averaged over $10^5$ trials. Fig. 5.8 shows that the proposed algorithms again outperform both the LLS and WLS-SVD algorithms, particularly at low anchor ratios.

At this point, we consider the effect of the node geometry on performance, with GGDOP used as the geometry measure. Three anchor nodes are deployed on a circle with a fourth unlocalized node in the center. The transmission range
is set to 30 meters to ensure that the unlocalized node is within range of the three anchors, and the distance error variance is set at 10%. The anchors $a_1, a_2,$ and $a_3$ are distributed around the unlocalized node $u$ by changing the angles $\angle a_1ua_2$ and $\angle a_2ua_3$ from 1° to 101° (with both angles the same). The results are averaged over $10^5$ trials, and are shown for GGDOP in Fig. 5.9 and for angle between anchors in Fig. 5.10. Both figures show that the proposed algorithms perform better, particularly with poor geometry, i.e., low GGDOP or small angles. At small angles, we have poor geometry. As they get larger, we approach the ideal case in which the anchors are distributed uniformly on the circle. Note that at an angle of 101°, all four algorithms perform similarly.

Finally, we evaluated the algorithms with different anchor ratios and distance error variances. Fig. 5.11 shows the resulting mean error surfaces. DBLDT clearly
outperforms the other algorithms, followed by VBLDT, which outperforms WLS-SVD and LLS at high distance error variances (90%) and low anchor ratios (10%), which is a very practical but challenging environment. The performance is similar at high anchor ratios (90%) and low distance error variances (10%), which is close to the ideal case.

Figure 5.9: Mean error versus GGDOP.
Figure 5.10: Mean error versus angle between anchors.
(a) Mean error surface for the LLS algorithm.  (b) Mean error surface for the WLS-SVD algorithm.

(c) Mean error surface for the DBLDT algorithm.  (d) Mean error surface for the VBLDT algorithm.

Figure 5.11: Mean error surfaces.
5.3 Localization using the K-means Clustering Algorithm

The proposed approach (LKmeans) differs from conventional solutions to the localization problem in wireless networks. Two approaches from data mining, called decision tree classification and K-means clustering, are used to retain the best (candidate) points, and these are averaged to get the estimated location of the unlocalized node.

5.3.1 K-means Clustering Algorithms

K-means defines a cluster or class in terms of a centroid, which is the mean of a group of nodes [2]. The K-means clustering algorithm is a simple algorithm. The algorithm starts by selecting $K$ points randomly as centroids, then it tests all other nodes by calculating the distance between each point and each $K$ initial centroid. Each point is assigned to be a member of the cluster it is close to. In the seconds iteration, the centroids are updated by taking the average of all cluster members as new centroids, then we assign all the nodes again. This process is repeated until no point change clusters. The K-means algorithm is shown in Alg. [1]. Actually, K-means has difficulty detecting clusters that have non-spherical shapes or widely different sizes or densities [2]. However, in the scenario described in this dissertation, K-means does a good job because practically the number of inner intersection points is small, as it depends on how many anchors within a range of an unlocalized node in a randomly deployed wireless network. On the other hand, K-means accuracy can be boosted by carefully selecting the initial centroids at the first iteration. In the proposed algorithm the densities of all inner intersection points are calculated, and the points that have the minimum and maximum density are se-
lected as initial centroids, i.e \( K = 2 \) where \( K \) is the number of the wanted clusters. Our aim is to cluster the points that are close to the actual position of the unlocalized node, and to cluster the far points, which are known also as outliers, together. \( Q \) is the number of wanted nearest neighbours in the K-nearest neighbours (KNN) algorithm (to differentiate between the other \( K \) in the K-means algorithm), and the density is given by \( \text{density} \), which is the inverse of the mean distance to the KNN of point \( p \)

\[
density(p, Q) = \left( \frac{\sum_{y \in N(p, Q)} d(p, y)}{|N(p, Q)|} \right)^{-1}
\]  

(5.10)

where \( N(p, Q) \) is the set containing the \( Q \)-nearest neighbours of point \( p \), \(|N(p, Q)|\) is the size of that set, and \( y \) is a nearest neighbour.

**Algorithm 1** Basic K-means algorithm

1: Select \( K \) points as initial centroids.
2: \textbf{repeat}
3: Form \( K \) clusters by assigning each point to its closest centroid.
4: Recompute the centroid of each cluster by averaging all the points of each cluster.
5: \textbf{until} Centroids do not change

### 5.3.2 LKmeans Localization Algorithm

The first step in localization is to obtain the distance estimates for the unlocalized nodes from the anchor and localized nodes that are within range. These estimates provide the radii for circles around the nodes. The intersection of these circles for an unlocalized node is the next step towards calculating the final location estimate. The key is to choose candidate intersection points that are closest to each other. In the ideal case, the circles intersect on the unlocalized node. For example, when we have three anchors, three intersection points lie on the unlocalized node while the
other three do not. However, this event is unlikely in practical situations.

Each unlocalized node estimates the distance from each anchor or localized node that it can receive a signal from. This node can estimate its position only if it hears from three or more of these nodes. The intersections between all estimates around the unlocalized node produce a set of intersection points. If we have \( m \) anchor and/or localized nodes, then they form \( g \) groups where \( g \) is given by (5.8). Each group consists of two points as a result of the intersection between two anchor and/or localized node estimates, as shown in Fig. 5.3 in Section 5.2.

The third step in estimating the location of an unlocalized node is constructing two decision trees to select the inner intersection points. The root or starting point in both trees can be chosen arbitrarily, but they should belong to the same group. In Fig. 5.12 the root points are \( p_{12} \) and \( p_{21} \), and they are produced by the intersection of the Anchor\(_1\) and Anchor\(_2\) range estimates. The subtrees in this figure correspond to three anchor and/or localized nodes around the unlocalized node. To traverse from the root points down to the leaf points, we choose the branches with the shortest distance. If all anchor and/or localized nodes intersect, the maximum number of points is \( 2g \), and we need to select \( g \) inner points, one from each group. The Euclidean distance between two points is used as the decision tree metric. The path with the minimum distance is followed in each subtree. Suppose that in Fig. 5.12a the selected path has points \( p_{12}, p_{13}, \) and \( p_{32} \), and in Fig. 5.12b the selected path has points \( p_{21}, p_{31}, \) and \( p_{23} \). Then we have two sets each consists of \( g \) points, one from each subtree. The set with the minimum total distance is chosen as inner intersection points, which is given by:

\[
D_s = \sum_{i=1}^{g} \sum_{j=1, j>i}^{g} d(p_i, p_j) \tag{5.11}
\]
\[ c = \arg\min_{s} (D_s) \]  

(5.12)

where \( s \) is the number of the set and \( c \) is the selected set of inner points.

When, for example, a distance estimate is obtained by measuring the received signal strength (RSS), it may be short due to the non-line-of-sight (NLOS) effect, and not all circles will intersect. However, the intersection points can still be calculated, although they will be complex numbers. If this occurs, we consider the real part as the intersection point in subsequent calculations.

Fig. 5.13 illustrates the steps of the proposed algorithm for four anchor nodes.
After the four distance estimates are determined, the \( 2g = 12 \) intersection points are found, and then 6 inner intersection points are selected. Note that because two pairs of circles do not intersect, there are only 10 points in Fig. 5.13a (since the real parts of the complex numbers are the same).

Now, we apply K-means clustering with \( K = 2 \) to divide the inner points into dense points and outliers as a fourth step. To calculate the density of each inner point, we set \( Q = g - 1 \), i.e., each point considers its \( Q \) nearest neighbours in calculating its density. Then, we select the cluster with the maximum number of points. If more than one cluster has the same number of points, we pick the one with the lower cluster sum of squared error (SSE) \(^2\).

\[
\text{cluster SSE} = \sum_{p \in C_i} d(c_i, p)^2 \quad (5.13)
\]

where \( d \) is the distance, \( p \) is an inner intersection point, \( C_i \) is the \( i \)th cluster, \( c_i \) is the centroid of cluster \( C_i \), and \( K \) is the number of clusters.

If the selected cluster is \( p \), where \( p = \{p_1, p_2, \ldots, p_q\} \) and \( q \) is the number of points inside that cluster, then estimated location of the unlocalized node is the average of that cluster with the candidate points.

\[
\hat{u} = \frac{\sum_{i=1}^{q} p_i}{q} \quad (5.14)
\]

where \( p \subset c \), and \( \hat{u} \) is estimated location.

### 5.3.3 Performance Results for LKmeans Algorithm

In this section, the proposed algorithm, LKmeans, is compared with the WLS-SVD \(^5\) algorithm via simulation. We first consider distance variance to measure the
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(a) Step 1: Distance estimates for an unlocalized node from four anchors.

(b) Step 2: The intersection points.

(c) Step 3: The inner intersection points.

(d) Step 4: The candidate intersection points.

Figure 5.13: The proposed algorithm with four anchor nodes.
accuracy of both techniques. 100 nodes are deployed, 50% of them are randomly chosen as anchors. The deployment area is $A = 100 \times 100$ meters$^2$, and the range $r = 10$ meter. The distance error has a Gaussian distribution with variance, which is a percentage of the actual distance. As a performance measure, we use the mean error, which is defined in (5.9) The results were averaged over $10^5$ trials. Localized nodes were used with the anchors to localize those unlocalized nodes that were not in the range of any anchors in the previous iterations. The localization process ends when all nodes are localized or all remaining unlocalized nodes are isolated, i.e., not in the range of any anchor or localized nodes. Fig. 5.14 shows the mean error of the proposed algorithm outperform LLS and WLS-SVD algorithms. Also, the rate of change of the error is lower with the proposed algorithms.

![Figure 5.14: Mean error versus distance variance.](image-url)
Next, all algorithms are compared considering the transmission range of the wireless nodes. The deployment area, the number of nodes, and the number of anchors are the same as before, but the transmission range varies from 10 to 50 meters. The distance error variance is fixed at 10% of the actual distance between nodes. The results were again averaged over $10^5$ trials. Fig. 5.15 shows that the proposed algorithms perform better than LLS and WLS-SVD at low transmission ranges, where the unlocalized nodes can be reached by a small number of nodes and at high transmission range as well.

![Figure 5.15: Mean error versus transmission range.](image)

The anchor ratio is one of the most important factors affecting localization accuracy. Thus, we next compare the algorithms with a varying percentage of anchor nodes. In this case, we are more interested in the performance when the anchor ra-
ratio is small because the number of anchor nodes will be much less than the number of unlocalized nodes in a practical system. The deployment area and the number of nodes are the same as before but the anchor ratio varies from 20% to 80%. The transmission range is fixed at 10 meters and the distance error variance is fixed at 10% of the actual distance. The results are again averaged over $10^5$ trials. Fig. 5.16 shows that the proposed algorithm again outperforms both the LLS and WLS-SVD algorithms, particularly at low anchor ratios.

![Graph showing Mean error versus anchors ratio.](image)

**Figure 5.16:** Mean error versus anchors ratio.

Next, we consider the effect of the node geometry on performance, with GGDOP used as the geometry measure. Three anchor nodes are deployed on a circle with a fourth unlocalized node in the center. The transmission range is set to 30 meters to ensure that the unlocalized node is within range of the three anchors, and
the distance error variance is set at 10%. The anchors $a_1, a_2,$ and $a_3$ are distributed around the unlocalized node $u$ by changing the angles $\angle a_1ua_2$ and $\angle a_2ua_3$ from $1^\circ$ to $101^\circ$ (with both angles the same). The results are averaged over $10^5$ trials, and are shown in Fig. 5.17 for GGDOP and in Fig. 5.18 for angle between anchors. Both figures show that the proposed algorithm perform better, particularly with poor geometry, i.e., low GGDOP or small angles. LLS and WLS-SVD algorithms perform similarly at all different angles and GGDOP values because we deployed only four nodes in the field. At small angles, we have poor geometry; as they get larger, we approach the ideal case in which the anchors are distributed uniformly on the circle. Note that at an angle of $101^\circ$, all three algorithms perform similarly.

![Figure 5.17: Mean error versus GGDOP.](image)

Finally, we evaluated the algorithms with different anchor ratios and distance
error variances. Fig. 5.19 shows the resulting mean error surfaces. Clearly LK-means outperform the other algorithms at high distance error variances (90%) and low anchor ratios (10%), which is a very practical but challenging environment. The performance is similar at high anchor ratios (90%) and low distance error variances (10%), which is close to the ideal case.
(a) Mean error surface for the LLS algorithm.  (b) Mean error surface for the WLS-SVD algorithm.

(c) Mean error surface for the LKmeans algorithm.

Figure 5.19: Mean error surfaces.
5.4 Localization using the DBSCAN Clustering Algorithm

Two approaches from data mining, called decision tree classification and DBSCAN algorithm, are used to retain the best (candidate) points; and these are averaged to get the estimated location of the unlocalized node. In this proposed algorithm, using a specific density-based clustering algorithm, like DBSCAN that acts as a new key for solving the localization problem, instead of using a regular non-density-based clustering technique.

5.4.1 DBSCAN Clustering Algorithms

DBSCAN finds groups or regions of different densities, which are separated by low density regions [2]. DBSCAN classifies all the available points as core points, border points, and noise points. It has two parameters, a distance parameter $Eps$ and threshold $MinPts$. Any two core points close to each other within a distance $Eps$ are grouped in the same cluster. Also, any border point that is close to a core point, i.e. within a distance $Eps$ is put in the same cluster as the core point. Finally, noise points are discarded. DBSCAN algorithm is given in Algorithm 2 [2].

Just to compare between K-means in the previous Section 5.3 and DBSCAN, 200 nodes are deployed in a field of $150 \times 100$ meters$^2$ to form two clusters as shown in Fig. 5.20. The results of K-means and DBSCAN clustering techniques are shown...
in Fig. 5.21 and Fig. 5.22 respectively. It is clearly that the DBSCAN determined the two clusters more accurately than K-means clustering techniques.

![Figure 5.20: 200 nodes representing two clusters.](image)

5.4.2 LDBSCAN Localization Algorithm

The first step in localization is to obtain the distance estimates for the unlocalized nodes from the anchor and localized nodes that are within range. These estimates provide the radii for circles around the nodes. The intersection of these circles for an unlocalized node is the next step towards calculating the final location estimate. The key is to choose the candidate intersection points that are closest to each other. In the ideal case, the circles intersect on the node.
Each unlocalized node estimates the distance from each anchor or localized node that it can receive a signal from. This node can estimate its position only if it hears from three or more of these nodes. The intersection between all estimates around the unlocalized node produce a set of intersection points. If we have $m$ anchor and/or localized nodes, then they form $g$ groups where $g$ is given by \((5.8)\) Each group consists of two points as a result of the intersection between two anchor and/or localized node estimates, as shown in Fig. 5.3 in Section 5.2.

The third step in estimating the location of an unlocalized node is constructing two decision trees to select the inner intersection points, as shown in Fig. 5.12 in Section 5.3. The root or starting point in both trees can be chosen arbitrarily, but they should belong to the same pair of nodes. In Fig. 5.12 the root points are $p_{12}$.
and $p_{21}$, and they are produced by the intersection of the Anchor\textsubscript{1} and Anchor\textsubscript{2} range estimates. The subtrees in this figure correspond to three anchor and/or localized nodes around the unlocalized node. To traverse from the root down to the leaf points, we choose the branches with the smallest distance. If all anchor and/or localized nodes intersect, the maximum number of points is $2g$, and we need to select $g$ inner points, one from each pair. The Euclidean distance between two points is used as the decision tree metric. The path with the minimum distance is followed in each subtree. Suppose that in Fig. 5.12\textsubscript{a} the selected path has points $p_{12}$, $p_{13}$, and $p_{32}$, and in Fig. 5.12\textsubscript{b} the selected path has points $p_{21}$, $p_{31}$, and $p_{23}$. Then, we have two sets each consisting of $g$ points, one from each subtree. The set with the minimum total distance is chosen as the set of inner intersection points.

Fig. 5.23 illustrates the steps of the proposed algorithm for four anchor nodes.
After the four distance estimates are determined, the $2g = 12$ intersection points are computed, and 6 inner intersection points are selected. Note that because two pairs of circles do not intersect, there are only 10 points in Fig. 5.23a (since the real parts of the complex numbers are the same). The six inner intersection points are shown in Fig. 5.23c.

Now, we apply the DBSCAN algorithm to divide the inner intersection points into clusters and outliers. We select the cluster with the greatest number of points as the best estimates. The estimated location of the unlocalized node is the average of the points in this cluster (the candidate points). The two parameters used with DBSCAN are $MinPts = g - 1$ and

$$Eps = \frac{\sum_{i=1}^{2g} \sum_{j=1, j>i}^{2g} d(p_i, p_j)}{g(2g - 1)}$$

(5.15)

where $p_i$ and $p_j$ are intersection points. These parameters are used to classify the points as core, border or noise. The distance to the $MinPts$ nearest neighbours is calculated for each point and this is compared with $Eps$. If this distance is less than $Eps$, it is classified as a core point, otherwise it is a border or noise point. For non-core points, if none of the points within distance $Eps$ is a core point then it is noise, otherwise it is border point. All core and border points within $Eps$ of each other are grouped into a cluster. The cluster with the greatest number of points is chosen, and the others are discarded.

If the selected cluster is $v = \{v_1, v_2, \ldots, v_q\}$, then the estimated location of the unlocalized node is:

$$\hat{u} = \frac{\sum_{i=1}^{q} v_i}{q}$$

(5.16)

where the $v_i$ are the candidate points.
5.4.3 Performance Results for LDBSCAN

In this section, the proposed algorithm LDBSCAN is with the WLS-SVD [52] and LLS [51] algorithms via simulation. We first consider distance variance to measure the accuracy of both techniques. 100 nodes are deployed, 50% of which are randomly chosen anchors. The deployment area is \( A = 100 \times 100 \) meters\(^2\), and the range is \( r = 10 \) meters. The distance error has a Gaussian distribution with variance that is a percentage of the actual distance. As a performance measure, we use the mean error, which is defined in (5.9). The results were averaged over \( 10^5 \) trials. Localized nodes were used with the anchors to localize those unlocalized nodes that were not in the range of any anchors in the previous iterations.

The localization process ends when all nodes are localized or all remaining unlocalized nodes are isolated, i.e., not in the range of any anchor or localized nodes. Fig. 5.24 shows the mean error with both proposed algorithms outperforming LLS and WLS-SVD. Also, the rate of change of the error is lower with the proposed algorithms.

Next, all algorithms are compared considering the transmission range of the wireless nodes. The deployment area, the number of nodes, and the number of anchors are the same as before but the transmission range varies from 10 to 50 meters. The distance error variance is fixed at 10% of the actual distance between nodes. The results were again averaged over \( 10^5 \) trials. Fig. 5.25 shows that the proposed algorithm perform better than LLS and WLS-SVD at low transmission ranges, where the unlocalized nodes can be reached by a small number of nodes. However, at high transmission ranges, all algorithms have similar performance.

The anchor ratio is one of the most important factors affecting localization accuracy. Thus, we next compare the algorithms with a varying percentage of anchor nodes. In this case, we are more interested in the performance when the anchor ra-
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tio is small because the number of anchor nodes will be much less than the number of unlocalized nodes in a practical system. The deployment area and the number of nodes are the same as before but the anchor ratio varies from 20% to 80%. The transmission range is fixed at 10 meters and the distance error variance is fixed at 10% of the actual distance. The results are again averaged over $10^5$ trials. Fig. 5.26 shows that the proposed algorithm again outperforms both the LLS and WLS-SVD algorithms, particularly at low anchor ratios.

Next, we consider the effect of the node geometry on performance, with GGDOP used as the geometry measure. Three anchor nodes are deployed on a circle with a fourth unlocalized node in the center. The transmission range is set to 30 meters to ensure that the unlocalized node is within range of the three anchors, and the distance error variance is set at 10%. The anchors $a_1, a_2, a_3$ are distributed around the unlocalized node $u$ by changing the angles $\angle a_1ua_2$ and $\angle a_2ua_3$ from 1° to 101° (with both angles the same). The results are averaged over $10^5$ trials, and are shown in Fig. 5.27 for GGDOP and in Fig. 5.28 for angle between anchors. Both figures show that the proposed algorithm performs better, particularly with poor geometry, i.e., low GGDOP or small angles. LLS and WLS-SVD algorithms perform similarly at all different angles and GGDOP values because we deployed only four nodes in the field. At small angles we have poor geometry, as they get large we approach the ideal case in which the anchors are distributed uniformly on the circle. Note that at an angle of 101°, all three algorithms perform similarly.

Finally, we evaluated the algorithms with different anchor ratios and distance error variances. Fig. 5.29 shows the resulting mean error surfaces. Clearly LDB-SCAN outperforms the other algorithms at high distance error variances (90%) and low anchor ratios (10%), which is a very practical but challenging environment. The performance is similar at high anchor ratios (90%) and low distance
error variances (10%), which is close to the ideal case.
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(a) Step 1: Distance estimates for an unlocalized node from four anchors.

(b) Step 2: The intersection points.

(c) Step 3: The inner intersection points.

(d) Step 4: The candidate intersection points.

Figure 5.23: The proposed algorithm with four anchor nodes.
Figure 5.24: Mean error versus distance variance.
Figure 5.25: Mean error versus transmission range.
Figure 5.26: Mean error versus anchors ratio.
Figure 5.27: Mean error versus GGDOP.
Figure 5.28: Mean error versus angle between anchors.
Figure 5.29: Mean error surfaces.
5.5 Localization using the Outlier Detection Algorithm

An approach from data mining called DBOD [2], which is based on K-nearest neighbour (KNN) [2], is used to retain the best (candidate) points, and these are averaged to get the estimated location of the unlocalized node. In this proposed method, we can see clearly that processing the intersection points based on their density saves one extra step which is classification as inner or outer points in LK-means and LDBSCAN. In proposed methods DBLDT, VBLDT, only classification via decision trees is used to classify the points as inner and outer points. In LK-means and LDBSCAN, both classification is used to choose the inner points, and clustering is used to select the candidate points.

5.5.1 Density-based Outlier Detection

The density-based outlier detection algorithm is one of the algorithms that are used in anomaly detection. The outlier score is just the inverse of the density score of a point. The density is given by [2], which is the inverse of the mean distance to the K-nearest neighbours of point \( p \)

\[
density(p, K) = \left( \frac{\sum_{y \in N(p,K)} d(p,y)}{|N(p,K)|} \right)^{-1}
\]  

(5.17)

where \( N(p,K) \) is the set containing the K-nearest neighbours of point \( p \), \( |N(p,K)| \) is the size of that set, and \( y \) is a nearest neighbour. Density-based outlier detection algorithm is given in Algorithm 3 [2].

5.5.2 LDBOD Localization Algorithm

The first step in localization is to obtain the distance estimates for the unlocalized nodes from the anchor and localized nodes that are within range. These estimates
Algorithm 3 Density-based outlier detection algorithm

1: K is the number of nearest neighbours
2: for all points \( p \).
3: Determine \( N(p, K) \) for \( p \).
4: Determine the density of \( p \).
5: outlier score is the inverse of the density.
6: end for
provide the radii for circles around the nodes. The intersection of these circles for an unlocalized node is the next step towards calculating the final location estimate. The key is to choose the candidate intersection points that are the closest to each other.

Each unlocalized node estimates the distance from each anchor or localized node that it can receive a signal from. This node can estimate its position only if it hears from three or more of these nodes. The intersection between all estimates around the unlocalized node produce a set of intersection points. If we have \( m \) anchor and/or localized nodes, then they form \( g \) groups where \( g \) is given by (5.8). Each group consists of two points as a result of the intersection between two anchor and/or localized node estimates. The total number of intersection points, if all anchor and/or localized nodes intersect, is \( 2g \). We need to select only a subset of those \( 2g \) points to average them and the result will be the location estimate.

The third step for towards finding an unlocalized node’s location is calculating the density of each intersection point. Each intersection point find the K-nearest neighbours where \( K = g - 1 \) then calculate its density according to equation (5.17). Then, the points with higher density than the mean value are selected as candidates.

Fig. [5.30](#) illustrates the steps of the proposed algorithm for four anchor nodes. After the four distance estimates are determined, the \( 2g = 12 \) intersection points are found. Note that because two pairs of circles do not intersect, there are only 10 points in Fig. [5.30a](#) (since the real parts of the complex numbers are the same). Then the average density for all intersection points is calculated as:

\[
D = \frac{2g}{\sum_{i=1}^{2g} \text{density}(p_i, K)}
\]  

(5.18)
Finally, all the points with density more than the average $D$, are selected as candidates points. If the selected candidate points form a cluster $p$, where $p = \{p_1, p_2, \ldots, p_q\}$ and $q$ is the number of points inside that cluster, then the estimated location of the unlocalized node is the average of that cluster with the candidate points.

$$\hat{u} = \frac{\sum_{i=1}^{q} p_i}{q}$$

(5.19)

5.5.3 Performance Results for LDBOD

In this section, the proposed algorithm LDBOT is compared with the WLS-SVD \cite{52} and LLS \cite{51} algorithms via simulation. We first consider distance to measure the accuracy of both techniques. 100 nodes are deployed, 50% of which are randomly chosen anchors. The deployment area is $A = 100 \times 100$ meters$^2$, and the range is $r = 10$ meters. The distance error has a Gaussian distribution with variance $\sigma_d^2$, which is a percentage of the actual distance. As a performance measure, we use the mean error, which is defined in (5.9) The results were averaged over $10^5$ trials. Localized nodes were used with the anchors to localize those unlocalized nodes that were not within range of a sufficient number of anchor and localized nodes in the previous iterations.

The localization process ends when all nodes are localized or all remaining unlocalized nodes are isolated, i.e., not within range of three or more anchor or localized nodes. The mean error with the proposed algorithm outperforms that with the LLS and WLS-SVD algorithms is shown in Fig. 5.31. Note that the rate of change of the error is also lower with LDBOD.

Next, all algorithms are compared considering the transmission range of the
wireless nodes. The deployment area, the number of nodes, and the number of anchors are the same as before, but the transmission range varies from 10 to 50 meters. The distance error variance is fixed at 10% of the actual distance between
nodes. The results were again averaged over $10^5$ trials. Fig. 5.32 shows that the proposed algorithm performs better than the LLS and WLS-SVD algorithms at low transmission ranges, in which case the unlocalized nodes are typically within range of a small number of nodes. However, at high transmission ranges all algorithms have similar performance.

We want to study the effect of adding localized nodes into picture to help those unlocalized nodes which have not enough number of anchors around them.

If we have $N$ nodes which are deployed in an area $A$, and the transmission range of any node is $r$, then the probability of a node being within transmission range of other node is

$$\Pr = \frac{\pi r^2}{A}$$

The probability of a node having degree $\delta$, i.e., $\delta$ anchor nodes within its range
is given by

\[ p(\delta) = \frac{\lambda^\delta}{\delta!} e^{-\lambda} \]

where

\[ \lambda = N \cdot Pr \]

and \( N \) is the number of anchor nodes.

The probability of a node having \( n \) or more anchor nodes within its range is

\[ P(\delta \geq n) = 1 - \sum_{i=0}^{n-1} p(i) \]

The probability of an unlocalized node having three or more anchors around it based on a given transmission range is shown in Fig. 5.33. We can see clearly that
using localized nodes in the localization process improves performance. When the range exceeds 25 meters, all the unlocalized nodes can be localized.

Figure 5.33: Probability of node localizability based on transmission range.

The anchor ratio is one of the most important factors affecting localization accuracy. Thus, we next compare the algorithms with a varying percentage of anchor nodes. In this case, we are more interested in the performance when the anchor ratio is small because the number of anchor nodes will be much lower than the number of unlocalized nodes in a practical system. The deployment area and the number of nodes are the same as before but the anchor ratio varies from 20% to 80%. The transmission range is fixed at 10 meters and the distance error variance is fixed at 10% of the actual distance. The results are again averaged over 10^5 trials. Fig. 5.34 shows that the proposed algorithm again outperforms both the LLS and WLS-SVD algorithms, particularly at low anchor ratios.

Also, the probability for of an unlocalized node having three or more anchors around it based on a given anchor ratio is shown in Fig. 5.35. The probability of
nodes localizability is limited by 0.6 due to the range, which is fixed at 10 meters.

Figure 5.34: Mean error versus anchors ratio.

Figure 5.35: Probability of node localizability based on anchor ratio.
Next, we consider the effect of the node geometry on performance, with GGDOP used as the geometry measure. Three anchor nodes are deployed on a circle with a fourth unlocalized node in the center. The transmission range is set to 30 meters to ensure that the unlocalized node is within range of the three anchors, and the distance error variance is set to 10%. The anchors \(a_1, a_2, \) and \(a_3\) are distributed around the unlocalized node \(u\) at angles \(\angle a_1ua_2\) and \(\angle a_2ua_3\), ranging from \(1^\circ\) to \(101^\circ\) (with both angles the same). The results are averaged over \(10^5\) trials and are shown in Fig. 5.36 for GGDOP and in Fig. 5.37 for angles between anchors. Both figures show that the proposed algorithm performs better, particularly when the geometry is poor, i.e., low GGDOP or small angles. The LLS and WLS-SVD algorithms perform similarly at all angles and GGDOP values because only four nodes are deployed. At small angles, the geometry is poor, and as the angles increase the geometry approaches the ideal case where the anchors are distributed uniformly on the circle. Thus, angles of \(101^\circ\) perform very well, and all three algorithms perform similarly.

Finally, we evaluated the algorithms with different anchor ratios and distance error variances. Figure 5.38 shows the resulting mean error surfaces. Clearly LD-BOD outperforms the other algorithms at high distance error variances (90%) and low anchor ratios (10%), which is the most typical, but also the most challenging environment. The performance is similar at high anchor ratios (90%) and low distance error variances (10%), which is close to the ideal case, and therefore not likely to occur in practice.

Although all four proposed algorithms outperformed recent localization algorithms in literature, they differ in their performance. The four proposed algorithms are compared side by side using different performance measures. In Fig. 5.39, LDBSCAN is the best algorithm, since it uses classification and then density-based
Figure 5.36: Mean error versus GGDOP.

Figure 5.37: Mean error versus angle between anchors.
(a) Mean error surface for the LLS algorithm. (b) Mean error surface for the WLS-SVD algorithm.

(c) Mean error surface for the LDBOD algorithm.

Figure 5.38: Mean error surfaces.

clustering. In Fig. 5.40 LDBOD is the best one although it uses only density-based clustering. In Fig. 5.41 at high anchor ratios, both LKmeans and LDBSCAN outperformed other techniques. In Fig. 5.42 LDBSCAN and LDBOD have similar performance and they outperformed others. Finally in Fig. 5.43 it is clear that LDBOD outperformed other algorithms. As a result of this comparison, we can say that the performance of each method is affected by the error type. For example, at high GGDOP, LDBOD is the best. However, at high distance noise variance, LDBSCAN is the best.
Figure 5.39: Mean error versus distance variance.

Figure 5.40: Mean error versus transmission range.
Figure 5.41: Mean error versus anchor ratio.

Figure 5.42: Mean error versus GGDOP.
Figure 5.43: Mean error versus angle between anchors.
Chapter 6

Conclusions and Future Work

This dissertation considered two important problems, OFDM symbol timing offset (STO) estimation and localization in wireless networks. An STO estimation algorithm was proposed for ZP-OFDM systems and another for CP-OFDM. A range-free localization algorithm was proposed, and four different range-based localization algorithms were also proposed.

For OFDM synchronization, the first proposed algorithm uses a metric which is calculated recursively. Two estimation methods were considered: one using the average of the metric results, and the other using the median. In the median case sending $10^3$ symbols is considered to calculate the median. The second approach used a preamble designed to have a maximum timing metric for the correct location and very small values otherwise. Both methods assumed that the CFO is estimated and compensated for already. In all simulations, zero mean Gaussian noise is assumed to combine thermal noise and co-channel interference. The ZP-OFDM method can be applied to systems using the WiMedia standard which is based on zero padding instead of a cyclic prefix. On the other hand, the CP-OFDM method can be applied to systems using the 802.11 standard to enhance the rang-
ing capabilities. Part of my future work will be to analyze both methods in the presence of CFO.

For range-free localization, a new distributed range-free localization algorithm was proposed where every unlocalized node forms two sets of anchors. The first set contains one-hop anchors from the unlocalized node. The second set contains two-hop and three-hop anchors away from the target. Each unlocalized node uses the intersections between the ranging radii of these anchors to estimate its position. The proposed algorithm outperforms recent algorithms in the literature such as DRLS [38], CPE [30], centroid [31]. The proposed algorithm is also far less complex than DRLS [38] since it does not use a grid scan which takes a lot of time to determine how many anchors are within range of a grid cell. Range-free approaches do not need any distance estimation which reduces the complexity but with less accuracy, i.e., a rough location estimate. Applications that need a rough location estimate are determining if a piece of equipment is in laboratory A or if an employee is in a meeting room.

In range-based localization, four approaches were proposed. The first uses decision tree classification to divide the intersection points into inner and outer points. The mean of the inner points is then calculated to find the location estimate. In LKmeans, a K-means clustering algorithm is proposed with decision tree classification to refine the selection of candidate points among the inner points.

LDBSCAN is the third proposed approach to range-based localization. It is based on the DBSCAN algorithm which is a density based clustering technique. Density-based clustering locates regions of high density that are separated from one another by regions of low density. DBSCAN is a simple and effective density-based clustering algorithm [2]. Among the four range-based algorithms proposed, it is the best in terms of accuracy in general, since it uses classification and density-
based clustering to classify the inner points. The idea is to group dense inner points together and calculate the mean to obtain the location estimate of the unlocalized node. There is a recent enhancement to the basic DBSCAN algorithm called P-DBSCAN [57]. In P-DBSCAN a density threshold and adaptive density are introduced. This could be a great enhancement to the proposed LDBSCAN algorithm.

The last range-based algorithm is LDBOD. It is the best algorithm in terms of complexity, since no intersection point classification is needed as a first step. This could be enhanced by using more enhanced versions of the DBOD clustering algorithm. All the proposed range-based algorithms, DBLDT, VBLDT, LKmeans, LDBSCAN and LDBOD outperform the LLS [51] and recent WLS-SVD [52] algorithms.

Data mining has many classification and clustering methods which can be used separately or jointly to solve the localization problem. Also, classification and clustering can be applied to unlocalized and anchor nodes in addition to intersection points to enhance the localization accuracy. This is a very interesting topic.

For future work, three different topics are proposed. The first is increasing the signal resolution for ranging purposes by combining the received signals from different subbands. The second is carrier frequency offset (CFO) estimation in OFDM systems. Finally, enhancing the localization accuracy using hybrid distance estimation approaches will be considered.

### 6.1 Increased Signal Resolution

Signal resolution is an important area that leads to more accurate distance estimates. Increasing the resolution of the ranging system taking advantage of the multiband OFDM signals or multiple received OFDM symbols. In order to have
an accurate range, we need to estimate the TOA of the first MPC accurately, as mentioned previously. Actually, when the first MPC experiences deep fading in one band or at a certain time, there is less chance for it to suffer from the same deep fading in different bands [58] or other times. Thus, even if we miss the first MPC in one band, we may get it in another.

To increase the range resolution we can combine the signal from different bands. Actually, in multiband systems: we can send a signal with a bandwidth equal to that of a single subband in a given time interval. This would appear to decrease the achievable range and time resolution by a multiband system. The idea is to process the corresponding received signals from different subbands to achieve a time resolution proportional to the inverse of the entire bandwidth, as opposed to that of a single subband.

In [59], a scheme was proposed that coherently processes received signals from different subbands in multiband systems to achieve a resolution proportional to the inverse of the total system bandwidth. This can be done by aligning the outputs of the matched filters of the received signals from all subbands and applying a fast fourier transform (FFT) in each time bin along the subband index [59]. In other words, the overall scheme achieves a resolution inversely proportional to the number of subbands multiplied by the bandwidth of a subband, i.e., to the total bandwidth of the multiband system. However, they did not study this scheme in the presence of multipath fading.

In [60], the same authors proposed a different way to achieve higher resolution in multiband systems. They combined several low bandwidth signals at the receiver to generate a delayed version of a virtual large bandwidth signal. The time delay is then estimated from this large bandwidth signal. The combining is done using a full-tree wavelet reconstruction filter bank. The output of the re-
construction filter bank, in this case, is the delayed version of a template signal. This template signal can be obtained by putting the original transmitted preamble signal through the same reconstruction filter bank. The combined signal at the receiver is correlated with this template to estimate the delay. Finally in [61], the same authors compared the previous two schemes and showed that the scheme proposed in [60] provides better resolution than the one proposed in [59].

Combining different received signals in MB-OFDM can provide more advantages to the system, particularly in multipath fading where the first component may not be the strongest one.

### 6.2 Carrier Frequency Offset (CFO) Estimation

OFDM systems are very sensitive to synchronization errors caused by Doppler shift and/or oscillator instabilities. Orthogonality among subcarriers can be damaged at the receiver due to carrier frequency offset (CFO). Actually, the degradation in OFDM in the presence of CFO is caused by two main phenomena: reduction of the amplitude of the desired subcarrier and ICI caused by neighbouring carriers [62]. The amplitude loss occurs because the FFT values of the desired subcarriers are not at the peak of the signal. Adjacent carriers cause interference because the values obtained are not at the zero-crossings of the sinc functions [62], as shown in Fig. 6.1. The CFO destroys the orthogonality among subcarriers.

If we have some mobile nodes inside a wireless network using OFDM signals, we have to also consider the Doppler shift effect. When a transmitter and a receiver are moving relative to one another, the frequency of the received signal will not be the same as at the source. The detected frequency increases for objects moving towards the receiver. Conversely, frequency decreases when the source moves
away from the receiver. The frequency change due to the Doppler effect depends on the relative motion between the transmitter and receiver. The Doppler shift in frequency is given by:

$$\Delta f \approx \pm f_0 \frac{v}{c}$$  \hspace{1cm} (6.1)$$

where $\Delta f$ is the change in frequency of the source seen at the receiver, $f_0$ is the frequency of the source, $v$ is the speed difference between the source and transmitter, and $c$ is the speed of light.
The acquisition range is an important parameter used to compare different CFO estimators. The acquisition range is calculated in terms of subcarrier frequency spacing. For example, Moose [63] proposed a maximum likelihood estimator (MLE) using two OFDM symbols for frequency offset estimation. He assumed that the symbol timing is known. The drawback of this approach is that the range of detectable frequency offsets is limited to one subcarrier spacing. Schmidl and Cox [21] increased the acquisition range up to $\pm 2$ subcarrier spacing. In [64], the acquisition range is $\pm N/2p$, where $p$ is a user-selected even integer such that $p \in \{2, \ldots, N - 2\}$. The proposed CFO estimator is based on the correlation between the received samples spaced by $p$ samples.

### 6.3 Enhanced Localization using Hybrid Approaches

Although range-free localization is less expensive to implement in networks with limited resources like sensor networks, a wireless network with more powerful nodes like a WLAN should use available resources to enhance location accuracy. A WLAN consisting of routers and computers or advanced mobile devices like smart phones, can implement different ranging approaches to get the maximum possible location accuracy, especially in indoor environments. In such cases, we can combine ranging techniques like TOA, TDOA, RSS, and AOA to maximize the accuracy. Although hybrid methods are also implemented in range-free localization such as in [65], indoor high localization accuracy can be achieved only by range-based techniques. In [66], TDOA and AOA are used to enhance the localization accuracy in a UWB systems. On the other hand, both range-free and range-based methods were combined to achieve higher accuracy in [67]. There are many questions regarding the design of hybrid approaches, including: What loca-
tion metrics should be used? What localization methods are the best? How can we combine different approaches effectively?
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