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ABSTRACT

Compared to the history of science, spectroscopy at terahertz frequencies is a relatively recent development. Terahertz instruments were initially large and inefficient due to the characteristics of available technology. With progress in materials science and miniature circuit manufacturing techniques, we may fabricate micro-meter scale devices to generate and detect terahertz radiation. However, the complete spectroscopic apparatus remains large due to the use of components such as lenses and mirrors designed in the far-field optical regime. A truly miniature terahertz spectroscope would be designed without lenses and mirrors to enable a wide range of inexpensive and pervasive applications in diverse fields such as medicine, materials identification, and security. We present detailed evaluation of some candidate structures for a quasi-optical device and design criteria for a quasi-TEM transmission-line based device. Quasi-TEM transmission lines are inherently broadband and therefore suited for use in a spectroscope.
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Part I

Introduction and related work
Chapter 1

Introduction

Science using electromagnetic waves at terahertz frequencies is a relatively new but fertile and intriguing field. Terahertz waves are between the limits of many practical electronic and optical technologies but can be applied in interesting ways. For example, terahertz waves can reveal details of chemical structure of plastics or stars, or pass through some materials to image their contents. Because terahertz waves do not ionize matter like X-rays, terahertz measurement systems can be non-destructive and generally safe for operators and subjects. Because the size of an apparatus using electromagnetic waves is approximately related to the working wavelength, terahertz devices could be compact, at scales of tens to hundreds of micrometers. Terahertz devices are often not made compact due to efficiency gains in using large geometric optics apparatus. An example of such an apparatus in a laboratory setting is provided in Figure 1.1. In this work, we investigate and propose design criteria for a terahertz spectroscope using tightly confined near fields, enabling construction of a compact device.

While there is no strict definition of the range of frequencies which bound the terahertz range, we can place arbitrary bounds based on the qualitative difficulty of performing science between approximately 300 GHz to 3 THz. In low-energy physics there are generally two methods of generating electromagnetic waves: movement of charge, and stimulated emission of an atomic or molecular system. Traditional semiconductor sources such as transistors may not be able to generate useful power above frequencies of several hundred gigahertz. Traditional photonic sources, such as lasers based on population inversion between atomic or molecular energy levels, may not be able to generate useful and frequency tunable power below several tens of terahertz. Our objective of a miniature terahertz spectroscope places some restrictions
on the physical size of the source and detector. We review some methods to generate and detect electromagnetic waves in the terahertz gap in Sections 2.1 and 2.2.

The small scale of terahertz systems has required ingenuity in designing structures which may be practically fabricated. Many terahertz devices are familiar analogs of RF or optical frequency devices modified for planar fabrication techniques. We review possible structures for further consideration as a miniature terahertz spectroscope in Section 2.3.

Spectroscopy may be performed in either a transmission or reflection mode. In transmission spectroscopy, the excitation is measured after passing through a sample. In reflection spectroscopy, the excitation is measured after reflecting from the sample. A spectroscopy experiment may be performed in either mode depending on the phenomenon under study and the characteristics of the material. For example, absorption spectroscopy of a strongly reflecting material, such as gold under infrared illumination, is often performed in reflection. Absorption spectroscopy is one of a wide spectrum of methods, but is the primary method of interest in the terahertz range. Since some materials have unique loss characteristics at terahertz frequencies, a spectroscope may allow the user to estimate the composition and amounts of materials in a sample.

The goal of this work is the evaluation of miniature devices for suitability for terahertz spectroscopy. Since we chose to evaluate these devices by numerical simulation,
we also evaluated computational electromagnetic codes for suitability for simulation of terahertz systems. As terahertz systems are often constructed from dispersive materials or transmission lines, computer simulation of these systems is complicated by requirements for dispersive models of materials and special treatment for transmission lines. These material models and simulation techniques are discussed in Part II.

The models and techniques of Part II are used in Part III to evaluate three miniature devices for terahertz spectroscopy. These devices do not form a complete set of devices which could be used for miniature terahertz spectroscopy, but are presented as representatives of planar devices. Planar devices can be fabricated with standard lithographic techniques and are a standard choice.

We conclude in Chapter 8 that the covered transmission line studied and presented in Chapter 6 is suitable for further investigation as a terahertz spectroscope. The covered transmission line device showed a high contrast between lossy and non-lossy samples with a simple configuration and most importantly no terahertz optics. The remaining challenge is a broadband de-embedding procedure for highly dispersive transmission lines.

We summarize our contributions to the field in Chapter 9, including new simulation results of coupled planar antennas, new simulation results of reflection coupled planar waveguides, and verification of radiation loss mechanisms at terahertz frequencies.
Chapter 2

Related work

Interest in the terahertz range of the electromagnetic spectrum is relatively new, as the technologies required to work in the range only became available in the 20th century. Because of the novelty of the field and the practical use of physical effects in the terahertz range, the field is fertile. While some work on miniature terahertz spectrosopes has been previously published [1, 2], that work focuses on far-field pulsed systems. Several comprehensive review papers have been published covering various apparatus and methods of interest in terahertz spectroscopy [3–5]. In this chapter, we briefly review selected topics relevant to following chapters.

2.1 Methods of terahertz generation

As mentioned in the Introduction, generating terahertz waves is beyond the capability of most conventional electrical and optical systems. Many novel technologies have been invented to fill this gap, including an observation that peeling adhesive tape produces terahertz radiation [6]. Clearly, peeling tape is not suitable for a miniature terahertz spectroscope. While a complete treatment of the theory and practice of terahertz generation and detection is beyond the scope of this work, we present a brief review of terahertz sources compatible with planar devices.

The miniature and planar nature of the spectrosopes proposed in Chapter 6 practically eliminates several popular methods for terahertz generation, such as the free electron laser [7]. However, any device which could be attached to a planar substrate and can couple into planar metal structures could be used. We anticipate the terahertz generation method of choice for the proposed terahertz spectroscope
will be photomixing in a semiconductor due to wide tunability, no moving parts, and room temperature operation. A quantum cascade laser could be used if the target spectroscopy application can be cooled to cryogenic temperatures. Saeedkia et al. have written a comprehensive treatment of terahertz generation by photomixing [8].

Photoconduction, also known as the internal photoelectric effect, in a semiconductor can be exploited to produce terahertz waves in a pulsed, time-domain system or a continuous-wave, frequency-domain system. There are some similarities between the approaches, such as the requirement for lasers with photon energy exceeding the band gap of the semiconductor. In a pulsed system, the exciting laser generates pulses with an intensity envelope according to the desired terahertz frequency spectrum. This pulse causes transient photoconductivity in the dc biased photoconductor, which causes a transient photocurrent to flow. In a continuous-wave system, two exciting lasers differing in frequency by the desired terahertz output frequency are superimposed inside the semiconductor. The lasers induce photoconductivity in the semiconductor, which is dc biased to allow a time-varying photocurrent to flow. This continuous-wave process is termed photomixing.

\section{2.2 Methods of terahertz detection}

Prior to the use of semiconductors, among other techniques, detection of terahertz radiation was limited to steady-state intensity. Some common instruments which were used in the first terahertz experiments are bolometers and Golay cells [9, 10]. Intensity detectors continue to be used today due to superb broadband frequency response and the ability to be cooled to temperatures approaching absolute zero. These intensity detectors were later incorporated into instruments such as the Fourier transform infrared (FTIR) spectrometer capable of simultaneously measuring the index of refraction and extinction coefficient [11].

The development of semiconductor photomixers heralded the age of terahertz time-domain spectroscopy, where the field amplitude of a repeating terahertz pulse is sampled by changing the phase of the laser field incident on the detector. In addition to the advantages of simultaneously measuring the complex propagation of a pulse, semiconductor photomixers can be mere microns in size, enabling new applications for miniature terahertz spectroscopy.

A photomixing detector functions in a different manner than a generator. The incoming terahertz field self-biases the photomixer, generating a current which is
read by an ammeter. Saeedkia et al. also have written a comprehensive treatment of terahertz detection by photomixing [8].

2.3 Classification of terahertz apparatus

Apparatus for terahertz experiments can be classified according to the nature of the field’s interaction with its surroundings. Textbooks on antenna theory commonly divide the space surrounding a radiating object into three parts: reactive near-field, radiating near-field, and far-field. These terms represent the validity of mathematical approximations and are not strict divisions. Additionally, some guidelines for determining these distances are qualified by the condition that the largest antenna dimension is sufficiently larger than the operating wavelength [12].

Near-field devices are typically defined by close object spacing and tight coupling between elements. Far-field devices are typically intended to be used many wavelengths from the source, where the propagating wave can be considered to be in free space with no direct coupling to the source. This division of space can be used to divide terahertz devices into near and far-field categories.

2.3.1 Far-field

The analysis of the far-field characteristics of a radiating structure is often easier than the near-field characteristics due to negligible coupling between source and receiver and approximations of the uniformity of the field, such as the plane wave or paraxial approximations. These analytical characteristics, along with the ease of construction and tuning, make the canonical terahertz spectroscopy apparatus popular. Far-field terahertz devices can be further classified into broadside or end-fire devices. When all antenna elements lie in a plane, a broadside antenna emits most radiation perpendicular to the plane while an end-fire antenna emits most radiation parallel to the plane.

Broadside

Broadside antennas are by far the most common type of antenna employed in terahertz systems. They can be seen in many forms, including planar bi-cones, dipoles, spirals, slots, and more. These planar antennas are often mounted on a silicon hyper-hemisphere to exploit the tendency of antennas placed on semi-infinite dielectric
substrates to radiate most of their power into the substrate [13–15]. Some combinations of antennas and lenses exhibit very narrow beamwidth, such as approximately six degree half-power beamwidth at 300 GHz from a planar spiral antenna [16]. However, with our stated objective in the Introduction to minimize the size and cost of a terahertz spectroscope, a large, high-purity, precisely machined silicon lens is a natural choice to replace for cost reduction. If we wish to design a planar antenna without a silicon lens, we must attempt to design the antenna to produce similar directivity as a lens-coupled antenna.

Some improvement to antenna directivity can be made with the application of some thickness of dielectric [17] or metamaterial [18] over a planar antenna with a ground plane. While impressive gains can be made in beamwidth and gain, these improvements come at the cost of reduced bandwidth, disqualifying this particular solution for a broadband terahertz spectroscope.

**End-fire**

End-fire antennas are much less common than broadside antennas for terahertz applications mostly because an antenna on a semi-infinite dielectric substrate tends to radiate into that substrate. Many common antenna designs, such as the Yagi-Uda, are designed to operate in a region of homogeneous dielectric such as free space. Therefore, an end-fire antenna for terahertz applications should either be located on a thin membrane [19] or be fully encased in dielectric to allow the use of standard end-fire designs.

Common end-fire antennas designed for terahertz frequencies are analogs of their microwave counterparts, such as slotline horns, Yagi-Uda antennas [19], and TEM horns [20, 21]. A TEM horn antenna is defined by a transverse field distribution at the antenna aperture. One way to accomplish this is by constructing an antenna with two or more separate conductors. A common characteristic of terahertz end-fire antenna designs is the care taken to ensure the wave propagates in a region of quasi-homogenous permittivity.

**2.3.2 Near-field**

In contrast to far-field devices, which avoid direct coupling, near-field devices are designed to exploit tight coupling between close objects. While a near-field device may produce higher usable field strength at working distance than a far-field device,
the characteristics of near-field devices are generally more complicated to analyze.

Two examples of terahertz devices operating in the near-field regime are transmission lines where a sample modifies the propagation constant, and the perturbation of a resonator by a sample.

Transmission lines

The properties of planar transmission lines are somewhat different at terahertz frequencies than microwave frequencies. Effects which may have been negligible, such as radiation loss or substrate modes may become pronounced for certain types of transmission lines operating at terahertz frequencies. The study of the characteristics of transmission lines has become more important for the understanding of fields of study such as integrated circuits, as the search for higher throughput pushes digital logic signal frequencies higher.

Transmission lines designed for terahertz frequencies often have dimensions on the order of tens of micrometers. The dimensions of the lines are chosen to avoid exciting multiple modes. Because of their small size, terahertz transmission lines are often constructed with micro-fabrication techniques such as lithography. Mode confinement and radiation loss are significant problems at terahertz frequencies [22–24]. Radiation can be controlled by several approaches, such as suspending the transmission line on a membrane so its effective permittivity remains close to unity [25], ensuring tight mode confinement in a layered dielectric structure [26], or in the case of coplanar strip line using three strips instead of two [27].

Despite some limitations at terahertz frequencies, transmission lines have strong advantages as broadband systems sensitive to the permittivity of a material under test. Terahertz spectrosopes have been previously proposed using coplanar stripline [28, 29]. Transmission line sensors have a small advantage over resonator sensors in regards to the ability to design a dynamic range for the characteristics of the sources, detectors, and materials used.

Resonator perturbations

The resonant frequency of an electromagnetically resonant structure is related to the permittivity of the materials which form that resonator. If a material to be tested was incorporated into the structure of a resonator, the frequency response of the system would contain information on the permittivity of the sample material under
Figure 2.1 illustrates an example of a microstrip transmission line resonator, where the material under test could be applied to the top surface of the substrate, possibly with a thin cover layer to protect the transmission line. A similar apparatus has been used previously as a marker-free system for DNA analysis [30].

Resonators may also be constructed from dielectric shapes, such as a cylinder [31]. Through careful design, the resonator may be made several wavelengths in size at terahertz frequencies to allow for millimeter instead of micrometer scale fabrication. In case of a cylinder large enough to support a host of modes, the wave can travel around the outer edge of the cylinder to constructively or destructively interfere with additional waves on the coupling line. This arrangement is different than the usual microwave case where the cylindrical dielectric resonator is sized to only allow the single fundamental mode to resonate, with all other modes in cutoff.

Another approach is to combine elements of a resonant cavity structure with a free-space optical system [32]. The sample to be sensed is placed on a dielectric rectangular prism resonator coupled to a transmission line. The transmission line is fed by a photomixer, and after passing through the resonator leads to an antenna. An antenna is useful in this apparatus to electrically decouple the transmitter and receiver through the far field. While an antenna is not necessary in this apparatus to isolate the transmitter and receiver, it is the most practical. The alternative would be a ferrite-based circulator, a common microwave component. Ferrite materials and their use in quasi-optical circulators have been demonstrated at terahertz frequencies [33].

As with other near field methods, extracting the measured permittivity of the material under test from the frequency response of the resonant structure depends on
an analytic method appropriate for the test structure. At terahertz frequencies with large bandwidths and a possible tail of a far-infrared absorption process, all materials and the transmission line itself should be assumed to be highly dispersive.

2.4 Human tissue experiments

Given the detailed far-infrared absorption spectra of many materials, terahertz technology has natural applications in biological and medical sensing. Research has been performed to evaluate the suitability of terahertz technologies to identify skin abnormalities [34–37]. This research is generally promising, with findings of good reflection contrast at terahertz frequencies between regions of human skin with basal cell carcinoma and regions without. However, the bulk of terahertz experiments to date have been performed with free-space optical apparatus. While these apparatuses are simple to construct on a lab bench and allow changing elements of the system without disturbing other elements, they are not miniature and are prone to alignment errors.
Part II

Numerical simulation of terahertz systems
Chapter 3

Permittivity models for non-metallic materials

Electric permittivity, commonly represented with $\epsilon$ and here treated without regard to non-linear phenomena, is a bulk material property. Rather than comprehensively reviewing the wide variety of literature of theory and experiments on dielectric materials, this section introduces simplified models of select materials for the express purpose of computer simulation of those materials at terahertz frequencies. This restriction allows tractable models to be fit to experimental data at the expense of predicting the behaviour of materials at frequencies beyond the typical far-infrared resonances of many materials.

The main purpose for constructing approximate models for computer simulation is the prediction of dielectric behaviour at frequencies other than where experimentally measured. While some computational electromagnetic codes, typically operating in the frequency domain, strictly do not require the specification of a particular model and can interpolate values from a given data table, other codes, typically operating in the time domain, often require the specification of a model for broad-band evaluation of the behaviour of materials and matched-layer boundary conditions.

This chapter covers select insulators and semiconductors of interest for terahertz technology. Each of the material types is treated in its own section owing to the differences in modeling those materials. Metals are covered in Chapter 4. Where possible the models presented obey physical requirements. This chapter adopts the sign convention for permittivity where a negative imaginary part corresponds to loss. This chapter makes extensive use of the relation between CGS frequency and radian
frequency: \( \nu_{\text{CGS}} = \omega/(200\pi c_0) \). Similar to other works, we invoke the standard disclaimer for permittivity modeling: the models given in the following sections are phenomenological in nature.

### 3.1 Insulators

This section covers the following insulating materials: silica (amorphous silicon dioxide), water, and the polymer bezocyclobutene.

The classic simple harmonic oscillator dispersion relation has been attributed to Helmholtz, Kettler, Lorentz, or a combination of the three.

#### 3.1.1 Silica glass (amorphous SiO\(_2\))

The natural abundance of silicon dioxide is second only to its usefulness in many areas of human arts and technology. Silica glass is an important material for optical components such as lenses and windows due to its transparency across a wide range of frequencies from the far ultraviolet to the mid infrared \([38, 39]\). While silica glass is less transparent at terahertz frequencies than visible frequencies, silica glass remains useful for terahertz technology due to a balance of manufacturability and sufficiently low loss. However, despite extensive measurements at frequencies from rf to x-ray collected in at least two comprehensive reviews \([38, 39]\), the nature of the permittivity function in silica remains vaguely understood with no consensus. For example, some work assuming silica can be modeled as a disordered charge distribution \([40–42]\) is not cited in the previously mentioned comprehensive reviews.

Regardless of the complexity of the true permittivity function of silica, we may construct a function to approximate the behaviour of silica in the far infrared from a ratio of two polynomials \([43]\). Aside from numerically stable methods for curve fitting, the form of a ratio of two polynomials was chosen for ease of input to commercial numerical electromagnetic codes. Inspection of the available refractive index and extinction coefficient data from the previously mentioned reviews and other references \([42, 44–60]\) shows at least three resonant processes between 10 and 40 THz. Therefore we specified a model with three sets each of conjugate poles and zeros with a multiplicative constant satisfying causality but not passivity constraints, as follows:

\[
\epsilon_r(\omega) = \epsilon_\infty + \sum_{n=1}^{N} \frac{\beta_0,n + i\omega\beta_1,n}{\alpha_0,n + i\omega\alpha_1,n - \omega^2}.
\]  

(3.1)
Table 3.1: Simulation parameters in units of rad/s for six-pole, six-zero model of silica glass

<table>
<thead>
<tr>
<th>Parameter</th>
<th>First</th>
<th>Second</th>
<th>Third</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\epsilon_\infty$</td>
<td>2.1028</td>
<td>$2.3496 \times 10^{28}$</td>
<td>$4.0462 \times 10^{28}$</td>
</tr>
<tr>
<td>$\alpha_0$</td>
<td>$7.1595 \times 10^{27}$</td>
<td>$1.1842 \times 10^{13}$</td>
<td>$1.4896 \times 10^{13}$</td>
</tr>
<tr>
<td>$\alpha_1$</td>
<td>$9.7379 \times 10^{12}$</td>
<td>$1.0370 \times 10^{14}$</td>
<td>$3.8989 \times 10^{14}$</td>
</tr>
<tr>
<td>$\beta_0$</td>
<td>$3.4658 \times 10^{13}$</td>
<td>$1.0370 \times 10^{14}$</td>
<td>$3.8989 \times 10^{14}$</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>$-1.0062 \times 10^{13}$</td>
<td>$-5.1516 \times 10^{12}$</td>
<td>$4.7818 \times 10^{12}$</td>
</tr>
</tbody>
</table>

The main impurity in the manufacture of silica glass is the hydroxide ion ($\text{OH}^-$). The concentration of hydroxide interacts with the overall permittivity function of a sample of silica glass in several ways, such as the modification of the static permittivity and resonant absorption in near infrared. If the static permittivity can be estimated despite interference from hydroxide contamination [61], then its value may be inserted into Equation 3.1 by means of the Lyddanne-Sachs-Teller relation [43, Eq. 13], which can be re-written as follows to agree with the form of Equation 3.1:

$$\epsilon_\infty = \epsilon_s - \sum_{n=1}^{N} \frac{\beta_{0,n}}{\alpha_{0,n}}.$$  \hspace{1cm} (3.2)

To fit the model to the data, we used the \texttt{lsqnonlin} function of the Optimization Toolbox in MATLAB. We used the \texttt{lsqnonlin} function instead of the \texttt{lsqcurvefit} function because not all of the data measured refractive index (or their equivalents) and extinction coefficient at the same frequencies. Because much of the published data is presented as occasionally disjoint sets of refractive indices and extinction coefficients and our chosen model computes permittivity, we chose our objective function as follows:

$$\vec{F} = \begin{bmatrix} n_i - \Re \sqrt{\epsilon_r(\omega_i)} \\ \kappa_i - \Im \sqrt{\epsilon_r(\omega_i)} \end{bmatrix},$$ \hspace{1cm} (3.3)

where $n_i$ and $\kappa_i$ represent experimentally measured values of refractive index and extinction coefficient, respectively. The qualitative agreement between the data and the fitted curve is very good until approximately 50 THz, where the model predicts the unphysical result that silica becomes a gain medium. The fitted model parameters corresponding to Equation 3.1 are presented in Table 3.1.

Some electromagnetic codes restrict the values of input parameters to non-negative numbers. This restriction does not enforce a passivity restriction on a permittivity
As shown in Section 3.2.2, the imaginary part of the permittivity is nonpositive everywhere (representing loss) yet a model in the form of Equation 3.1 may still have some negative coefficients. As such electromagnetic codes will not accept the values presented in Table 3.1, some restrictions are required during the curve fitting process. Directly restricting the parameter values to non-negative values produced a model which did not adequately predict either refractive index or extinction coefficient. Given that our purpose is to produce a permittivity model valid for simulations below 2 THz, accuracy above that point is not important. We may reduce the complexity of the problem by disregarding data in the resonant region and by simplifying the model. By inspecting the data, we hypothesize that the behaviour of silica may change at approximately 10 THz. We choose this frequency to cut off experimental data for fitting a model. Next, we choose the standard simple second-order model to fit the reduced data set as follows:

$$\epsilon_r(\omega) = \epsilon_\infty + \frac{(\epsilon_s - \epsilon_\infty)\omega_0^2}{\omega_0^2 + i\omega\delta - \omega^2},$$  \hspace{1cm} (3.4)

where the physical interpretation of the model parameters is:

- $\epsilon_s$ is the permittivity in the model’s low-frequency limit;
- $\epsilon_\infty$ is the permittivity in the model’s high-frequency limit;
- $\omega_0$ is the material’s resonant frequency;
- $\omega$ is the angular frequency of the electric field;
- $\delta$ is the damping frequency of the resonance.

The parameters corresponding to this curve fit are presented in Table 3.2, and the plotted model with experimental data is presented in Figures 3.1 and 3.2 for the refractive index and extinction coefficient, respectively.

The data used for fitting in this Section and illustrated in Figures 3.1 and 3.2 were aggregated from a variety of sources spanning the twentieth century. Equal weight was used for each set of data which may not correspond to the quality of the result. Because the absorption of silica in the infrared is strongly affected by the concentration of impurities, including results from silica manufactured by a technique
Figure 3.1: Refractive index of silica glass as a function of frequency. Data points are taken from the literature \([42, 44–60]\) and model values are calculated from Equation 3.4 with parameters from Table 3.2.

Figure 3.2: Extinction coefficient of silica glass as a function of frequency. Data points are taken from the literature \([42, 44–60]\) and model values are calculated from Equation 3.4 with parameters from Table 3.2.
Table 3.2: Simulation parameters in units of rad/s for two-pole, two-zero model of silica glass

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varepsilon_\infty$</td>
<td>2.2921</td>
</tr>
<tr>
<td>$\varepsilon_s$</td>
<td>3.8073</td>
</tr>
<tr>
<td>$\omega_0$</td>
<td>$9.7128 \times 10^{13}$</td>
</tr>
<tr>
<td>$\delta$</td>
<td>$1.9823 \times 10^{13}$</td>
</tr>
</tbody>
</table>

prone to include impurities may not reflect the quality of a modern sample of silica intended for high-performance applications in optical fibers or other components. The model parameters presented in this Section should be considered an average of all types of silica one may encounter.

3.1.2 Water

The terahertz permittivity of water is of special importance due to the high water content in many plant and animal tissues as well as the atmosphere. The two cases of pure liquid water and water vapour are treated differently. The permittivity of water in the former case may be predicted by a double Debye model [62]:

$$
\varepsilon_r(\omega) = \varepsilon_3 + \frac{\varepsilon_1 - \varepsilon_2}{1 + i\omega\tau_1} + \frac{\varepsilon_2 - \varepsilon_3}{1 + i\omega\tau_2}.
$$

(3.5)

Unlike the generalized model presented for silica, the Debye model has physical interpretations for its parameters given as follows:

$\varepsilon_1$ is the permittivity in the model’s first low-frequency limit;

$\varepsilon_2$ is the permittivity in the model’s second low-frequency limit;

$\varepsilon_3$ is the permittivity in the model’s high-frequency limit;

$\omega$ is the angular frequency of the electric field;

$\tau_1$ is the first relaxation time of the polar molecule;

$\tau_2$ is the second relaxation time of the polar molecule.
Table 3.3: Double Debye parameters for pure water

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>First low-frequency permittivity ($\epsilon_s$)</td>
<td>80.528</td>
</tr>
<tr>
<td>Second low-frequency permittivity ($\epsilon_1$)</td>
<td>5.2</td>
</tr>
<tr>
<td>High-frequency permittivity ($\epsilon_\infty$)</td>
<td>3.3</td>
</tr>
<tr>
<td>First relaxation time ($\tau_D$)</td>
<td>8.5 x 10^{-12} s</td>
</tr>
<tr>
<td>Second relaxation time ($\tau_2$)</td>
<td>1.7 x 10^{-13} s</td>
</tr>
</tbody>
</table>

Parameters suitable for use in this model at a temperature of 292.3 K from dc to frequencies of approximately 2 THz [63] in computer electromagnetic codes are presented in Table 3.3.

Because the double Debye model for water only predicts overall permittivity and does not take particular atomic or molecular resonances into account, it is not suitable for predicting electronic resonant behaviour. Precision terahertz experiments require evacuation of the experimental apparatus to prevent unwanted absorption by various atmosphere components [4, Fig. 1].

### 3.1.3 Benzocyclobutene

Benzocyclobutene (BCB) is an organic polymer with good properties for terahertz technology, such as a relatively low and non-dispersive permittivity and low loss [64]. Unfortunately for those attempting to perform terahertz simulations of BCB structures, no physically derived model has been found satisfactory to explain the permittivity of BCB, including models which fit other polymers [64]. Published data from 0.5 to 5.4 THz can be fit to a model with constant real permittivity and a loss tangent linearly proportional to frequency. This empirical model predicts non-zero imaginary permittivity at zero frequency, which is generally not the case for insulators, and unbounded loss in the high frequency limit, also generally not the case for insulators. To simulate BCB in broadband numerical electromagnetic codes, we require a model which can be expressed in terms of a polynomial ratio.
Table 3.4: General second-order model parameters for BCB

<table>
<thead>
<tr>
<th>$\epsilon_\infty$</th>
<th>$\alpha_0$</th>
<th>$\alpha_1$</th>
<th>$\beta_0$</th>
<th>$\beta_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.3873</td>
<td>$4.6357 \times 10^{25}$</td>
<td>$4.3739 \times 10^{13}$</td>
<td>$6.0182 \times 10^{24}$</td>
<td>$3.6605 \times 10^{12}$</td>
</tr>
</tbody>
</table>

The general dispersion model presented in Equation 3.1 with $N = 1$ can be expressed as a Taylor series about a chosen frequency $\omega_0$. A set of equations for the real and imaginary parts of the zeroth and first order series coefficients is set up with the intent of solving for $\epsilon_\infty$, $\alpha_0$, $\alpha_1$, $\beta_0$, and $\beta_1$. We ignored higher-order series coefficients because their inclusion in the system of equations lead to qualitatively worse solutions than first-order coefficients. We chose to use the \texttt{lsqnonlin} function from the Optimization Toolbox of MATLAB to solve this system of equations rather than \texttt{fsolve} because we do not require an exact solution, only the closest solution. For the constant parameters we took the average values of given coefficients for the linear fit [64, Table 2] except for “No. 5,” which is presumed to be a statistical outlier. We chose the frequency for series expansion to be 1 THz. As expected, the fit is approximate but will serve to qualitatively describe the permittivity of BCB. Parameters for the fitted model are presented in Table 3.4.

### 3.2 Semiconductors

Models for the permittivity of semiconducting materials at terahertz frequencies are especially important with the widespread modern use of semiconductors to generate terahertz waves as well as electronic technology in general. This section covers permittivity models for gallium arsenide and gallium phosphide.
Table 3.5: Two-pole, two-zero model parameters for gallium arsenide

<table>
<thead>
<tr>
<th>Material</th>
<th>$\epsilon_\infty$</th>
<th>$\epsilon_0$</th>
<th>$\omega_0$ / rad/s</th>
<th>$\delta$ / Hz</th>
</tr>
</thead>
<tbody>
<tr>
<td>GaAs</td>
<td>10.86</td>
<td>12.90</td>
<td>$5.0859 \times 10^{13}$</td>
<td>$3.0138 \times 10^{11}$</td>
</tr>
</tbody>
</table>

### 3.2.1 Gallium arsenide

The semiconductor gallium arsenide has great utility in electronic devices and its dielectric behaviour has been extensively studied in the visible through terahertz frequencies. Compared to other materials such as silica glass or even other crystals such as gallium phosphide, as a high-resistivity zincblende type crystal, the far infrared permittivity of gallium arsenide can be sufficiently explained by the two-pole, two-zero model previously given as Equation 3.4 [65]. Parameters for this model are presented in Table 3.5. The behaviour of heavily doped gallium arsenide is not described by this model [66] and is covered in Section 4.2.

The frequency of the infrared absorption resonance is determined to be approximately 8.09 THz by inference from a fit of the model to measurements taken below this resonance [65, 67, 68]. However, a two-pole, two-zero model does not account for the weak multiphonon absorption in pure gallium arsenide observed at 0.4 and 0.7 THz [68]. As mentioned in the introduction to this Part, one instance of a model should not be expected to accurately predict all dielectric permittivity behaviour of a material.

### 3.2.2 Gallium phosphide

Gallium phosphide is another excellent example of the difficulty of constructing a permittivity model. The commonly accepted model [69, 70] predicts the refractive index of GaP over many orders of magnitude of frequency with accuracy to the fourth decimal place. However, this model underestimates the extinction coefficient by an order of magnitude at 1 THz. While the refractive index data suggests a smooth
Table 3.6: Simulation parameters in units of rad/s for twelve-pole, twelve-zero model of gallium phosphide

<table>
<thead>
<tr>
<th></th>
<th>$\epsilon_\infty$</th>
<th>$\alpha_0$</th>
<th>$\alpha_1$</th>
<th>$\beta_0$</th>
<th>$\beta_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>First</td>
<td>$4.3036 \times 10^{27}$</td>
<td>$3.6818 \times 10^{12}$</td>
<td>$3.4966 \times 10^{26}$</td>
<td>$9.5582 \times 10^{12}$</td>
<td></td>
</tr>
<tr>
<td>Second</td>
<td>$4.5286 \times 10^{27}$</td>
<td>$2.1700 \times 10^{12}$</td>
<td>$8.9537 \times 10^{26}$</td>
<td>$1.2407 \times 10^{13}$</td>
<td></td>
</tr>
<tr>
<td>Third</td>
<td>$4.7414 \times 10^{27}$</td>
<td>$6.8448 \times 10^{11}$</td>
<td>$8.4257 \times 10^{27}$</td>
<td>$-2.1966 \times 10^{13}$</td>
<td></td>
</tr>
<tr>
<td>Fourth</td>
<td>$2.9840 \times 10^{31}$</td>
<td>$0$</td>
<td>$7.6689 \times 10^{31}$</td>
<td>$0$</td>
<td></td>
</tr>
<tr>
<td>Fifth</td>
<td>$6.4693 \times 10^{31}$</td>
<td>$0$</td>
<td>$2.6725 \times 10^{32}$</td>
<td>$0$</td>
<td></td>
</tr>
<tr>
<td>Sixth</td>
<td>$1.1936 \times 10^{32}$</td>
<td>$0$</td>
<td>$1.6591 \times 10^{32}$</td>
<td>$0$</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.7: Simulation parameters in units of rad/s for two-pole, two-zero model of gallium phosphide

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\epsilon_\infty$</td>
<td>9.0910</td>
</tr>
<tr>
<td>$\epsilon_s$</td>
<td>11.147</td>
</tr>
<tr>
<td>$\omega_0$</td>
<td>$6.8231 \times 10^{13}$</td>
</tr>
<tr>
<td>$\delta$</td>
<td>$1.3270 \times 10^{12}$</td>
</tr>
</tbody>
</table>

function, the fine structure evident in the extinction coefficient away from the infrared resonance suggests that a very high order polynomial model may be required.

Notwithstanding the inaccuracy of the extinction coefficient of the commonly accepted model, we present that model in a form suitable for numerical electromagnetic codes working in frequency units of radians per second. Through extensive algebraic manipulation\(^1\), the model may be expressed in the form presented earlier in Equation 3.1 [43]. The coefficients are shown in Table 3.6.

Because some numerical electromagnetic codes will not accept generalized dispersion model parameters less than zero, we performed a fit of the restricted two-pole, two-zero model given earlier in Equation 3.4 to published data below 200 cm\(^{-1}\) [69]. Unlike our fit for silica, the present fit was performed with refractive index data only. The static and high-frequency permittivity were fixed values from the same data. Model parameters from the fit are given in Table 3.7.

\(^1\)We suggest the use of a computer algebra system and substituting exact rational numbers for floating point representations (e.g. 11/10 for 1.1).
Chapter 4

Electromagnetic models for metals

In elementary electromagnetic theory, metals are introduced as objects with infinite capacity to conduct current. According to Maxwell’s equations a perfect electric conductor excludes time-varying electromagnetic fields. This simplification is of great use in reducing the complexity of problems where the energy absorption or finite permittivity of the metal has little effect on the outcome of the problem. However, in certain cases the nature of the metal object must be considered for accurate analysis. For instance, the surface wave effect known as the surface plasmon polariton cannot be modeled with a perfect conductor. Surface plasmons are not a solution of the wave equations if the metal is a perfect conductor. Realistic analysis or computer simulations of the interaction of electromagnetic waves with metal objects requires accurate, physically based models of the behaviour of metals.

Two approaches to modeling energy absorption and field penetration are the surface impedance method and free electron models. The former is a convenient simplification which only models energy absorption and not field penetration. The surface impedance model has somewhat complex criteria to determine its suitability to a particular problem and is detailed in Section 4.1. A free electron model which models a
metal as material which supports an internal electric field is valid for all frequencies except those disclaimed by the particular model. Usually, this termination is in the range of visible light. The Drude model, a common free electron model, is detailed in Section 4.2.

To illustrate the important differences in selection and use of the surface impedance and Drude models, we include a comparison in Section 4.3. We compare theoretical and simulation results for rectangular waveguide and coplanar stripline transmission lines. Rectangular waveguide was chosen for computational and theoretical tractability and coplanar waveguide was chosen because of the influence on evaluation of the candidate devices for terahertz spectroscopy in Chapter 6.

4.1 Surface impedance model

The surface impedance model is based on the approximation of a metal being a good conductor, which can be stated in three equivalent ways: the electromagnetic wave impedance inside a good conductor is far less than the wave impedance of free space, the imaginary part of the permittivity is much greater than the real part, or the conductivity is much greater than the product of radian frequency and permittivity. This assumption allows the simplification of the integral formulation of Poynting’s theorem, incorporating terms depending on the properties of both sides of the material interface, into an integral depending solely on the properties of the metal and the tangential magnetic field on the metal. From [71], the power converted to heat through an area $S$ of a metal object is given by:

$$
P = \frac{R_s}{2} \int_S |\vec{J}_s|^2 ds = \frac{R_s}{2} \int_S |\vec{H}_t|^2 ds,
$$

(4.1)
where the surface resistance is given by

$$R_s = \sqrt{\frac{\omega \mu}{2\sigma}}.$$  (4.2)

A full derivation of the preceding equations is available in [71].

Because the surface impedance model allows calculation of power loss without consideration for fields inside the metal object, some analysis, especially by computer simulation software, avoids calculating these fields. This simplification greatly speeds computation in cases where the skin depth of the metal is much smaller than the mesh step. As stated by Pozar [71, p. 38]:

This method is very general, applying to fields other than plane waves, and to conductors of arbitrary shape, as long as bends or corners have radii on the order of a skin depth or larger.

The preceding criteria for applicability of the surface impedance model excludes some cases of interest in modern technology. Some microwave devices, for example monolithic microwave integrated circuits, may have planar metal features a skin depth thick or less depending on operating frequency. The surface impedance model assumes that each metal face extends to infinity, greatly limiting accuracy in such a case. In the case of enclosed metal waveguide this assumption is much more valid as the waveguide walls are often constructed very many skin depths thick for structural stability. If the surface impedance model is not applicable to a problem due to thin planar conductors or surface features, a free electron model may be a better choice.
4.2 Drude model

In 1900, Paul Drude published his model for electronic behaviour in solid state metals [72, 73], hereafter referred to as the “Drude model.” The Drude model applies to metals or semiconductors with sufficient free charge where the electrons may be considered as a gas colliding with stationary atoms. The model accurately predicts the behaviour of metals such as aluminum, gold, lead, and copper, but not metals such as iron, cobalt, or nickel [74]. The model also accurately predicts the behaviour of some strongly doped semiconductors, such as N- and P-type gallium arsenide [75].

In contrast to the surface impedance model, which does not require evaluation of the fields inside a metal, the Drude model can be used to calculate the fields inside a metal object. The permittivity of a metal predicted by the Drude model is given by:

\[
\epsilon_r = \epsilon_\infty - \frac{\omega_p^2}{\omega(\omega - iv_c)},
\]

(4.3)

where:

- \(\epsilon_r\) is the relative permittivity of the metal;
- \(\epsilon_\infty\) is the permittivity in the model’s high-frequency limit;
- \(\omega_p\) is the metal’s electron plasma frequency;
- \(v_c\) is the electron collision frequency;
- \(\omega\) is the angular frequency of the electric field.

Ordal et al. provide parameters for the Drude model inferred from curve fits of a host of experimental measurements of various metals [74]. However, those parameters were acknowledged to be inferred from eyeball fits of the data. Presumably, the parameters were eyeball fit to avoid performing a computationally intensive non-linear least-squares fit with complex numbers. This specific case of a curve fitting problem has been treated [76, 77], but design and implementation of a non-linear least-squares
system is beyond the scope of this work. We have taken the experimental data from [74] and used the function \texttt{lsqcurvefit} of the commercial software MATLAB to perform a non-linear least-squares fit.

When fitting Equation 4.3 to a set of data there are three free parameters of the model that may be adjusted: $\epsilon_\infty$, $\omega_p$, and $v_c$. To enable a fair comparison, presented in Section 4.3, between the Drude and surface impedance models, we modified the Drude model to fix one parameter with conductivity. Regardless of the result for the free parameters, the models will then provide identical results in the low-frequency limit. We chose to fix the plasma frequency for algebraic convenience. To avoid transcription error we chose to work in the same CGS units as the original data. The conductivity $\sigma$, in units of cm$^{-1}$, can be expressed in terms of the plasma and damping frequencies as follows:

$$\sigma = \frac{\omega_p^2}{4\pi\omega_r} \text{cm}^{-1}. \quad (4.4)$$

To import conductivity from the SI world, we can convert to CGS with the following equation where $\rho_0$ is in SI units of $\Omega \cdot m$:

$$\sigma = \frac{c_0}{2 \times 10^9 \pi \rho_0} \text{cm}^{-1}. \quad (4.5)$$

Note that constants have been combined, and that the constant is an exact integer and not a truncated decimal.

As discussed further in the following subsection, the high frequency dielectric constant is often assumed to be unity for the Drude model. If one wishes to fix the real part sign crossover frequency, the following equation may be substituted into the
Drude model to eliminate an additional parameter:

\[
\epsilon_\infty = \frac{\omega_p^2}{\omega_p^2 + \omega_c^2},
\]

(4.6)

where \(\omega_c\) is the experimentally determined sign crossover frequency. If both Equations 4.6 and 4.4 are substituted into Equation 4.3, then the model is left with one free parameter to fit.

### 4.2.1 Drude model for gold

Gold is a valuable conductor for electronic circuits due to its very high conductance, malleability, and resistance to corrosion and oxidization. The permittivity of gold has been widely studied over the twentieth century and has previously been fit to a Drude model [74]. The permittivity of gold has been measured over a very wide range of frequencies as shown in Figure 4.1: [78–86].

The Drude model parameters for gold given by Ordal et al. [74] and the fitting procedure in Section 4.2 are presented in Table 4.1. The real and imaginary parts of the relative permittivity predicted by the original curve fit, our joint least squares fit on the real and imaginary data, and experimental data from [74] and [78] are presented in Figure 4.1. Figure 4.1 shows the discrepancy between the original curve fit and our fit and illustrates the non-Drude behaviour of gold above approximately 300 THz. Broadband free-electron models of gold must include additional parameters to model gold accurately in the ultraviolet wavelength range [87].

Table 4.1: Comparison of previously published Drude model parameters and least-squares fit

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Ref. [74]</th>
<th>Least-squares</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plasma frequency / cm(^{-1})</td>
<td>7.25 \times 10^4</td>
<td>6.638 \times 10^4</td>
</tr>
<tr>
<td>Damping frequency / cm(^{-1})</td>
<td>2.16 \times 10^2</td>
<td>1.627 \times 10^2</td>
</tr>
<tr>
<td>High frequency dielectric constant</td>
<td>1.00</td>
<td>1.889</td>
</tr>
</tbody>
</table>
Measurements of the permittivity of gold at beyond approximately 300 THz show significant discrepancies to the Drude model. This frequency range is far beyond the operating frequency of the devices in this work except for determining an appropriate high frequency dielectric constant for the Drude model. The anomalous behaviour of gold at high frequencies is theorized to be due to electronic interband transitions, which partially account for the gold colour of gold metal. Extensions to the Drude model have been proposed to account for this anomalous behaviour [87].

From experimental observations of the permittivity of gold, we see that the real part of the permittivity will change sign at approximately 1.45 PHz, or 207 nm. Equation 4.3 suggests the real part of permittivity will also change sign, but from plots of experimental data and Drude predictions we observe that the Drude model significantly deviates from observations in this region. Despite this observation, we can determine a fictional high frequency dielectric constant to place the sign change at the appropriate frequency. Choosing a high frequency dielectric constant other than one is actually a trade-off between two goals: approximating the dielectric function at the sign crossover frequency, and acknowledging that the measured dielectric response of many materials approaches vacuum conditions in their high frequency limits.

4.3 Comparison of surface impedance with Drude models

To illustrate the difference in results and usage for the surface impedance and Drude models, we present calculated and simulation results for rectangular waveguide and coplanar stripline made from gold from the commercial software CST Microwave Studio 2010. Rectangular waveguide was chosen for computational and theoretical tractability and coplanar waveguide was chosen because of the influence on evaluation
Figure 4.1: Real and imaginary parts of permittivity of gold. Experimentally measured values are taken from the literature [78–86], and Drude model parameters are taken from Table 4.1, where “NLS” refers to our curve fit by the non-linear least squares method.

To begin the comparison, in Figure 4.2 we present the skin depth coefficient for gold calculated by two methods. The first assumes the metal is a good conductor, and the second uses the electric permittivity predicted by the Drude model. We assume gold has dc conductivity of $4.52 \times 10^7$ S/m [88], and has the Drude parameters presented in Table 4.1. Because the conductivity and Drude approaches give similar results for low frequencies, we hypothesize that unless the problem requires consideration of effects only predictable with free electron models, the surface impedance model will give similar results to the Drude model.

For utmost accuracy, one could include the measured dc value of magnetic permeability for gold. Some results in research on magnetic permeability are reported in the CGS system of units. Care must be taken when converting values from CGS to SI systems due to differing definitions of physical constants [89]. The specific case
of magnetic mass susceptibility measured in units of emu per cubic gram can be converted to the common SI unit of volume susceptibility by the following relation:

$$\chi_v,SI = 4\pi \rho \chi_m,CGS.$$ (4.7)

The susceptibility of pure gold at 295 K was measured to be $-0.1430 \times 10^{-6}$ emu/g$^3$ [90], which is equivalent to $3.468 \times 10^{-5}$ (dimensionless) in SI, assuming gold has a density of 19.30 g/cm$^3$. Simulations performed in CST Microwave Studio 2010 with this value of susceptibility showed negligible difference to simulations performed with a susceptibility of zero.

### 4.3.1 Comparison using rectangular waveguide

Rectangular waveguide is an attractive technology for many theoretical and practical purposes. Rectangular waveguide is defined by a single closed rectangular conductor,
bounding theoretical calculations and numerical simulations. The closed nature of
the problem is arguably more important for computer simulation. Several simula-
tion techniques in both time and frequency domain simulations are less accurate or
stable in open problems. The most notable example is absorbing boundary condi-
tions which are only absorbers of the continuous wave equation and must produce a
minimal reflection when discretized. Therefore, simulation of rectangular waveguide
with surface impedance and Drude model walls is an attractive test case to deter-
mine whether commercial electromagnetic simulation software is capable of simulating
these models.

We chose a rectangular waveguide with dimensions 254 micrometers wide and 127
micrometers tall to ensure the working bandwidth, between 0.75 and 1.1 THz, of the
waveguide included our proposed spectroscope’s design frequency of one terahertz.
The walls were 2 micrometers thick and terminated by an electric boundary condi-
tion. The simulation was 300 micrometers in length. The waveguide was simulated
with CST Microwave Studio 2010 using the time and frequency domain solvers with
hexahedral and tetrahedral mesh. CST Microwave Studio supports hexahedral mesh
for the time domain solver and hexahedral and tetrahedral mesh for the frequency
domain solver. Unfortunately, the frequency domain solver with hexahedral mesh
does not support the surface impedance model.

**Hexahedral mesh with time domain solver**

For hexahedral mesh with time domain solver, CST Microwave Studio 2010 supports
objects with surface impedance boundary as well as Drude model.
Hexahedral mesh with frequency domain solver

For hexahedral mesh with time domain solver, CST Microwave Studio 2010 supports objects with Drude model only.

The automatic hexahedral mesh engine in CST Microwave Studio 2010 did not produce an acceptable initial mesh for study of the Drude model. The initial mesh was too dense in the vacuum-filled center and too sparse in the region immediately in front of and behind the waveguide walls where the field is expected to change rapidly in space. We overrode the automatic mesh system with a manual mesh started from an automatic mesh which only considered highest simulated frequency. We invoked the frequency domain solver iteratively, adding one mesh line half the distance from the previous one per iteration. We also inserted additional mesh lines in the free space region of the waveguide one run after beginning the procedure to avoid over-meshing free space where less rapid field changes were expected. We terminated the mesh line insertion procedure when the change between simulated propagation loss iterations changed by less than 0.01%. The change in error is illustrated in Figure 4.3, where the data points represent the relative change between the previous simulation and the simulation at that mesh density. The skin depth of gold at a frequency of 1 THz is approximately 75 nm calculated using a conductivity of $4.52 \times 10^7$ S/m. Figure 4.3 shows the relative change between 125 and 62.5 nm to be approximately 8.5%, which may not be acceptable for some applications.

Tetrahedral mesh with frequency domain solver

For tetrahedral mesh with frequency domain solver, CST Microwave Studio 2010 supports objects with surface impedance model only.
Comparison of numerical solvers with surface impedance theory

To calculate the conductor loss in rectangular waveguide we follow the perturbation approach in Pozar [71]. The surface current on each wall may be calculated from the magnetic field, and that surface current is substituted in Equation 4.1 where the surface integral is changed to a contour integral to yield loss per unit length. The conductor loss for the TE$_{10}$ mode is given by:

$$\alpha_c = \frac{R_s}{a^3bk\eta}(2b\pi^2 + a^3k^3),$$  \hspace{1cm} (4.8)

where $R_s$ is the surface resistance from Equation 4.2, $k$ is the plane wave propagation constant in the dielectric material filling the guide, $a$ and $b$ are the guide width and height, $\eta$ is the wave impedance in the material filling the guide, and $\beta$ is the propagation constant of the TE$_{10}$ mode. Equation 4.8 is plotted in Figure 4.4 along with three sets of simulation results from CST Microwave Studio 2010.
Figure 4.4: Comparison of field loss per unit length in rectangular waveguide calculated by several methods
Figure 4.4 shows that CST Microwave Studio 2010 frequency domain solver with tetrahedral mesh agrees with the surface impedance theory. We cannot explain the difference with the time domain solver, which has simulated 20.2% error compared to the frequency domain solver. The frequency domain solver with hexahedral mesh simulating the Drude model also generated different results. The surface impedance model only considers power lost as a plane wave propagating normally into the metal to infinity. This excludes the small cross-sectional waveguide corner areas of the simulation, which were observed to have volume current density of at most $8.86 \times 10^9$ A/m$^2$. Additionally, the simulated current density displayed a singularity at the interface between waveguide dielectric and Drude metal. Although the mesh density was increased until the loss per unit length changed less than 0.01%, the volume current singularity could introduce numerical error into the simulation. In addition to theoretical error due to waveguide corner volume current density and a different surface resistance due to the Drude model, these two sources of error could explain the discrepancy between Drude and surface impedance model simulations.

### 4.3.2 Comparison using stripline

From a perspective of complexity of electromagnetic analysis, coplanar stripline can be more difficult to analyze than other types of transmission lines. Coplanar stripline is open, unlike rectangular waveguide, with fields mathematically extending to infinity. Coplanar stripline only supports quasi-TEM propagation in practice due to the finite thickness substrate, unlike enclosed stripline which supports TEM propagation. Due to these problems and others, analysis of coplanar stripline often involves approximations, assumptions, and numerical methods.

The main difficulty in computing the propagation loss coefficient for coplanar stripline is the difficulty in evaluating the surface current, which has singularities at
Figure 4.5: A comparison of field attenuation predictions for enclosed stripline by Pozar, Holloway, and CST Microwave Studio 2010.

each edge in coplanar stripline. As treated by Holloway, the integral may be modified by reducing the limits of integration to avoid divergence and introducing a correction factor [91]. To validate this approach we compared the theory from [91] for enclosed stripline with textbook results from Pozar [71] and simulation results from CST Microwave Studio 2010 using the time domain solver with hexahedral mesh and frequency domain solver with tetrahedral mesh. We chose stripline to begin the comparison because of its TEM propagation, natural ground plane boundaries, and insensitivity to electric side boundaries due to two-axis symmetry in the propagation direction. Additionally, Reference [91] includes a comparison with experimental measurements by others, lending credibility to their theory at gigahertz frequencies.

Figure 4.5 compares field attenuation coefficient calculated and simulated by four methods. Loss calculated by Pozar’s theory includes center conductor and dielectric loss, but not ground plane conductor loss. Loss calculated by Holloway’s theory includes center conductor, dielectric, and ground plane conductor loss. The simulation
results from CST Microwave Studio 2010 frequency domain solver with tetrahedral mesh are 9.8% lower than Holloway’s theory. The time domain solver in CST Microwave Studio 2010 does not directly calculate propagation loss for waveguide ports so the loss was calculated from the measure of total power lost in the simulation volume. This result was significantly lower than the other three results, although the curve has the appearance of the same functional form as the other results. The time domain solver in CST Microwave Studio 2010 produced different results than other methods in the previous subsection, illustrated in Figure 4.4.
Chapter 5

Simulation method

Discrete-time and space simulation of electromagnetic problems is often not straightforward and requires consideration of the nature of the problem and the capabilities of the particular computer program used to simulate the problem. A computer program may not be accurately computing the problem posed to it, and the problem posed to it may not be an accurate approximation of the desired problem. These considerations are often coupled and may require specialized simulation test cases to demonstrate the ability of a particular algorithm to solve a given problem.

Workers in the field of computational electromagnetics have created a wide variety of numerical methods for solving electromagnetic problems, such as finite-difference time-domain, finite integration technique, method of moments, and others. Choosing a numerical method requires consideration of the nature of the problem and the capabilities of some possible solvers. In the present case of planar terahertz structures with radiation losses, we desire a solver which can simulate the magnitude and phase transfer characteristic between an input and output of the device while accounting for radiation, dielectric, and conduction loss.
5.1 Software comparison

We evaluated several simulators for suitability for simulating planar terahertz structures, including Ansoft HFSS 11, Sonnet em, and CST Microwave Studio 2010 (MWS). Each of these programs is mature with diverse capabilities, advantages, and disadvantages. These programs are sufficiently different that comparing them in a table does not allow for important subtleties.

5.1.1 Ansoft HFSS

HFSS is a mature, extremely capable tetrahedral mesh finite-element method frequency-domain simulator. HFSS allows the user to define a wide array of boundary conditions conformal to the structure, such as electric, magnetic, and two types of absorbing boundary. The ability to tailor the electromagnetic parameters and shape of an absorbing boundary is unique among the simulators compared here. HFSS has an advanced facility for additional calculations on electric or magnetic fields, such as computing the dot product, cross product, divergence, curl, and other operations.

5.1.2 Sonnet em

Sonnet em is an exceptionally fast frequency domain simulator, but is limited to planar simulations with electric boundary conditions. All dielectric layers are considered to extend to the boundaries. Because many structures designed to operate at terahertz frequencies must be constructed with planar fabrication techniques, we can take advantage of the limitation of only solving planar structures. However, the mandatory electric boundary conditions do not allow study of the radiation effects which significantly impair terahertz transmission line performance. The software uses the method of moments to produce results. Sonnet em does not excite a structure by
waveguide ports like HFSS and MWS, so visualization of port modes is not possible.

5.1.3 CST Microwave Studio

CST Microwave Studio provides time-domain and frequency-domain simulators. While MWS provides a diversity of solvers, mesh types, excitation types, field monitors, and material types, not all styles of the preceding are available with each solver, making comparison between simulation methods difficult. CST Microwave Studio 2010 includes a time-domain solver, general-purpose, resonant, method-of-moments, and eigenmode frequency-domain solvers. The time-domain solver is restricted to hexahedral mesh, but the general-purpose frequency-domain solver may use either hexahedral or tetrahedral mesh. MWS enforces a rectangular prism boundary on the simulation except in the special case of a structure encased in PEC simulated by the frequency-domain solver with tetrahedral mesh.

MWS supports periodic boundary conditions, which can turn the greatest weakness of discrete space simulation, truncation, into a powerful asset. An approximate termination of the problem is changed to an exact infinite expansion of the problem, which may or may not be applicable to a given structure. This feature was investigated to improve the accuracy of simulation of coplanar stripline by allowing the radiation from periodic copies of a transmission line to superimpose. In this approach the radiation was observed to be perpendicular to the plane of the transmission line. This was hypothesized to improve absorption by the open boundary condition, which performs optimally when fields are parallel to the boundary plane, by eliminating dependence on one simulation coordinate. No improvement was observed, and the simulation volume was greatly increased to avoid coupling between periodic copies of the transmission line [24].
5.2 Software selection

Our criteria for selecting a commercial software program to simulate terahertz structures is the ability to accurately simulate the propagation and radiation from diverse three-dimensional structures. While the structures reviewed in Chapter 6 are planar, Sonnet em is disqualified because of its limited capabilities for complex structures and radiation phenomena, leaving Ansoft HFSS and CST Microwave Studio. We choose CST Microwave Studio 2010 to simulate terahertz structures because of its ability to cross-check results with time and frequency-domain solvers and different meshes.

5.3 Simulation of coplanar stripline at terahertz frequencies

Both CST Microwave Studio and Ansoft HFSS feature a special simulation boundary condition called a waveguide port. This feature performs an eigenmode calculation on the surface of the waveguide port and excites the simulation with the calculated field patterns. Unfortunately, a model of coplanar stripline on an electrically thick dielectric causes both simulators to treat the port as a dielectrically loaded waveguide perturbed by the quasi-TEM coplanar stripline mode. We considered several methods for performing an accurate simulation: transmission line section, excitation by discrete port, restriction of mode calculation frequency, and TEM mode launcher.

5.3.1 Transmission line section

The most straightforward method for simulating the loss and phase delay per unit length of coplanar stripline is to construct a section of transmission line and measure the transfer properties of the section. This method has the advantage of neglecting the
5.3.2 Excitation of coplanar strip line by discrete port

A natural choice for exciting a coplanar stripline simulation is a point source, where the excitation occurs between two mesh steps. Semiconductor photomixers have approximately the same structure. We designed a test simulation in CST Microwave Studio, depicted in Figure 5.1, to measure the characteristics of this configuration. In this simulation, a discrete port (point source) drives a coplanar stripline terminated by a waveguide port. The computation domain is filled with vacuum and symmetric about the $y$–$z$ and $x$–$z$ planes, where the coordinate directions are defined in Figure 5.1. This configuration was chosen to study the discrete port feed mechanism without the influence of a dielectric substrate.

The bounding box of the simulation was 120 micrometers wide, 65 micrometers
tall, and 150 micrometers long. The coplanar strips were 20 micrometers wide and separated by 20 micrometers. These dimensions were chosen to cause the discrete port, set to the same characteristic impedance as the transmission line, to couple to the fundamental mode of the coplanar stripline and not to waveguide modes. The rear wall of the simulation where the discrete port is located is a magnetic wall boundary condition. The front wall is a waveguide mode boundary condition, and the remaining walls are electric boundaries. The notation of “2(1,+)” in Figure 5.1 refers to waveguide port two, first multipin port group, positive terminal. Multipin waveguide ports were used to force CST Microwave Studio to consider the waveguide housing at a floating potential relative to the coplanar stripline.

Because the simulation contains no radiation boundaries or lossy materials the S parameter matrix should be symmetric. Figure 5.2 is a Smith chart of the input reflection coefficients from the discrete port (numbered one) and waveguide port (numbered two). We see these curves are not identical, possibly due to differences in the tetrahedral mesh structure surrounding each port. We also see that the reflection coefficients track the resistive match line on the inductive side of the chart. This is consistent with self-inductance from the small wires connecting the discrete port to the transmission line.

We conclude that excitation by a discrete port is not an optimal method for simulating the fundamental propagating mode on coplanar stripline due to discrete port self-inductance and excitation of a continuum of free-space modes, which may interfere with simulation measurement through reflection from the structure or radiation boundary conditions.
Figure 5.2: Smith chart illustrating the high reflection coefficient of the coupling structure, likely due to self-inductance from the wires connecting the discrete port to the coplanar line.

### 5.3.3 Restriction of mode calculation frequency

The eigenmodes of any transmission line inhomogeneously filled with dielectric change with frequency. Some time-domain computer simulation software allows the user to choose one frequency for mode calculation. The simulated reflection coefficient is influenced by the congruence of the waveguide mode to the normal modes of a simulated structure. If the mode solver cannot reproduce these modes accurately, power will be reflected from inside the simulation, which cannot be completely absorbed due to incongruence of the calculated port mode, which may reflect again into the structure, and so on.

As of this writing, commercial software calculates the eigenmode of a coplanar stripline on a thick dielectric substrate as a superposition of the normal coplanar stripline mode and a dielectric loaded waveguide mode. However, this effect is frequency-dependent and is not significantly in error at gigahertz frequencies. Therefore, we may take advantage of the feature in CST Microwave Studio time-domain
solver to calculate the coplanar stripline mode at a frequency low enough to arbitrarily be judged free of the loaded waveguide mode.

5.3.4 TEM mode launcher

The final approach considered for simulation of complex propagation coefficient in covered coplanar stripline is the TEM mode launcher. The TEM mode launcher is an additional structure placed within the simulation for two purposes. The first is to present a homogeneous port environment to the waveguide port solver. If the waveguide port solver has difficulty separating a loaded waveguide mode from the coplanar stripline mode, one solution is to remove the inhomogeneity. The next purpose is to convert the TEM coplanar stripline mode to a quasi-TEM mode with maximal power transfer to the quasi-TEM mode. A converter designed for minimal reflection may accomplish that goal at the expense of large scattered fields, but a converter designed for maximal transmission will minimise scattered fields.

5.3.5 Constant permittivity buffer to open boundaries

If the commercial electromagnetic code of the user’s choice does not support dispersive and/or lossy materials adjacent to a radiation boundary, a buffer zone may be created in the simulation volume. The permittivity of this buffer zone should be chosen to minimize reflection due to radiation from the proposed covered transmission line. The direction of this radiation changes with frequency.

This buffer zone should be assigned a permittivity equal to the real part of the dispersive material at the most sensitive frequency. In the case of the proposed covered transmission line, this frequency is the highest frequency considered for simulation, which is subject to the highest radiation loss.
5.4 Numerical methods for measuring loss

Many numerical electromagnetic codes provide features to measure the scattering parameters of a simulated structure. This measurement is straightforward if the code allows waves to be sourced and sunk through waveguide ports matched to the simulated structure. However, measuring the scattering parameters of a coplanar stripline with open boundary conditions is not straightforward.

The first problem results from forcing the code to calculate the waveguide mode at a particular frequency to avoid exciting fictitious substrate modes as described in Section 5.3.3. The electromagnetic field distribution of an inhomogeneous transmission line generally changes with frequency, so if the field distribution of the simulated waveguide port is static then the simulated transmission line is not matched to the waveguide port.

The second problem relates to the radiated waves from the transmission line. A traveling wave on an inhomogeneous transmission line will generally lose power by radiation into the region with higher permittivity. Because the radiation from a transmission line is continuous along the length of the line, there will always be some radiation released at an angle [23] which will intersect an edge of the simulated waveguide port. Decreasing the depth of the waveguide port in the substrate is not an option because the waveguide port must be large enough to avoid perturbing the calculation of the travelling mode. Because the propagation constant of the radiated wave is equal to the plane wave propagation constant in the higher permittivity material and not the effective permittivity of the guided wave on the transmission line, the radiated wave will interfere with the guided wave on the simulated waveguide port face in a frequency-depdendant manner.

Given these two problems, we propose a method in simulation for measuring phase change and attenuation along a transmission line using an array of field probes.
The location of the probes in the plane transverse to the direction of propagation is important. The probes should be placed in the location with no radiation in the direction of propagation. For example with a planar transmission line, placing the probes in the substrate would record both the guided wave and the radiated wave. Placing the probes in the plane of the transmission line along the direction of propagation will only record the guided wave, because any radiation would be immediately coupled back into the guided wave. We may form the time-averaged Poynting vector to determine which field components we must record:

\[ P_z = \bar{P} \cdot \hat{z} = \frac{1}{2} \Re\{E_x \bar{H}_y - E_y \bar{H}_x\}, \]  

(5.1)

where the bar denotes complex conjugation, \( z \) is a unit vector in the propagation direction, \( E \) and \( H \) are the electric and magnetic fields, and \( \Re \) is the real part operator.

If the probes are deployed along a simulation symmetry condition we may discard one of the terms in the preceding equations, depending on the nature of the symmetry.

If we assume that the shape of the wavefront transverse to the propagation direction is constant at each frequency, then the power at a given point \( z \) along the direction of propagation is given by

\[ P(z) \propto \exp(-2\alpha z), \]  

(5.2)

where \( \alpha \) is the field loss coefficient. We can take the power at two different points \( z_1 \) and \( z_2 \) and solve the equations for \( \alpha \) as follows:

\[ \alpha = -\frac{1}{2(z_2 - z_1)} \ln \frac{P(z_2)}{P(z_1)}. \]  

(5.3)

Unfortunately, one cannot simply make two measurements by experiment or simu-
lation and apply Equation 5.3. Experimental or simulation error manifests in many forms. One source of error familiar to users of time-domain numerical electromagnetic codes is oscillation in time signals due to truncation of the simulation process, equivalent to convolution with a rectangle function. Regardless of the source of error, we require a method to obtain a robust estimate for \( \alpha \).

We hypothesize that the main sources of error in a measurement of \( \alpha \) in time-domain simulation could be truncation of time response, numerical error in propagating the excitation signal, reflection from an imperfect radiation boundary, diffraction effects from the edge of the waveguide port not covering an entire simulation wall, and many other sources. These errors are not normally distributed and are likely correlated with position in the simulation. Under these conditions, ordinary least squares is biased and is not a maximum likelihood estimator for \( \alpha \). We propose the use of minimum absolute deviation as a robust estimation technique, implemented using iteratively re-weighted least squares.

The lower limit on the number of probes required to obtain an accurate estimate of \( \alpha \) is the Nyquist rate for the highest expected spatial frequency along the direction of propagation. Inversely, the minimum required sampling interval for a wave with time frequency \( f \) and refractive index \( n \) is

\[
D < \frac{c_0}{2fn},
\]

where \( c_0 \) is the speed of light. For insurance against undersampling, choose the highest value for refractive index, which would be the higher of the substrate and superstrate permittivities for a typical planar transmission line.

Determining the true highest time frequency in a time-domain simulation requires obtaining the raw signal that a particular code will excite a structure with and inspecting its discrete Fourier transform. For example, if a particular code is asked to
excite a structure with frequencies up to 2 THz, it may generate a signal with frequencies up to 5 THz or beyond to ensure sufficient energy in the pulse in the desired frequency range. For a simulation of length $L$, the minimum number of probes is given by $N > \lceil L/D \rceil$.

### 5.5 Comparison of simulation to experimental results

To ensure that our simulation method is realistic, we may simulate previously published transmission line results to check against theories of radiation [23] and conduction loss [91]. Coplanar stripline is difficult to analyze due to infinite bounds, typically heterogenous cross section, and singularities of integration for surface current. The transmission line considered for this comparison had the following dimensions: width of the lines was 30 $\mu$m, spacing was 20 $\mu$m, substrate relative permittivity was 10.5, and the simulation length was 1000 $\mu$m. We performed a simulation of a transmission line loss with the preceding parameters in CST Microwave Studio, and calculated expected values for a line with those parameters according to the radiation and conduction loss theories. Figure 5.3 illustrates the results of the two computations. While the simulation does not exactly match the loss theories in magnitude or shape, it does show the high-frequency loss local maximum and qualitatively establishes reasonable accuracy for simulation of coplanar strip line at terahertz frequencies with open boundaries.

The difference between the simulated and theoretical propagation loss could be explained by two key assumptions of a time-domain simulation that are violated with the structure presented here. First, the surface impedance metal loss model is increasingly inaccurate as the metal strips become electrically thin. Second, at low
Figure 5.3: Comparison of the propagation loss of coplanar stripline obtained by simulation to theories of radiation and conduction loss.

At high frequencies the radiation boundary is not in the far field of the transmission line for the radiated wave. This is necessary to minimize computation requirements for the high frequencies.
Part III

Comparison and design of miniature devices
Chapter 6

Device candidates

Using the numerical techniques explored in Part II we will examine three devices in this Chapter for suitability as a miniature terahertz spectroscope. These three devices are reflection coupled antennas, angled transmission line, and covered transmission line. Analysis of these devices is presented in Sections 6.1, 6.2, and 6.3, respectively. These devices do not form a complete set of terahertz systems which could be used for spectroscopy, but they have been selected for practicality both in a simulation and real sense. If one is willing to consider exotic or somewhat impractical devices, there are many more types of devices which could be used for terahertz spectroscopy. For example, substrate integrated waveguide could be used with a slot in a waveguide wall to expose the field to a sample material.

6.1 Antennas without lenses

The common terahertz optical spectroscope fashioned with discrete components uses a pulsed laser stimulating photoconduction with the current driving an omnidirectional antenna fixed to a precisely machined dielectric (typically silicon) hemispherical lens [3, 4, 34]. In this Section, we will introduce a classification scheme for configu-
rations of coupled antennas and present qualitative observations of the simulated performance of reflection coupled antennas.

The first advantage with the use of directional antennas is miniaturization. The dielectric lenses typically employed in terahertz technology are several centimeters in diameter because they are constrained by geometric optics and the associated far field approximation requirements. Because many antenna designs depend on the operating wavelength, which is approximately 300 \( \mu \text{m} \) at 1 THz, an increase in antenna size to gain sufficient directivity is more than compensated for by the removal of a comparatively bulky centimeter-scale antenna. While the antennas for lens-antenna systems are already fabricated with planar lithography, removal of the lens may allow for improved alignment accuracy if more than one antenna is to be fabricated.

Further to the classification developed in Section 2.3.1, we can divide the configurations of antennas into four groups: broadside or end-fire, and dielectric half or full-space in the near field. While this scheme may be useful to classify antennas, we do not assert that any particular configuration of antenna is useful. Many broadside antenna designs require a dielectric half-space to be directive [13–15], whereas an end-fire antenna designed to operate in free space performs poorly when placed on a dielectric half-space [19]. An important consideration for broadside antennas is radiation direction. Many common designs, such as microstrip patch antennas, radiate most power in a direction perpendicular to the substrate. To efficiently couple two broadside antennas through reflection, the source antenna must radiate in the direction which reflects to the receiver antenna. This requirement complicates the design of reflection coupled broadside antennas. In contrast, end-fire antennas can easily be reflection coupled by rotating each antenna to make the proper angle for reflection without redesign of the antenna radiation pattern.

Additionally, some antennas may require an electrical matching network to im-
prove the bandwidth of usable power radiation. The implementation of this matching network may be difficult or impossible if it cannot be placed between the antenna feed point and terahertz source. The Yagi-Uda design has long been used for VHF radio reception. In this use, the antenna is mounted on a mast with any electrical matching networks being placed out of the plane of the antenna elements. For use in a terahertz photomixer, the Yagi-Uda design must be modified, usually by dividing the reflector in two parts to allow DC bias lines to connect to the driven dipole with a photoconductor at the center of the dipole [19]. Unfortunately, this design leaves no room for matching elements between the photoconductor and dipole. Matching elements are essential for broad source to far-field bandwidth in a Yagi-Uda design. Figure 6.1 schematically shows two representative Yagi-Uda antennas, and Figure 6.2 shows scattering parameters between two simulated Yagi-Uda antennas with a PEC reflector, illustrating the path loss and narrow bandwidth characteristics.

Alternative antenna designs, such as the log-periodic dipole array end-fire antenna, may accommodate a matching network between the source and antenna feed point but present other design problems. A log-periodic antenna designed for micrometer scale and decade bandwidth to cover 0.2 to 2.0 THz could have approximately 84 elements and be 8.5 mm in length according to a textbook design procedure [12]. Perhaps the most promising alternative antenna design is the TEM horn [20, 21]. The TEM horn borrows from the classic pyramidal horn but removes the side walls to separate the conductors for TEM propagation. Unfortunately this non-planar design is somewhat difficult to fabricate, requiring micro-manipulation of a metal plane.

Antennas are designed to operate in the far-field regime, so a terahertz spectroscope design would place the transmit and receive antennas in the far-field from each other and the target. However, possible applications of the terahertz spectroscope may require close proximity to a biological sample such as a live human in a clinic
environment or measuring an unknown sample in an industrial plant. These scenarios suggest impact and environmental protection is required. Such a protective membrane must be thin compared to the wavelength yet durable.

Coupled antennas are an interesting miniature method to perform terahertz spectroscopy but with common antenna designs are not suitable to replace the highly directive silicon lenses currently used in such systems. The main problem is lack of directivity due to antenna design or practical limitations.
Figure 6.2: Scattering parameters between two Yagi-Uda antennas with a PEC reflector. The “AR- filter” function of CST Microwave Studio was used to extrapolate the time response for these narrow-band structures.

6.2 Angled transmission line

The reflection coupled antennas presented in Section 6.1 required significant physical separation of the antennas to allow far-field operation, as well as significant loss due to imperfect directivity. A natural solution to these problems, which has been previously proposed [92], is to simply remove the antennas and connect the terahertz generator and detector with a section of transmission line guiding a wave through reflection with the sample. We examined two configurations of coplanar stripline: where the strips lie in a plane perpendicular to the sample surface, and where the strips lie in planes perpendicular to a plane perpendicular to the sample surface.

Figure 6.3 shows a CAD model of the proposed device. By inspection, we see that the transmission line has a significant and uncompensated bend discontinuity where it meets the sample surface. Designing a transmission line compensator is difficult in this situation due to the unknown nature of the sample, which causes
Figure 6.3: Perspective view of the CPS angle sensor.

Figure 6.4: Transmission parameter of the CPS angle sensor.
reflection of unknown magnitude and phase. The device was simulated despite the high anticipated reflection to determine if it merits further investigation.

This device was simulated using CST Microwave Studio using the frequency domain solver with tetrahedral mesh, with a 45 degree angles of incidence and reflection, an air substrate to maximize reflection for testing purposes, and test samples of water (see Section 3.1.2), air, and PEC. The simulated device and its performance are shown in Figures 6.3 and 6.4, respectively. The water sample falls between the PEC and vacuum curves showing that PEC and vacuum define the limits. Therefore, the main problem with the angled transmission line sensor is a lack of dynamic range between the PEC and vacuum measurements.

The 45 degree configuration is easy to simulate because each of the transmission lines can be placed perpendicular to a boundary of the simulation. Some simulation software, such as CST Microwave Studio, uses the geometry of the waveguide port face to create an infinite extension of the transmission line, ideally resulting in zero reflection. Therefore, a wave on a transmission line not perpendicular to the simulation boundary would encounter a discontinuity at the simulation boundary. This reflection reduces the accuracy of the simulation.

### 6.3 Covered transmission line

The simple structure of a covered non-resonant transmission line has previously been proposed as a spectroscope, commonly in the form of a planar transmission line [28, 29, 93]. The simplicity of a planar transmission line device, where the sample is overlaid on the line on some substrate, belies its analytical complexity. A procedure to extract the unknown sample permittivity exists for coplanar waveguide, but that method assumes the fields are quasi-static [93]. In the present case, we desire a miniature
spectroscope operating at terahertz frequencies where the quasi-static assumption is not valid. Further analysis of this structure is presented in Chapter 7.
Chapter 7

Device comparison and design

In Chapter 6 we reviewed three possible devices for terahertz spectroscopy: antennas without lenses, angled transmission line, and covered transmission line. We compare these devices and select one for further evaluation as a balanced choice for broadband terahertz spectroscopy in Section 7.1. After selection, we present a simplified design procedure in Section 7.2.

7.1 Device comparison

The choice of a device for miniature terahertz spectroscopy is determined by the user’s sensitivity to the variety of design trade-offs of such devices. Far field devices are typically easier to analyze but are subject to strong path loss and lack of space to implement matching circuits. Near field devices can deliver more power through the system but are very difficult to analyze.

Antennas without lenses are a natural first choice for a miniature device for terahertz spectroscopy. Assuming a highly directive antenna is used in place of a hyper-hemispherical silicon lens, manufacturing is simplified and the complete device may be compactly fabricated. However, silicon lenses allow far more power than antennas
to be coupled into a beam directed at the target. This high directivity is necessary to overcome large path loss at terahertz frequencies, where path loss refers to the isotropic spreading loss in the Friis transmission equation.

Angled transmission line is a natural generalization of the coupled antennas concept, where the generated wave is guided through reflection from a sample material. However, the particular approach studied in Section 6.2 uses a notch in one of the two coplanar lines (illustrated in Figure 6.3) to allow the field concentrated in the center of the transmission line to interact more strongly with the sample. Unfortunately this design is not adequate due to low contrast between sample and no sample conditions especially at high frequencies, as shown in Figure 6.4.

A natural extension of the angled transmission line concept is to straighten the transmission line and allow the entire length of the line to interact with a sample material. This simplification allows more field to interact with the sample material and removes any reflections caused by an angle or similar features in the transmission line. However, the analysis of this type of line becomes very difficult over the broad terahertz frequency range due to the invalidity of the quasi-static field assumptions. Despite this limitation, covered transmission lines have advantages of sample to no sample contrast, physical size, and a relatively straightforward procedure to design the length or cover layer thickness. This procedure for covered transmission lines is presented in Section 7.2.

7.2 Design method

Our objective in this section is to develop a simple design procedure for a covered coplanar strip line sensor. This design will not include the photomixers or other structures intended to improve device performance. The design of a covered transmission
line sensor for strongly lossy sample materials depends on several variables: the desired power loss ratio between sample and no sample conditions, the transmission line length, and the difference between the propagation loss coefficients of the sample and no sample conditions, as follows:

\[- \frac{10 \log_{10} \frac{P_2(d)}{P_1(d)}}{20 \log_{10} e} = d(\alpha_2 - \alpha_1).\] (7.1)

This equation is a restatement of Equation 5.3 to allow the user to easily substitute power ratios given in decibels. To design a transmission line sensor, the user must have sufficient specifications to determine missing variables. For example, minimum or maximum transmission line length, cover layer thickness, or allowable power loss with a highly lossy sample.

To begin the design process without an analytic solution for the propagation characteristics of coplanar stripline, we require a set of simulation results where some structural parameters of the transmission line are varied to obtain the desired propagation characteristics. For example, the coplanar stripline results presented in this Section were obtained from a stripline 10 \( \mu \)m in width, with 10 \( \mu \)m space between the conductors, and with 1 \( \mu \)m thick metal strips. Results from much thinner strips have been published [23], but the particular value of 1 \( \mu \)m was arbitrarily chosen here to decrease the frequency where the skin depth equals one fifth the strip thickness to 0.14 THz, to allow the use of the surface impedance model (as reviewed in Section 4.1) for metal loss.

The parameters of strip width, spacing, and thickness each affect the conduction loss, radiation loss and dielectric loss (through modifying the field distribution) of the transmission line. For a single frequency and only considering conduction and radiation losses, there exists one frequency for given strip dimensions which minimizes
the sum of those losses. Because this minimum exists only for one frequency, the strip parameters for simulation were chosen as round numbers (10 $\mu$m) close to the minimum for 1 THz.

We present two sets of simulation results in Figures 7.1 and 7.2. These curves represent the difference between field loss coefficients for waves propagating on coplanar stripline with a silica substrate and silica superstrate or BCB superstrate, respectively. The sample material in both cases is water, with the dispersion and loss of these materials as presented in Chapter 3.

![Figure 7.1: Difference between loss coefficients while varying superstrate thickness, for a CPS with silica substrate and superstrate](image)

To illustrate the use of the design procedure, we will work through a simple example where only the cover layer thickness is the unknown variable. Assume that we desire a 20 dB difference in power loss ($10\log_{10}P_2(d)/P_1(d) = 20$) with and without a sample between the source and detector at a frequency of 1 THz. Additionally, we desire a device approximately 1 cm long. According to equation 7.1 we must design a device with loss difference (the term $\alpha_2 - \alpha_1$) of approximately 230.3. Assuming
Figure 7.2: Difference between loss coefficients while varying superstrate thickness, for a CPS with silica substrate and BCB superstrate

we wish to use a silica substrate and superstrate, we refer to Figure 7.1 to obtain an estimate of the cover layer thickness to satisfy our requirements. Additionally, under the hypothesis that the loss difference follows a double-exponential law according to the cover layer thickness, we may perform a nonlinear least squares curve fit with the data from Figure 7.1 at 1 THz to obtain an estimate for the appropriate cover layer thickness. The double exponential model used is:

\[ \alpha_{\Delta}(t) = Ae^{Bt} + Ce^{Dt}. \]  \hspace{1cm} (7.2)

Using the root-finding function \texttt{fzero} in MATLAB we calculate the required cover layer thickness for a silica-silica system as 22.3 \( \mu \)m. A cross-sectional view of the designed device is shown in Figure 7.3.
Figure 7.3: A cross-sectional view of a coplanar stripline with designed loss characteristic
Part IV

Conclusions and contributions
Chapter 8

Conclusions

Despite its relative youth, a diverse array of technologies has been created to perform science with terahertz waves. It is obvious that every technology has advantages and limitations relative to its alternatives, but at terahertz frequencies the advantages and limitations often do not show a clear choice for a particular application. Many methods of terahertz generation are not very powerful and so the large dielectric lenses used for a terahertz spectroscopy apparatus are virtually required unless the user is willing to sacrifice received signal power.

While far field devices struggle with directing power to their targets, near field devices struggle with complexity of analysis. While inversion of the propagation calculation is possible for low frequencies, where material dispersion can be simplified, no such simplification is possible at terahertz frequencies. Without analytical formulas for the propagation characteristics of planar transmission lines, one must resort to techniques such as interpolating results from numerical simulations.

Simulating terahertz structures, especially in broad-band time-domain numerical codes, can be complex with significant potential for error. One must be aware of the capabilities and limitations of a particular code, such as the behaviour of disper-
sive materials adjacent to radiation boundaries, which can cause instability in some codes. Additionally, realistic models of materials may not be valid at all simulated frequencies.

Realistic material models are required for broad-band characterization of terahertz devices. Many common materials used in terahertz systems, such as gallium arsenide and silica glass, are dispersive over the broad bandwidth commonly used for terahertz applications. In addition to material dispersion, common transmission line structures can have strong waveguide dispersion at terahertz frequencies. The combination of material dispersion and waveguide dispersion is well known in optical fiber technologies, but unfortunately one cannot simply insert a length of dispersion-compensating fiber into a terahertz spectroscope. Models and understanding of dispersion are essential to design of terahertz systems.

However, the particular covered coplanar strip transmission line studied showed high contrast between lossy and non-lossy samples with a simple configuration and most importantly no terahertz optics. If one can extract the permittivity of an unknown sample from simulation results, this structure would allow a truly miniature terahertz spectroscope (disregarding the size of the lasers or other source of excitation). The challenge remains to analytically explain the characteristics of covered transmission lines over a broad bandwidth and to confirm that theory by building and testing such a device in a rigorous fashion.
Chapter 9

Contributions

In Chapters 3 and 4 we reviewed and provided typical parameters for broadband far-infrared models for the permittivity of non-metallic and metallic materials, respectively. The model parameters presented in those Chapters were derived from least squares fitting of experimental data provided by others. Because loss and dispersion in materials generally cannot be ignored at terahertz frequencies, these models can be used to provide realistic results from numerical simulation tools.

In Chapter 6, we presented simulation results of three miniature devices for terahertz spectroscopy. Confidence in these simulation results was greatly enhanced through the previously discussed material models. These simulation results showed that typical antenna designs struggle to overcome the large path loss at terahertz frequencies even over path lengths of just several hundred micrometers. In addition to path loss, the simulated antennas did not leave room for a matching or bias network in their planar structure, leaving physical realization an open problem.

The covered coplanar stripline discussed in Section 6.3 showed promise for miniature terahertz applications, with some difficulties in simulation. We developed simulation techniques for broadband time-domain numerical codes to overcome problems
with measuring power of the propagating wave and ensuring radiation loss from the asymmetric structure (in the transverse sense) was accurately removed from the computation domain.

With these simulation results, we presented a simple procedure to design the loss per length of covered coplanar stripline in Section 7.2. This method allows the user to design the length or other parameters of the device given some information on the difference between the propagation loss with and without some desired lossy sample material present.
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