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Abstract

Nuu-chah-nulth denominal verbs (DNVs) are created by attaching one of many DNV suffixes to the first word of a noun phrase.

In the framework of Head-driven Phrase Structure Grammar (HPSG), constraints on phrases can apply to items in the lexicon. Word-order domains allow constraints on linear order, such as one that requires words with DNV suffixes to be first in their domain.

Evidence suggests that the incorporated nominal is not counted towards the transitivity of the DNV. On the other hand, DNVs formed on several grammatical stems treat the corresponding unincorporated nominal as a full argument.

The properties of DNV suffixes in three other languages are compared with those in Nuu-chah-nulth and one general and three DNV-specific properties can account for all the behaviour noted.

Other analyses of DNVs in Eskimo-Aleut languages and in Nuu-chah-nulth are shown to be inadequate for the full range of properties associated with Nuu-chah-nulth DNVs.
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>BEN</td>
<td>benefactive</td>
</tr>
<tr>
<td>CAUS</td>
<td>causative</td>
</tr>
<tr>
<td>DEF</td>
<td>definite</td>
</tr>
<tr>
<td>DIM</td>
<td>diminutive</td>
</tr>
<tr>
<td>DUR</td>
<td>durative aspect</td>
</tr>
<tr>
<td>IMP</td>
<td>imperative mood</td>
</tr>
<tr>
<td>INAL.POSS</td>
<td>inalienable possessive</td>
</tr>
<tr>
<td>IND</td>
<td>indicative mood</td>
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<td>INDEF</td>
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<td>interrogative mood</td>
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<td>passive</td>
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<td>PAST</td>
<td>past tense</td>
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<td>PL</td>
<td>plural</td>
</tr>
<tr>
<td>POSS</td>
<td>possessive</td>
</tr>
<tr>
<td>REFL</td>
<td>reflexive stem</td>
</tr>
<tr>
<td>REL</td>
<td>relative mood</td>
</tr>
<tr>
<td>REL.DEF</td>
<td>definite relative stem</td>
</tr>
<tr>
<td>REL.INDEF</td>
<td>indefinite relative stem</td>
</tr>
<tr>
<td>SG</td>
<td>singular</td>
</tr>
<tr>
<td>TRANS</td>
<td>transitive stem</td>
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Chapter 1

Introduction

In this thesis I examine the denominal verb (DNV) suffixes in Nuu-chah-nulth.1 These suffixes can attach to nouns, the result looking much like noun incorporation, where a noun stem and a verb stem are compounded resulting in a verb. In (1), the suffix -'i:c “ingest” has changed the noun Ëisqmis “meat” into Ëisqmis'i:c “eat meat”.

(1) Ëisqmis'i:c Tini:k-?i- meat-ingest-3.IND dog-DEF

“The dog is eating meat.” (FW 66)²

What is truly remarkable about these suffixes is that they can also attach to the modifier of their object. So in (2) it is the modifier Ëi:c “rotten” that acts as the stem for the DNV suffix, not the noun Ëisqmis “meat”.

(2) Ëi:c'i:c Tini:k-?i- rotten-ingest-3.IND meat dog-DEF

“The dog is eating rotten meat.” (FW 24)

The Nuu-chah-nulth data in this thesis are in the Ahousaht dialect, and were elicited from Katie Fraser. In addition to providing grammatical sentences which I elicited by asking for the Ahousaht translation of an English sentence, she also provided grammaticality judgements on Ahousaht sentences that I presented to her. Thus, some of the examples in this thesis are ungrammatical and marked as such with an asterix (*).

I present an analysis in Head-driven Phrase Structure Grammar (HPSG) (Pollard and Sag 1994, see) in which I do not treat DNV suffixes as signs. Instead, I treat them as morphological processes which are applied to a morphological stem. The differences between DNVs formed from nominals and those formed from certain grammatical stems (see §2.6) suits such an analysis.

In the remainder of this chapter I discuss the genetic relationships of Nuu-chah-nulth and the Ahousaht dialect (1.1) and review the previous scholarship on Wakashan.

¹Nuu-chah-nulth was formerly known as Nootka.
²The majority of the examples in this thesis come from my own fieldwork (2003–4), and are cited as FW followed by the line number in my notebook.
languages (1.2). After giving a short description of Nuu-chah-nulth grammar (§1.3), I present more facts about Nuu-chah-nulth DNV suffixes in (§1.4). As my analysis is couched in the theoretical framework of HPSG, I give a brief introduction to the basic principles of HPSG, along with my theoretical assumptions regarding morphology in §1.5. Finally, in §1.6 I outline the remainder of this thesis.

1.1 The Nuu-chah-nulth Language

Nuu-chah-nulth is a language spoken on the west coast of Vancouver Island. According to the 1996 Canadian census, there are 590 speakers (Norris 1998). Along with Ditidaht and Makah, it is a member of the southern branch of the Wakashan language stock. The northern branch consists of Kwak'wala, Heiltsuk, Oowekyala\(^3\) and Haisla.

(3) **The Wakashan Languages** (Illustration mine, based on Howe (2000, 6).)

\[
\text{Wakashan} \\
\quad \text{Northern} \\
\quad \quad \text{Haisla} \quad \text{Oowekyala} \quad \text{Heiltsuk} \quad \text{Kwak'wala} \\
\quad \text{Southern} \\
\quad \quad \text{Nuu-chah-nulth} \quad \text{Ditidaht} \quad \text{Makah}
\]

1.1.1 Ahousaht

More than twelve\(^4\) dialects make up Nuu-chah-nulth, stretching from Cape Cook at the north to Barkley Sound in the south. The Ahousaht (\textit{vuahuus’ath}) dialect, spoken on Flores Island, is the focus of this study.

1.2 Previous Scholarship on Wakashan Languages

Scholars have been studying Wakashan languages for over a hundred years, producing a body of literature which is still growing. In the sections below I discuss

---

\(^3\)Some researchers (e.g., Jacobsen (1979b)) consider Heiltsuk and Oowekyala dialects of the same language. I follow Howe (2000) in my classification.

\(^4\)Researchers have given many different estimates on how many dialects there are. Howe (2000) lists twelve, but Rose (1981) lists sixteen, and Nuu-chah-nulth Tribal Council (1991), eleven. A proper dialect study is needed to clarify the situation.
the contributions made by these people since the late 19th Century. As the focus of this thesis is the Nuu-chah-nulth language, I give the most consideration to the work published on it, but first, I review the literature on the rest of the Wakashan languages. I discuss the comparative work on Wakashan in §1.2.1, then I give a summary of the published material on the northern languages (§1.2.2) and Ditidaht and Makah (§1.2.3) before looking at the work on Nuu-chah-nulth in §1.2.4. Finally, in §1.2.5 I discuss what other scholars have said about the DNV suffixes in Nuu-chah-nulth.

1.2.1 Comparative Studies in Wakashan

Boas (1890a,b) first notes the similarities between Nuu-chah-nulth and the northern Wakashan languages Kwak'wala and Heiltsuk, postulating that they are related. Building on Boas' work, Sapir (1911b) compares the two branches and proposes several regular sound correspondences between them. Haas (1969, 1972), Jacobsen (1969), Kinkade (1969), and Gamble (1978) have published some comparative and reconstructive work on the southern branch, and more recently, Davidson (2002) compares the grammars of Nuu-chah-nulth and Makah. Apart from those of Boas and Sapir, most of the comparisons between the northern and southern branches of Wakashan have come out of Morris Swadesh's attempt to link Wakashan to Salish and Chemakuan (see Swadesh 1948, Swadesh 1953a and Swadesh 1953b).

1.2.2 Northern Wakashan


Since Boas treated Heiltsuk as a dialect of Kwak'wala, his remarks on its grammar and vocabulary are contained in his works on Kwak'wala (see in particular Boas 1890b and 1947). The 1981 dictionary by Rath includes an excellent grammatical
sketch of the language. Rath also published a paper on the language-specific word classes in Heiltsuk, Oowekyala and Haisla (1984), and a phonological description of Heiltsuk (1977).


The literature on Haisla, the northern-most Wakashan language, includes a phonology (Vink 1978), a dictionary with a phonological description (Lincoln and Rath 1986), and a text (Lincoln et al. 1990). Bach has also studied Haisla, including material from it in several articles (e.g., Bach 1996).

1.2.3 Southern Wakashan – Ditidaht and Makah

Aside from the works that I mentioned above, work on Makah includes a dissertation on the syntax of the sentence (Renker 1987), and introductory textbook (Jacobsen 1979, 1995), as well as several articles on the morphology (Jacobsen 1973), phonology (Jacobsen 1971) and syntax and other aspects of the language (Jacobsen 1978, 1986). There is more literature on Ditidaht. Gamble (1978) discusses diachronic change in the language, Haas-Swadesh and Swadesh (1933) and Touchie (1977) provide two Ditidaht texts, and Hess (1990) discusses numerals in Ditidaht. Thomas and Hess (1981) provide an introduction to the Ditidaht language and Carlson and Thomas (1979) discuss inferentials. Klokeid (1978a) examines restrictions on clitics in Ditidaht. Klokeid has written many more papers which are published in the proceedings of the International Conference on Salish and Neighboring Languages. I refer the reader to the bibliography for a list of Klokeid’s publications.

1.2.4 Nuu-chah-nulth

Since Boas’ (1890a) short description of Nuu-chah-nulth, several researchers have worked on various dialects of Nuu-chah-nulth. Below, I review the publications on Nuu-chah-nulth in a variety of linguistic fields.

1.2.4.1 Texts

The first published Nuu-chah-nulth text was collected by Sapir (1924), and the remainder also originate from him and his Nuu-chah-nulth collaborator, Alex

1.2.4.2 Grammars


1.2.4.3 Dictionaries

One dictionary of Nuu-chah-nulth has been published (Nuuchahnulth Tribal Council 1991). Put out by the Nuu-chah-nulth Tribal Council, it has a separate entry for each of the dialects of Nuu-chah-nulth and includes Ditidaht.

1.2.4.4 Phonology


1.2.4.5 Morphology

Swadesh’s (1933) dissertation on the morphology of the Tseshahnt dialect, a reduced version of which was published as Swadesh 1939, is the first major work on

---

5These alternations are present in other dialects, including Ahousaht.
morphology in Nuu-chah-nulth. Stonham (1990) also discusses Tseshaht morphology. Apart from those works on the more phonological aspect of morphology mentioned above, more recent publications include Yiu and Stonham's (2002) work on classifiers, and Nakayama's (1993) description of the clitic-like behaviour of affixes in Nuu-chah-nulth. One particular morpheme, -'at, has received a fair amount of attention. It has been described as “passive,” (Sapir and Swadesh 1939, Rose and Carlson 1984, Emanatian 1988) “inverse,” (Whistler 1985) and “perspective shifting” (Nakayama 1997, 2001). Braithwaite (2003) looks at the possessive suffix, which can appear as either nominal or verbal inflection.

1.2.4.6 Syntax

Work on the syntax of Nuu-chah-nulth is fairly limited, as the fascinating qualities of the morphology have somewhat overshadowed it. Jacobsen (1979a) argues against the claim (originating from Sapir and Swadesh (1939)) that Nuu-chah-nulth makes no distinction between word classes. Rose (1981) and Wójdak (2001) also argue against it, though from different angles. Jacobsen (1993) looks at subordination and Davis and Sawai (2001) at wh-movement.

1.2.5 DNV Suffixes in the Wakashan Literature

First a word on terminology. What I am calling DNV suffixes are a subclass of Nuu-chah-nulth’s “lexical suffixes". The term “lexical suffix” has been used in the Nuu-chah-nulth literature for many years, having an origin in the study of Salishan languages, where it is used to describe a set of suffixes which have noun-like meanings (see Carlson 1990). But, as Davidson (2002, 179) notes, in the terminology of Northwest Coast linguistics it is used for suffixes that “have meanings more typical cross-linguistically of open-class lexical morphemes than closed-class grammatical morphemes,” a usage which covers both the Salish noun-like suffixes as well as the Wakashan verb-like ones.

Nakayama (1993) makes the claim (based on Rose’s (1981) grammar of the Kyuquot dialect of Nuu-chah-nulth) that multi-word units can act as hosts for affixes. This claim is very similar to Anderson’s (1992) claim that special clitics are affixes that apply at the phrase-level rather than word-level. In the same volume Anderson also discusses the properties of Kwak’wala DNV suffixes, whose similarity to those
in Nuu-chah-nulth is unquestionable, though certain differences are apparent (e.g., Kwak'wala allows doubling of the "incorporated" noun, while Nuu-chah-nulth forbids it).

In his grammar of the Ahousaht dialect Nakayama's (2001) compares the DNV suffixes with Zwicky and Pullum's (1983) criteria for clitics and concludes that Nuu-chah-nulth DNV suffixes are not clitics. Instead he notes that the suffixes attach to the word in the noun phrase which has the most scope, which always happens to be the first word.

As Davis and Sawai (2001) point out, WH-words are bound stems which obligatorily take the DNV suffixes. When no DNV suffix is present, a kind of do-support is used, where an auxiliary DNV suffix attaches to the WH-word. Davis and Sawai make the case that Nuu-chah-nulth DNV suffixes do not have the same semantics as those in West Greenlandic. With regard to the semantics of DNV suffixes, they show that Van Geenhoven's (1998b) semantic analysis for West Greenlandic does not fit the data in Nuu-chah-nulth. I discuss the semantics of WH-words with respect to DNVs in §2.2.1.2.

Another work of particular interest is the study of DNV suffixes by Wojdak (2003b). She analyzes them within the frameworks of the Minimalist Program and Distributed Morphology. Her claim is that the incorporated stem is moved at phonological form (PF) to its position as the host of the DNV suffix, which is a normal verb in logical form (LF). DNV suffixes are equivalent to full verbs in their syntax and semantics, differing only in their suffixal nature. I discuss Wojdak's analysis in detail in §3.2.

1.3 Grammatical Sketch of Nuu-chah-nulth

1.3.1 Phonemic Inventory

Nuu-chah-nulth has a large inventory of consonants and a small vowel inventory. There are 35 consonants, including a plain (voiceless) and a glottalized series of stops. Resonants (glides and nasals) also have glottalized forms.

---

6 Davis and Sawai cite Van Geenhoven's 1996 dissertation, which was then published as Van Geenhoven (1998b).
In most words the proto-language’s uvular fricatives (*x and *$x$) have become pharyngeal $h$ (neutralizing the contrast in rounding), and the glottalized uvulars (*q and *$q$) have become pharyngeal $j$, but a few words still retain the original phonemes. For example, the word $\lambda$ìuu$\ddot{x}i$ik “blond” (FW 33) retains the rounded uvular fricative.

The glottal fricative $h$ is also a rare sound, but the reason for its rarity differs from that of the uvulars mentioned above. It only appears word-initially (with the possible exception of reduplication).

The vowel system of Nuu-chah-nulth is deceptively simple on the surface. Nuu-chah-nulth has only three vowels, but length is distinctive. In addition to long and short vowels, Nuu-chah-nulth also has phonemic variable-length vowels (more on these below). The surface and underlying vowels are shown in (5). In my notation of the different vowel types I follow Nakayama (2001), whose system is very similar to that of Rose (1981). Double vowels represent a long vowel on the surface, regardless of its underlying value (e.g., $aa$), a colon following a vowel represent an underlying long vowel (e.g., $a:)$, and one dot following a vowel represents an underlying variable-length vowel (e.g., $a\cdot$). Short vowels, both surface and underlying, are represented by

---

In Table 1 below, the consonant system is shown. The plain consonants are shown in the first column, while the glottalized consonants are shown in the second column. The plain consonants include plain stops, plain and glottalized fricatives, plain and glottalized affricates, plain and glottalized nasals, and plain and glottalized glides. The glottalized consonants include plain and glottalized stops, plain and glottalized fricatives, plain and glottalized affricates, plain and glottalized nasals, and plain and glottalized glides. The table is as follows:

<table>
<thead>
<tr>
<th>Consonants</th>
<th>Labial</th>
<th>Alveolar</th>
<th>Palatal</th>
<th>Lateral</th>
<th>Palatal Unrounded</th>
<th>Palatal Rounded</th>
<th>Velar Unrounded</th>
<th>Velar Rounded</th>
<th>Uvular Unrounded</th>
<th>Uvular Rounded</th>
<th>Pharyngeal</th>
<th>Glottal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stops</td>
<td>Plain</td>
<td>p t</td>
<td>k kw</td>
<td>q qv</td>
<td>i i'</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Glottalized</td>
<td>p' i'</td>
<td>k' k'w</td>
<td>(q*)</td>
<td>(q*)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fricatives</td>
<td></td>
<td>s s' s</td>
<td>t x x</td>
<td>(x) (x*)</td>
<td>h h</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Affricates</td>
<td></td>
<td>c c' c</td>
<td>k x</td>
<td>(x) (x*)</td>
<td>h h</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nasals</td>
<td></td>
<td>m n</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Glottalized</td>
<td>m' n'</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Glides</td>
<td></td>
<td>y w</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Glottalized</td>
<td>y' w'</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

Nakayama does not include a rounded uvular fricative in his catalogue of consonant phonemes, but I have an example of a word which contains that phoneme, which I present in the paragraph following the chart.
a single vowel.

(5) **Nuu-chah-nulth Vowels** (based on Nakayama’s (2001) analysis)

<table>
<thead>
<tr>
<th>Surface</th>
<th>Underlying</th>
</tr>
</thead>
<tbody>
<tr>
<td>i ii</td>
<td>u uu</td>
</tr>
<tr>
<td>a a</td>
<td>a a a:</td>
</tr>
</tbody>
</table>

As first noted by Sapir and Swadesh (1939), Nuu-chah-nulth has a set of vowel phonemes called variable-length vowels (a term due to Sapir and Swadesh) which appear long when they are in the first or second syllable of a word, otherwise they appear short. The morpheme -‘i: “3.IND”, which contains a variable-length vowel, has a surface form with a long vowel when the base is monosyllabic (e.g., in (6)), and with a short vowel when the base is polysyllabic (e.g., in (7)).

(6) sačk‘iš čiíma
    sack-3.IND čiíma
    sharp-3.IND knife
    “The knife is sharp.” (FW 5)

(7) čušuk‘iš
    čuš-uk-3.IND
    new-DUR-3.IND
    “It is new.” (FW 197)

### 1.3.2 Constituent Order and Inflection

The relative ordering of constituents in Nuu-chah-nulth plays an important role in my analysis, so I will now give an overview to the order of constituents in clauses and noun phrases, including the interaction between word order and inflection.

Basic clausal word order in Nuu-chah-nulth is verb-subject-object (VSO). Subject agreement appears on the verb, and nouns can optionally be marked for definiteness.

(8) k*ay‘ap‘iš Kim ḥiis‘ak‘i
    k*ay‘ap-3.IND Kim ḥiis‘ak-3.IND
    break-3.IND Kim pencil-DEF
    “Kim broke the pencil.” (FW 200)

Nuu-chah-nulth differs from English in that tense is not obligatorily. Tense can be interpreted from context, but in elicited examples there is no context, so I
generally use the past tense in the English translations.

Although VSO is the unmarked order, VOS is possible, particularly when it is clear from context who is the subject and who the object. For example, it is usually animate objects that take inanimate things, not the other way around: thus, ciyapuxs “hat” would be an unusual subject of the verb sukwit “take”, and so VOS order is possible, as shown in (10), in addition to the unmarked VSO order in (9).

(9) sukwit-ci yapuxs-ci yapuxs-su
    take-MOM-3.1ND man-DEF hat-DEF
    “The man took the hat.” (FW 305)

(10) sukwit-ci yapuxs-ci yapuxs-su
    take-MOM-3.1ND man-DEF hat-DEF
    “The man took the hat.” (FW 304)

Modifiers appear before the head, with a few exceptions (see Rose (1981)). Note that the definite marker appears on the modifier in (11) rather than the head noun. Such behaviour is far from being unusual—Nakayama (1993) shows that there is a general tendency in Nuu-chah-nulth for a suffix to attach to the first word in the domain it has scope over.

(11) kwa'yaps-ci ysdun-ci ysdun
    break-MOM.CAUS-1SG new-DUR-DEF pencil
    “I broke the new pencil.” (FW 206)

Adverbials appear before verbs, and clausal inflection attaches to the adverbs, as in (12). Nakayama (2001) analyzes (at least some) adverb–verb sequences as serialization, which he proposes for other more typical serial verb constructions. This analysis is quite likely correct given the fact that nearly every word, including those with adverbial meaning, can act as the main predicate of a sentence. But note that the verbal morphology (the tense and the subject markers) appear on the adverbial even though they refer to the main verb. This is particularly clear for the subject marker, as it is the subject of the verb yaacsit “leave” which is marked on the adverbial huṣak “early”.

---

7 What has been called “mood” in the Nuu-chah-nulth literature is really a combination of aspectual and modal categories. See Nakayama (2001) for discussion.
(12) huʔaktiʔš yaacšik
huʔak-(m)it-ʔiʔš yaʔ-śi(ʔ)
early-PAST-3.IND walk-MOM
“He left early.” (FW 83)

Both alienable and inalienable possessors follow the possessed noun. Note that it is the head noun that is marked for possession, not the possessor. It is common (though not necessary) for the definite marker to follow the possession marker.

(13) maakukʔiʔ John maʔtiiʔakʔi Kim
maakuk-ʔiʔ John maʔti-a:k-ʔi Kim
buy-3.IND John house-POSS-DEF Kim
“John bought Kim’s house.” (FW 340)

(14) siʔaatʔi tiniikʔi
siʔa-ʔat-ʔi tiniik-ʔi
tail-INAL.POSS-DEF dog-DEF
“the dog’s tail” (FW 52)

To sum up, the basic clausal word order is VSO, although VOS is also possible, and modifiers precede their heads, but possessors follow. Inflectional suffixes typically attach to the first word in the domain with which they are associated.

1.3.3 Morphology

An interesting property of Nuu-chah-nulth is its aversion to prefixes. Though there is some infixation and reduplication\(^8\) and vowel length change, suffixation is the primary form of morphology. Indeed, infixes, reduplication and vowel length changes are almost exclusively triggered by certain suffixes. The suffix \(-ʔiʔ/ʔi\) “hunt for” is such a suffix, triggering a reduplication of the first CV of the base. Reduplication is represented by [R] in the morphemic line in the examples.

(15) ?ickʷinʔiʔ?iʔ?i piʔspiʔš
?ickʷinʔiʔ/ʔiʔ/R]-ʔiʔ?i piʔspiʔ-ʔi
mouse-hunt.for-3.IND cat-DEF
“The cat is hunting for mice.” (FW 111)

Many suffixes have different allomorphs when the stem is vowel-final as opposed to consonant-final. A common examples of this allomorphy is the momenta--

\(^8\)See Kim and Wojdak (2002) for a survey of reduplication types.
neous suffix -ši(λ) ~ -či(λ). When the stem is consonant-final, we find -ši(λ) “MOM”, (e.g., in (16)), but when the stem is vowel-final we find -čiλ “MOM” (e.g., (17)).

(16) haʔukšís hupkčuuʔakikt
    haʔuk-ši(λ)-s hupkču:-a-k-ʔitk
    eat-MOM-1SG dumpling-poss-2SG.REL
    “I ate your dumplings.” (FW 306)

(17) ñaacičiʔís qʷiyuʔaʔqs Kim
    ña:c-ši(λ)-ʔís qʷi-uʔa:ɬ-qs Kim
    see-MOM-3.IND REL-find-1SG.REL Kim
    “Kim saw what I found.” (FW 288)

In addition to phonologically conditioned allomorphy, Nuu-chah-nulth has lexically-specified allomorphy. The durative (and the possessive, which shares the same allomorphy) surfaces on some stems as -uk and on others as -a-k. A common use of the durative is on adjective roots, where it gives them a stative reading (Rose 1981).

(18) čušuk
cuš-uk
new-DUR
“new” (FW 196)

(19) tīčaak
tīč-a:k
rotten-DUR
“rotten” (FW 21)

Some lexical items have alternate forms which are used with derivational suffixes (Rose 1981, Nakayama 2001, Davidson 2002). For example, the word for “dog” has a free form, šiniix, which is used without derivational morphology (shown in (20)), and a bound form, šitč-, which is used as a stem for derivational suffixes like -pu:qs “smell like” (shown in (21)).

(20) čičimskukšís Šiniixč
    čims-ku:k-šiš Šiniixč
    bear-resembles-DIM-3.IND dog-DEF
    “The dog looks like a small bear.” (FW 50)

Rose points out that the momentaneous aspect suffix ši(λ) may also attach to adjective roots, resulting in an inceptive, e.g., šiňšiš “It reddened” (Rose 1981, 265).
I have given a very brief description of some of the issues surrounding morphology in Nuu-chah-nulth. The complex non-concatenative processes which accompany suffixes and the alternate bound forms of lexical items are only the most frequently encountered phenomena, appearing often in examples in this thesis. Next, let us return to the denominal verb suffixes I introduced at the beginning of this thesis.

1.4. Nuu-chah-nulth Denominal Verb Suffixes

In this section I expand on the properties of DNV suffixes in Nuu-chah-nulth which I introduced above. First I discuss their semantic content (§1.4.1), then I look at what they select as their host (§1.4.2).

1.4.1 Semantic Content of DNV Suffixes

DNV suffixes make a fairly large semantic contribution to the derived word. In fact, the meanings are very much like those of ordinary verb stems in other languages, like English.

(22) Some Nuu-chah-nulth Verb-like Suffixes

-itc ingest
-i+ make
-sik complete
-na:h look for
-ayi give
-?a:ta need, lack
-arp buy
-sn?at handle, deal with

Because DNV suffixes have meanings similar to those of verb roots in other languages, a word like čisqmísィic "eat meat" looks like it might involve noun incorporation. However, as Davidson (2002) notes, if we look at the suffixes and their glosses in (22), the meanings are somewhat general, and do not restrict their arguments as English verb roots can. Thus, while there is a suffix that means "ingest",...

(23)  
-ʔaʔimč  doing ritual for ... weather  
-ʔaʔamač[L]  signifying, auguring, casting a spell for ...  
-ƛimč  doing ritual for ...  
-ʔawinyuk[L]  doing (esp. give a potlatch) on account of, in honor of ...  
-ʔin̓+  giving a feast of ...  
-ʔɪ̱ʔ̱i̱̱:  go to ... on a gift visit  
-ʔu:ʔa[L]  giving a potlatch or ceremony in honor of ...  

DNV suffixes are associated with at least two semantic arguments. In the set of semantic arguments associated with any given DNV suffix, the DNV stem will correspond to that semantic argument which is lower than the others on the thematic hierarchy proposed by Bresnan and Kanerva (1989), given in (24).

(24)  
AGENT > BENEFICIARY > RECIPIENT/EXPERIENCER > INSTRUMENT > THEME/PATIENT > LOCATIVE  

For example, the suffix -ʔayi "give" takes its theme as a stem, as shown in (25). Here Kim is the agent, Sandy the recipient, and ʔaʔaʔaʔak "book" the theme. Of these three roles, theme is the lowest on the thematic hierarchy and it is also semantic role of stem for the DNV suffix.

(25)  
ʔaʔaʔaʔakayiʔiš  Kim Sandy  
ʔaʔaʔaʔak-ayiʔiš  Kim Sandy  
book-give-3.IND  Kim Sandy  
“Kim gave Sandy a book.” (FW 77)  

While the thematic hierarchy seems to be a useful descriptive tool, it does not necessarily have a theoretical reality.  

1.4.2 Selection of Hosts

As I mentioned on page 1, DNV suffixes can attach to the noun which corresponds to their theme\(^\text{10}\), and also to the modifier of the theme. In (1), repeated below as (26), -'i.c “ingest” attaches to its theme, čisqmîs “meat”, while in (2), repeated as (27), it attaches to the modifier of meat, řič “rotten”.

(26) čisqmîs-’i-c-śiš řič
čisqmîs-’i-c-śiš řič
meat-ingest-3.IND dog-DEF

“The dog is eating meat.” (FW 66)

(27) řič-śiš čisqmîs řič
śiš-’i-c-śiš čisqmîs řič
rotten-ingest-3.IND meat dog-DEF

“The dog is eating rotten meat.” (FW 24)

When a theme is modified, the DNV suffix must attach to the modifier: if the DNV suffix were attached to the theme, stranding the modifier, the sentence would be ungrammatical. In (28), the intended meaning is “I am making a nice canoe”, but because the DNV suffix -i-t “make” is attached to čapac “canoe” and the modifier λut “nice” is stranded, the sentence is ungrammatical. For the sentence to be grammatical, the DNV suffix must attach to the modifier, stranding the theme, as in (29).

(28) *čapac-śiš λut
čapac-śiš λut
canoe-make-1SG.IND nice

“I am making a nice canoe (intended).” (FW 2)

(29) λut-śiš čapac
λut-śiš čapac
nice-make-1SG.IND canoe

“I’m making a nice canoe.” (FW 3)

In addition to nouns and adjectives, DNV suffixes can also attach to a rather contentless stem, řu-, which I gloss as “TRANS”.\(^\text{11}\) When řu- is the host for a DNV

\(^{10}\) I am using theme in a very general sense here. A better term would be “proto-patient” (Dowty 1991), or “undergoer” (Davis 2001).

\(^{11}\) The stem řu- has previously been glossed as “it” by Rose (1981) and Nakayama (2001), but this seems inappropriate since it suggests a kind of object doubling which is otherwise forbidden with
suffix it is possible for a complete NP to appear representing the theme. In other words, ʔu- plus a DNV suffix acts like a transitive verb. For example, when -ʔa-ta attaches to ʔu-, the resulting verb ʔuʔa-ta “need” can take an object such as ƛiƛiƛiƛyak “pants”, as in (30).

(30) ʔuʔaatas ƛiƛiƛiƛyak
ʔuʔa-ta-s ƛiƛiƛiƛyak
TRANS-need-1SG pants

“I need a pair of pants.” (FW 131)

If a DNV suffix attaches to a noun, that noun cannot also be a overt NP argument in the sentence. So in (31), čapac “canoe” cannot appear as a full nominal argument because čapac is already suffixed with -i+ “make”. This lack of doubling is similar to that in cases of compounding noun incorporation (Rosen 1989), where the incorporated noun satisfies an argument position of the verb.

(31) *čapaciʔiš čapaciš
čapac-i+š čapac-ɾ
canoe-make-3.IND canoe-DEF

“He is making a canoe (intended).” (FW 1)

We have seen that DNV suffixes have strict selectional requirements: when its theme is modified, a DNV suffix must attach to the modifier; DNV suffixes can attach to a contentless stem, ʔu-, allowing a full nominal object; the host of a DNV cannot be doubled.

1.5 HPSG

Head-driven Phrase Structure Grammar (henceforth HPSG), developed by Pollard and Sag (1987, 1994), is a non-derivational theory of language. There is nothing equivalent to move-α or the empty categories\(^{12}\) of the Minimalist Program in HPSG.

Central to the theory of HPSG is the set of rigorous formalisms from which it has been constructed. These formalisms allow the construction of computational

\(^{12}\)Pollard and Sag (1994) use an empty category in their analysis of relative clauses, but Hukari and Levine (1996) note inconsistencies with this approach, and Sag (1997) and Ginzburg and Sag (2000) propose analyses which do not require an empty category.
models with which to test a grammar, shining a light through the cracks to see where the grammar over- or under-generalizes. Since this thesis deals with a very small aspect of Nuu-chah-nulth grammar, and I am therefore not implementing a computational model, I will only sketch the basic ideas behind HPSG here. This section is based on the description of HPSG in chapter 2 of Kathol 2000.

1.5.1 The Tools of HPSG

There are three notions in HPSG as presented in (Pollard and Sag 1987, 1994) which are important to the linguist trying to analyze a language: feature structures, the multiple-inheritance hierarchy, and structure sharing. In this section I define them in turn, and give examples of the standard notation used to describe them.

The atoms of HPSG are typed feature structures, which consist of a set of features and their value. For instance, the basic linguistic object in HPSG is the sign, which is a pairing of a phonological string with semantic and syntactic features. This can be represented as the feature structure in (32). The label of the type, sign, is given in the top left of the matrix. The features which are proper to the type are PHON and SYNSEm. The value of these two features are of types phonstruc, which contains phonological features, and synsemstruc, which contains syntactic and semantic features.

\[
\begin{array}{c}
sign \\
\text{PHON} & \text{phonstruc} \\
\text{SYNSEm} & \text{synsemstruc}
\end{array}
\]

Words and phrases are two kinds of signs; while each adds further restrictions on features, they both share the features PHON and SYNSEm. This relationship is captured by the type hierarchy, or multiple-inheritance hierarchy. Each subtype inherits the restrictions on features (henceforth constraints) of its supertype. In the section of the type hierarchy in (33), the types word and phrase are both subtypes of sign, which is in turn their supertype, and so they both inherit the constraints given for sign (given in (32) above).

\[
\begin{array}{c}
\text{sign} \\
\text{word} & \text{phrase}
\end{array}
\]

Additionally, a given type may inherit the constraints from more than one
supertype. This is particularly useful when trying to capture generalizations along multiple dimensions, e.g., subcategorization and part-of-speech. In (34), a much simplified version of an example from Sag and Wasow (1999, 361), the subtypes of *lexeme* (another subtype of *sign*) must inherit from one of the *PART-OF-SPEECH* types and one of the *ARGUMENT-SELECTION* types:

(34)

Subject raising verbs and subject raising adjectives will both inherit the constraints from the type *subj-raising*, while subject control verbs and subject control adjectives inherit the constraints from *subj-control*. Both kinds of adjectives inherit the constraints from *adj*, and both kinds of verbs from *verb*.

Another important notion in HPSG is that of structure sharing, where two (or more) features share the same value. This allows us, for example, to represent case concord within noun phrases by structure sharing the case feature of the noun with that of an adjective that modifies it. Structure sharing is represented by a boxed numeral, like \([\cdot]\). For example, in (35) `FEAT3` and `FEAT2` have the same value, `val1`. This feature structure is identical to the one in (36), where `val1` is specified in `FEAT3`; the difference is in notation only.

(35) \[
\begin{bmatrix}
\text{FEAT1} & \{\text{FEAT2} & \#\text{val1}\} \\
\text{FEAT3} & \#\end{bmatrix}
\]

(36) \[
\begin{bmatrix}
\text{FEAT1} & \{\text{FEAT2} & \#\} \\
\text{FEAT3} & \#\text{val1}\end{bmatrix}
\]

In this section I have provided a description of some of the basic tools of HPSG:
feature structures, the multiple inheritance hierarchy, and structure sharing. Next I demonstrate the use of HPSG in the syntactic analysis of a sentence.

1.5.2 Syntax in HPSG

To see how syntax works in HPSG, I first show how an English sentence is represented, then I turn to a Nuu-chah-nulth example.

Consider the English sentence in (37a), which has the structure given in (37b). I will use this sentence to illustrate how HPSG accounts for various aspects of grammar, such as mapping from semantic arguments to syntactic arguments and the composition of

(37)  a. Kim broke the pencil.
b. 

\[ S \]
\[ NP \quad VP \]
\[ \quad \mid \]
\[ Kim \quad V \quad NP \]
\[ \quad \mid \quad \mid \]
\[ \text{broke} \quad \text{the pencil} \]

First, I discuss the verb in (37a) as a lexeme. It has no tense yet, and it does not agree with its subject — since it is a lexeme, it is not in a sentence. The verb *break* is transitive, and its arguments are represented at three points in its feature structure, shown in (38). The argument structure, or ARG-ST, list mediates between the surface syntax (the valence features) and the semantics (the list of semantic relations (LZT)). The first item on the verb’s ARG-ST list (I) is mapped to the subject valence feature (SUBJ), and its semantics, represented by \( \exists \) following the colon, are linked to the ACT(or) role\(^{13}\) in the semantic relation \( \text{break-rel} \). Likewise, the second item on ARG-ST (II) is mapped to the complements valence feature (COMPS), and its semantics (III) are linked to the UND(ergoer) role.

\(^{13}\)The attributes ACT and UND . . . are equivalent to Dowty’s [1991] proto-agent and proto-patient respectively.” Davis (2001, 79)
What maps the arguments from a verb’s ARG-ST to its valence features is the Valence Principle (39). This states that the first item on ARG-ST maps to SUBJ and the remainder will map to COMPS. The SUBJ list will contain only one item, but the COMPS list will contain any direct objects and any prepositional phrase complements a verb might have. The $\odot$ symbol represents list concatenation, and so the constraint can be stated as follows: the argument structure consists of the singleton SUBJ list plus the contents of the COMPS list, in that order.

I am using Minimal Recursion Semantics (Copestake et al. 1995, 1999), which makes use of a list of semantic relations (LZT). The representation of the semantic relations is based on Riehemann’s (2001) incorporation of Davis’ (2001) insights, where the interpretations of the actor and undergoer roles are dependent on the type of relation they belong to. For instance, in a have-rel, the actor is the possessor and the undergoer the possessed. The list of semantic relations of a phrase is the concatenation of the lists of semantic relations of its daughters. The linking from semantic roles to argument structure is more complicated than the Valence Principle which links the argument structure to valence features, and since it is beyond the
The scope of this thesis, I refer the reader to Davis (2001) for a discussion of it.

The VP *broke the pencil* has the feature structure in (40). The **DAUGHTERS** feature contains the entire feature structures of the phrases daughters. The difference between a sentence and a VP in HPSG lies in the state of the valence features. VP, which corresponds to V' in X-bar theory, has an empty **COMPS** feature, while a sentence, which corresponds to VP in X-bar theory, also has an empty **SUBJ** feature. The **COMPS** feature in (40) has been discharged: it is emptied and its (former) member is in the complement daughter feature (**COMP-DTRS**). Each phrase inherits its head feature from its head daughter. This VP has the head feature of *broke*, which is of type **verb**. Note that HPSG differs from Minimalist Program syntax in eschewing functional categories and the exploded Infl node.

A sentence is very similar in structure to a verb phrase in HPSG. The differences are that a sentence has subject daughter (**SUBJ-DTR**) feature and its **SUBJ** feature is empty, and that its head daughter is a VP.
Now I turn to an HPSG analysis of basic Nuu-chah-nulth syntax. The Nuu-chah-nulth sentence which corresponds to (37a) is (42), which I repeat in (42).

(42) \[ \begin{array}{ll}
\text{break-MOM.CAUS-3.IND} & \text{Kim pencil-DEF} \\
\end{array} \]

“Kim broke the pencil.” (FW 200)

The verb in (42) is marked for subject agreement, and its feature structure (shown in (43)) reflects this. The first item on the verb’s ARG-ST list must be third person, and it appears in the SUBJ list.
There are two possible analyses of the constituency of the sentence in (42). Because word order is VSO, the verb and object do not form a constituent, at least on the surface. This suggests that the sentence has a flat structure, such as that in (44). VPs, that is, verb phrases which have an empty COMPS list but a non-empty SUBJ list, do not exist in Nuu-chah-nulth.

Binding facts in Nuu-chah-nulth do not help determine whether or not the sentence has flat structure. There are no reflexive pronouns in the language: it has a bound reflexive stem Ɪuk^- that DNV suffixes attach to. In case the verb is not a DNV, an auxiliary suffix is attached to the bound stem, and this word precedes the free verb Rose (1981). The reflexive verb in (45) cannot have another argument.\textsuperscript{14}

\textsuperscript{14}Because no detransitivizing morphology applies to free transitive verbs, I suspect that Ɪuk- forms transitive verbs with a non-canonical argument which is co-indexed with the subject. Reflexives in Nuu-chah-nulth are understudied, and so for now I can only speculate on this matter.
and it provides no evidence either for or against a flat structure.

(45) ḥukʷ-anaʔkuubši:k?iš John
   ḥukʷ-inaʔkuubši:k-ʔiš John
   REFLEX-Look.at-MOM-3.IND John

"John saw himself." (FW 322)

I should note that binding does not centre around the notion of c-command in HPSG. Instead, binding principles are stated with reference to relative positions on ARG-ST.\(^\text{15}\) The farther right an argument is on an ARG-ST list, the more oblique it is. For an argument \(\alpha\) to bind another argument \(\beta\), \(\beta\) must be more oblique than \(\alpha\). Thus, in the argument structure in (46), \(\square\) can bind \(\square\) or \(\square\), but neither \(\square\) nor \(\square\) can bind \(\square\), and so on.

(46) \(\langle \square, \square, \square \rangle\)

Some sentences in Nuu-chah-nulth have null arguments. In (47), while there is an object NP (\(\text{ʔu}^{\prime}\text{i} \) “medicine”), there is no overt subject NP, but the agreement morphology on the verb indicates that the subject is third person.

(47) watqši:kš John
    watq-ši:quivos John
    swallow-MOM-3.IND medicine

"He swallowed medicine." (FW 277)

The subject must appear on the verb's ARG-ST list, since subject agreement is specified there, but must not appear in the valence feature \text{SUBJ}, because it does not manifest itself in syntactic subject. HPSG provides a subtype of \text{synsemstruc}, which are the formal constituents of ARG-ST, that can only appear on ARG-ST lists and can never be part of a word. These non-canonical synsem structures (\text{non-canon}), such as \text{PRO}, act as placeholders, and the Valence Principle in (48), modified in the spirit of Malouf (1999) and Bouma et al. (2001), ensures that no \text{non-canon} appears in the valence features. The valence features consist of everything in ARG-ST as before, except that all non-canonical synsems are removed from the them in an operation denoted by \(\emptyset\). This is a standard treatment in HPSG, which eschews empty categories.

\(^{15}\) Wechsler and Alka (1998) and Wechsler (1999) show that argument structure binding in HPSG can account for data in Balinese which c-command binding cannot.
The feature structure for *watqšiššiš* “swallow” is given in (49). The first item on its ARG-ST is PRO, which, as a non-canonical synsem, has been subtracted from the SUBJ list, leaving it empty. But like all verbs with third person agreement, the first item on its ARG-ST is third person.

Now that I have described the underlying assumptions and basic tools of HPSG, I turn next to morphology.

1.5.3 Morphology in HPSG

Morphology has been handled in two distinct ways in HPSG: one involves some formulation of lexical rules, while the other relies on the type hierarchy. In this thesis I use the type-based approach introduced by Riehemann (1993, 1998, 2001) and Koenig (1999). In this section I first discuss lexical rules, then type-based morphology.

Both lexical rules and type-based morphology are feasible in HPSG, as Meurers (1995) and Riehemann (1993, 1998, 2001) show. Lexical rules are typically written as in (50) below. The input to the rule is on the left of the arrow, and the output is on the right.
The rule only applies to noun lexemes that are not plural, and results in a noun word that is plural. The value of PHON in the output of the rule is a function of the PHON value of the input. This function will, for example, concatenate /s/ onto the end of the word /kæt/.

The derivational nature of lexical rules does not fit well with the non-derivational nature of HPSG, though they have been rewritten as constraints on types (see Meurers 1995). A less derivational approach to morphology is the type-based approach of Riehemann (1998, 2001) and Koenig (1999). Though Riehemann concentrates on derivational morphology, we can imagine a type-based version of the lexical rule in (50), which I give in (51). The entire feature structure is equivalent to the output of the lexical rule in (50), except that it has a STEM feature that is equivalent to the input of the lexical rule. Thus, the phonological value of the plural is a function \( f_{\text{plural}} \) of the phonology of the stem. The head feature PLURAL of the stem must be negative, but is positive in the plural noun word.

\[
\begin{align*}
(50) & \quad \text{lexeme} \\
& \quad \text{PHON } [\text{stem}] \\
& \quad \text{SYNSEM } [\text{CAT} | \text{HEAD}] \\
& \quad \Rightarrow \text{word} \\
& \quad \text{PHON } f_{\text{plural}}(\text{stem}) \\
& \quad \text{SYNSEM } [\text{CAT} | \text{HEAD}] \\
\end{align*}
\]

\[
\begin{align*}
& \quad \text{noun} \\
& \quad \text{PLURAL} - \\
& \quad \text{noun} \\
& \quad \text{PLURAL} + \\
\end{align*}
\]

\[
\begin{align*}
(51) & \quad \text{plural-noun-word} \\
& \quad \text{PHON } f_{\text{plural}}(\text{stem}) \\
& \quad \text{SYNSEM } [\text{CAT} | \text{HEAD}] \\
& \quad \text{STEM} \left( \begin{array}{c}
\text{noun-lexeme} \\
\text{PHON } [\text{stem}] \\
\text{SYNSEM } [\text{CAT} | \text{HEAD}] \\
\text{noun} \\
\text{PLURAL} -
\end{array} \right) \\
& \quad \text{PLURAL} +
\end{align*}
\]

\text{Riehemann uses the name } \text{MORPH-B (morphological base) for the feature I call STEM, while Koenig (1999) uses } \mu\text{-STRUCT. The STEM is list-valued in order to accommodate compounds.}
1.6 Outline

The rest of the thesis is laid out as follows. In Chapter 2, I present data from Nuu-chah-nulth which shows that DNV suffixes "incorporate" an entire NP, that DNVs are intransitive, and that DNV suffixes appear on the first word of their incorporated NP. I compare Nuu-chah-nulth DNVs with those in West Greenlandic, Kwak'wala, and Halkomelem in Chapter 3, where I compare my analysis of Nuu-chah-nulth with that of Wojdak (2003a,b,c) and with Sadock's (1991) and Johns' (2003) analyses of Eskimo-Aleut.
Chapter 2
Analysis

First, in §2.1 I show that the DNV host is not in the argument structure of the resulting DNV. In §2.2 I discuss the semantics of DNVs, in particular, the kinds of semantic relations they represent, and the semantics of WH-questions with DNVs. Then I turn to the issue of the placement of DNV suffixes in §2.3.1.

2.1 What Kind of Argument is the Host?

In this section I address the question of whether the DNV host is represented on the argument structure of the resulting verb. I show with evidence from passivization and imperative agreement patterns that the host phrase is not visible in argument structure, and that the resulting verb is therefore intransitive.

To begin, I describe the passive construction and how it interacts with denominal verbs in §2.1.1, then I move to imperative agreement in §2.1.2. I summarize my arguments in §2.1.3.

2.1.1 Passives

The nature of the passive suffix -'at has been a subject of debate in the literature; in particular, there is little consensus on whether it is a passive (Rose and Carlson 1984), an inverse (Whistler 1985), or something else (Nakayama 2001). In this section I show that denominal verbs which represent predicates with two arguments are similar to intransitive -- rather than transitive --- verbs in their unpassivizability.

2.1.1.1 The Nuu-chah-nulth Passive

The passive suffix -'at and the past/passive portmanteau -'ant signify that subject is what would be the object in the active counterpart to the sentence. For example, Bill is the object of the active sentence in (52a), but is the subject in the passive in (52b). While the subject marking does not help determine which is the subject and which the object, word order makes it clear: the subject precedes the object.

---

1See Nakayama 1997 for a summary of this debate.
Unlike a typical passive, -'at/-'ant is disallowed when the two arguments of a verb are non-third person (Nakayama 2001). Thus, there are no passive counterparts to sentences (53a) and (54a).

Also, if the subject of an active sentence would be third person, but the object first or second, the passive must be used to “invert” the two arguments (Whistler 1985). We can see this in the two sentences (55) and (56a). John is doing the seeing in both sentences, but in (55) the theme is qu?u?sin “raven”, while in (56a) the theme is first person, requiring the passive -'at. This causes the syntactic subject to be first person, rather than third person, as evidenced by the agreement on the verb. The active counterpart to (56a) in (56b) is ungrammatical.


(55) ńaaciciḵʔiš ̓ ̓ ̓ ̓ ̓ ̓ ̓ John q̓uʔušin
ńači-š(č)-ʔiš ̓ ̓ ̓ ̓ ̓ ̓ ̓ John q̓uʔušin
see-MOM-3.IND John raven

“John saw a raven.” (FW 339)

(56) a. ńaaciciʔat̓ s ̓ ̓ ̓ ̓ ̓ ̓ ̓ John
ńači-š(č)-ʔat̓ s ̓ ̓ ̓ ̓ ̓ ̓ ̓ John
see-MOM-PASS-1SG John

“John saw me.” (FW 325)

b.*ńaaciciʔiš ̓ ̓ ̓ ̓ ̓ ̓ ̓ John s̓iścič̓
ńači-š(č)-ʔiš ̓ ̓ ̓ ̓ ̓ ̓ ̓ John s̓iścič̓
see-MOM-3.IND John 1SG.OBJ

“John saw me.” (FW 483)

Restrictions such as these on person and syntactic role in active and passive sentences is not limited to Nuu-chah-nulth. As Jelinek and Demers (1983) show, many Coast Salish languages exhibit similar restrictions. That - 'at̓ is not a typical passive is quite clear, but I am not attempting to resolve the question of its nature here. What is important is that it can only apply to transitive verbs. An intransitive verb such as waʔič̓ “sleep” cannot be passivized/inverted, as the sentences in (57) show.

(57) a. waʔič̓ it̓ š ̓ ̓ ̓ ̓ ̓ ̓ ̓ Sandy
waʔič̓ (m)it-ʔiš ̓ ̓ ̓ ̓ ̓ ̓ ̓ Sandy
sleep-PAST-3.IND Sandy

“Sandy slept.” (FW 412)

b.*waʔič̓ anit̓ ̓ š ̓ ̓ ̓ ̓ ̓ ̓ ̓ Sandy
waʔič̓ -ʔant̓ ̓ š ̓ ̓ ̓ ̓ ̓ ̓ ̓ Sandy
sleep-PAST.PASS-3.IND Sandy

(FW 413)

In the next section I discuss an analysis of passives in HPSG and how it applies to the Nuu-chah-nulth data I have just presented.

2.1.1.2 HPSG version of the passive

Manning and Sag’s (1999) analysis of passives in HPSG assumes that the argument structure of a passive verb is different from that of the corresponding active verb. In order to account for binding facts in various languages, Manning and Sag
propose to imbed the verb’s original argument structure in the new passive one, but replacing the second item (which also appears as the first item on the new argument structure) with a placeholder PRO. I give their (1999, 69) passive lexical rule in (58) below.

\[
\begin{align*}
\text{passive-drw} & \\
\text{RESULT} & \left[ \begin{array}{c}
\text{pass-v-trlm} \\
\text{ARG-ST} & \langle 2_j, \langle \text{PRO}_j \rangle \oplus \emptyset \rangle \\
\text{CONT} & \emptyset \\
\text{trans-v-trlm} \\
\text{SOURCE} & \langle \text{ARG-ST} \rangle \\
\text{ARG-ST} & \langle 1, 2 \rangle \oplus \emptyset \\
\text{CONT} & \emptyset 
\end{array} \right]
\end{align*}
\]

There are only two items on the ARG-ST list of the result in (58), the logical object and the original ARG-ST list of the source (with PRO standing in for the logical object). For the valence mapping to work out with an imbedded list, Manning and Sag make use of a compression function which removes all PROs and raises the rest of the arguments on the imbedded list up to the top-most list. Remember that the argument structure list is equal to the concatenation of the valence lists. Our original Valence principle looked like (59a), where the argument structure list is broken down into two smaller lists, 1 and 2. The first list contains only one item while the second contains the remainder. Manning and Sag’s (1999, 74) valence principle is given in (59b). Here the value of COMPS is the compression of the remainder of ARG-ST.

\[
\begin{align*}
\text{(59)} & \\
\text{a.} & \left[ \begin{array}{c}
\text{VALENCE} \\
\text{ARG-ST} & \oplus \emptyset 1 \\
\text{SUBJ} & 1 \\
\text{COMPS} & 2
\end{array} \right] \\
\text{b.} & \left[ \begin{array}{c}
\text{VALENCE} \\
\text{ARG-ST} & \oplus \emptyset 1 \\
\text{SUBJ} & 1 \\
\text{COMPS} & \text{compression}(2)
\end{array} \right]
\end{align*}
\]

To see just how compression works, consider the AVM in (60). The value of the COMPS list in (60) is the list of everything on ARG-ST except for the first item,
which is the only item on the SUBJ list. The result of compression in the value of COMPS is a list containing $\exists$.

\[
\begin{array}{c}
\text{VALENCE} \\
\text{ARG-ST}
\end{array}
\begin{array}{c}
\text{SUBJ} \quad \langle \exists \rangle \\
\text{COMPS} \quad \text{compression}(\langle \exists, \text{PRO}_j \rangle) = \langle \exists \rangle \\
\end{array}
\begin{array}{c}
\langle \exists_j, \langle \exists, \text{PRO}_j \rangle \rangle
\end{array}
\]

The passive lexical rule described in (58) does not conform with the type-based morphology I am assuming, but it can easily be converted. The type declaration in (61) corresponds to the result of the lexical rule in (58) with the source imbedded in the STEM feature. The stem’s argument structure is the second item on the argument structure of the passive lexeme, except that the second item on this imbedded list is a PRO which is co-indexed to the first item on the passive lexeme’s argument structure list.

\[
\begin{array}{c}
\text{passive-\text{\textsc{lvm}}} \\
\text{ARG-ST} \\
\text{STEM} \\
\text{CONT}
\end{array}
\begin{array}{c}
\langle \exists_j, \langle \exists, \text{PRO}_j \rangle \oplus \exists \rangle \\
\langle \exists, \exists \rangle \oplus \exists \\
\exists
\end{array}
\]

The effect of the passive lexeme constraint might be clearer with an example. The verb *ńaačičiʔantʰiš* in (62a) is a passive whose stem is *ńaačičiʔ*. The partial feature structure of the uninflcted *ńaačičiʔant* in (62b) contains the lexeme *ńaačičiʔ* in its STEM feature. The first item on the argument structure list of the passive lexeme is co-indexed to a PRO in the imbedded argument structure list. This imbedded argument structure corresponds to that of the stem with the exception that the second item is a PRO co-indexed to the first item on the outer argument structure. The semantics of the stem are passed through to the passive without change.
2.1.1.3 Passives and Denominal Verbs

While ordinary transitive verbs like ʼnaačičičiʼant “see” can passivize, most DNVs, such as those formed with -ʔata “need”, cannot. Thus, the sentence in (63b) is ungrammatical because of the passive suffix.

(63) a. qʷačaʔapʔiš pišpiš
    qʷačaʔ-ʼap-ʔiš pišpiš
    pretty-buy-3.1IND cat
    “Ryan bought a pretty cat.” (FW 509)

b. *qʷačaʔapʔatʔiš pišpiš
    qʷačaʔ-ʼat-ʔiš pišpiš
    pretty-buy-PASS-3.1IND cat
    “A pretty cat was bought (intended).” (FW 510)

Some DNVs, however, can passivize; they crucially differ from those that cannot in being syntactically transitive. Two kinds of DNVs which can passivize are those
which are semantically ditransitive and those which have ʔu- as their stem.

The suffix -ayi: “give” has three semantic arguments: agent, recipient, and theme. When one of these argument (the theme) is the host, there remain two semantic arguments which map to syntactic arguments. Thus, the verb is syntactically transitive and it can therefore passivize.

In (25), repeated as (64a) below, and (64b) Kim is the agent, Sandy the recipient, and ʔačaat̀yak the theme.

(64) a. ʔačaattakayiʔiš Kim Sandy
    ʔača:takay-aʔiʔiš Kim Sandy
    book-give-3.IND Kim Sandy
    “Kim gave Sandy a book.” (FW 77)

b. ʔačaattakayantʔiš Sandy
    ʔača:takay-aʔantʔiš Sandy
    book-give-PAST-PASS-3.IND Sandy
    “Sandy was given a book.” (FW 78)

The theme ʔačaat̀yak “book” cannot be the A-object in (64a) because it is Sandy that becomes the subject when the verb is passivized. In the argument structure of the verb in (64a), the first two positions correspond to the actor (giver) and the undergoer (receiver).

(65) 

\[
\begin{bmatrix}
\text{ARG-ST} & \langle 1, 2 \rangle \\
\text{CONT} & \begin{bmatrix}
give-rel \\
\text{ACT} & i \\
\text{UND} & j \\
\text{SOA} & have-rel
\end{bmatrix}
\end{bmatrix}
\]

The difference between a verb formed with -ayi: “give” and one formed with -ʔa:ta “need” is there is an additional argument on the ARG-ST of the former. This additional argument allows for passivization, which is prohibited in -ʔa:ta verbs.

In his treatment of DNVs in West Greenlandic, Malouf (1999) proposes that the host noun is represented as a non-canonical argument on the ARG-ST of the resulting verb. Could the DNV host be a non-canonical in Nuu-chah-nulth? Would this explain why the host is not available for passivization? We could easily specify that a passive verb must have an ordinary canonical argument in second position on
its stem's ARG-ST. But this would not be correct, since non-canonical objects can also passivize in Nuu-chah-nulth.

The subject of the passive in (56a), repeated as (66) below, is first person and is only marked by the agreement on the verb. Agreement is handled through constraints on members of the verb’s ARG-ST (see §1.5.2), and so there is a non-canonical first person argument as the subject of this passive. So we cannot explain the lack of passivization on DNVs by treating the host phrase as a non-canonical argument as Malouf does in West Greenlandic.

(66)  íaacičīats    John
      ńaxi-š(ǹ)-’at-s    John
      see-MOM-PASS-1SG John
      “John saw me.” (FW 325)

The other case where a denominal verb can be passivized is where its host is not part of a noun phrase. Every DNV suffix can take ?u- as its host, and when it does so, it can be passivized.

(67)  ?uyuʔarľatīš    Yiniik
      ?u-(y)uʔa:ʒ-’at-ľš    Yiniik
      TRANS-find-PASS-3.IND dog
      “A dog was found.” (FW 484)

I will discuss ?u- (and other grammatical stems) in §2.6 where I show that it forms a construction that is different in several respects from those where a nominal is the host of the DNV suffix. The differences are because ?u- forms are transitive verbs.

We have seen in this section that the host phrase of DNV suffixes does not count towards transitivity for the passive - ’at/- ant morphology. Given the HPSG account of passives described in §2.1.1.2, this can be explained only if the host phrase does not appear on the DNV’s ARG-ST. Next, I provide additional evidence for this conclusion from the limited object agreement in Nuu-chah-nulth.

2.1.2 Agreement

The limited object agreement in Nuu-chah-nulth provides evidence against the hosts of DNV suffixes being logical objects. In §2.1.2.1, I show that the imperative agreement paradigm marks both subject and object, and I consider an HPSG representation of imperative agreement in §2.1.2.2. Next I turn to the imperative in
DNVs, and show that, while in most cases imperative agreement is indecisive with respect to transitivity, in the case of -ayi “give”, it shows that the DNV host is not the syntactic object.

2.1.2.1 Object Agreement in Nuu-chah-nulth

In most of the person-modal paradigms, the verb agrees only with the subject, but in the imperative, there is agreement with the object as well (Nakayama 2001). The object in an imperative can be either 1SG, 1PL, or 3.\(^2\) For example, the verb tiic “follow” agrees in person and number with the 1SG object in (68a), but with the 1PL object in (68b).

(68) a. tiicʔiis
   tiic-ʔiis
   follow-2SG>1SG.IMP
   “Follow me.” (FW 453)

b. tiicʔin
   tiic-ʔin
   follow-2SG>1PL.IMP
   “Follow us.” (FW 478)

It may look as though the verbs in (68) are only agreeing with one argument, but this is not the case. The subject of an imperative can be either 2SG, 2PL, or 1PL,\(^3\) and the morphology reflects this (Nakayama 2001). While the verbs in both (69) and (68a) have a 1SG object, the subject in (68a) is 2SG, while that in (69) is 2PL.

(69) tiicʔičas
   tiic-ʔičas
   follow-2PL>1SG.IMP
   “You guys follow me.” (FW 455)

Intransitive verbs can of course also appear in the imperative, and here, as Davidson (2002) points out, we can see that the suffixes which Nakayama (2001) lists

\(^2\)Nakayama (2001, 38) does not discuss the fact that what he calls the third-person object form also applies to intransitives, which I discuss below.

\(^3\)The 1PL paradigm has one form - ’in, which Nakayama lists as agreeing with a third person object. Presumably agreement with first person objects is prohibited by binding restrictions.
as agreeing with third person objects are not agreeing with any object at all; rather, they mark both transitives with third person objects and intransitives.

(70) a. tuuxšiŋ
   tuux-ši(ŋ)-'i
   jump-MOM-2SG.IMP
   “Jump!” (FW 463)

b. hupiiŋ
   hupi:-'i
   help-2SG.IMP John
   “Help John!” (FW 462)

c. hupiiŋ
   hupi:-'i
   help-2SG.IMP
   “Help him!” (FW 461)

The intransitive verb in (70a) takes the same suffix as the transitive verbs in (70b) and (70c). One could postulate two sets of suffixes, one for intransitives and one for transitives with third person objects which just happen to be have the same form, but this seems unnecessarily complex. A simpler solution is that there is one set of suffixes which marks only the subject, leaving third person objects unmarked on transitives.

The object agreement helps to differentiate direct objects from indirect objects in the case of ditransitive verbs. The agreement on the ditransitive verb qa:ci: “give.food” shows that the recipient (“me”) is the direct object: if the theme (sapni “bannock”) were the direct object we would find the same agreement suffix -'i as the other sentences in (70).

(71) qaaciŋs
    qaaci-':i's
    give.food-2SG>1SG.IMP bannock
    “Give me some bannock.” (FW 521)

To summarize, in the imperative, both subject and object are marked on the verb, with the exception of third person objects which are unmarked.

(72) (Adapted from Nakayama (2001, 38))


<table>
<thead>
<tr>
<th>Subject</th>
<th>Object</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1SG</td>
</tr>
<tr>
<td>2SG</td>
<td>-'iš</td>
</tr>
<tr>
<td>2PL</td>
<td>-'ičas</td>
</tr>
<tr>
<td>1PL</td>
<td>-</td>
</tr>
</tbody>
</table>

### 2.1.2.2 Object Agreement in HPSG

Argument structure, not the valence features, is the locus of object (and subject) agreement. We can see this when there is no overt NP object in an imperative sentence.

(73) **hupiřčas**

hupi-’ičas

help-2PL>1SG.IMP

“You guys help me.” (FW 459)

If, as I suggested in §1.5.2, we treat a verb with a covert argument as having PRO appear on their argument structure list rather than a full phrasal argument, the locus of agreement must be ARG-ST.

(74) $\left[ \begin{array}{c}
2pl>1sg.imp-verb \\
PHON \langle hupiřčas \rangle \\
SYN \mid VALENCE \left[ \begin{array}{c}
SUBJ empty \\
COMPS empty \\
\end{array} \right] \\
ARG-ST \langle PRO:2PL, PRO:1SG \rangle
\end{array} \right]$

Because the two arguments are PRO, they do not appear on the valence list. If the locus of agreement were the valence features, then PRO-drop could not be accounted for, since the valence features are empty in such cases.

Agreement, then, is a restriction on the items in the argument structure list of a verb. If, as in (73), a verb is marked with the 2PL>1SG.IMP suffix, the first item on its ARG-ST must be 2PL, and the second must be 1SG, just as the feature structure in (74) shows. An intransitive verb, however, can only be marked with the unmarked-object set of imperatives, since it has no second item on its ARG-ST.
2.1.2.3 Object Agreement on Denominal Verbs

Most denominal verbs take only the unmarked object set of imperative suffixes, telling us nothing about the objecthood of the host. The example in (76) takes the same suffix as the intransitive and transitive verbs with third person object in (70) above: the denominal verb could be either transitive or intransitive.

(76) hupkčuwiči
    hupkčur-yc-’i-
    dumpling-ingest-2SG.IMP
    “Eat dumplings.” (FW 468)

However, with the suffix -ayi “give”, the resulting verb is transitive, and it is with the recipient (i.e., the syntactic object) that the imperative agrees, not the DNV host.

(77) a. taanaqayižis
    tana-ayi-’is
    money-give-2SG>1SG.IMP
    “Give me money.” (FW 438)

b. taanaqayižin
    tana-ayi-’in
    money-give-2SG>1PL.IMP
    “Give us money.” (FW 440)

The sentences in (77) show that, unlike other denominal verbs, -ayi verbs have a syntactic object, and that it corresponds not to the theme taana “money”, but to the recipient, thus providing clear evidence that the DNV host phrase is not a syntactic object.

Denominal verbs pattern with intransitives with respect to imperative object marking, as they do with respect to passivization. The exception, -ayi verbs, pattern as transitives, a fact due to the presence of a third semantic argument which, unlike the DNV host, maps to argument structure.
2.1.3 Conclusions

Two constructions in Nuu-chah-nulth can be used to examine the argument structure of a verb: the passive and the imperative. Only transitive verbs can passivize, because they have an object, i.e., the second item on their ARG-ST list, which can be promoted to subject in the passive. Imperatives indicate the person and number of both the subject and object on the verb, but third person objects are unmarked: transitive third person object imperatives take the same suffixes as intransitive verbs.

After looking at the behaviour of ordinary and denominal verbs with respect to passives and imperatives, we can say that denominal verbs pattern with intransitives, not with transitives. The exception, -ayi: “give”, proves the rule; it patterns with transitives. This is due to the extra semantic role which is mapped to the object. The DNV host is never mapped to argument structure.

2.2 Semantics of DNVs

Koenig and Davis (2001) argue that the semantic structure of verbs contains two separate units: the situational core and the modal base. Their argument is based on the observation that there is an underlying similarity between verbs such as have, get, lose, lack, and need even though the entailments of each are different. They are all concerned with possession, but possession is not always an entailment. For example, while the verb have entails that something is possessed, the verb need entails that something is not possessed, but should be.

It is in order to account for both the similarities and differences between these verbs that Koenig and Davis propose to divide verbal semantics into a situational core, which contains semantic relations, and a modal base, which contains modal operators which act upon the semantic relations contained in the situational core.

The semantics of the verb need are as in (78). The situational core contains the possession semantic relation have-rel, and the modal base component contains a deontic modal base whose operand is the have-rel. The deontic modal entails that there is some background information which indicates what would ideally happen. In this case, the ideal is that something should be possessed.

(78) (Adapted from Koenig and Davis 2001, 93)
Johns (2003) notes that many of the DNVs in Eskimo-Aleut languages can be divided into classes whose members exhibit the same range of modal differences that are predicted by Koenig and Davis’ semantic model.\textsuperscript{4} The semantic similarity between DNV suffixes in Eskimo-Aleut and Nuu-chah-nulth suggests that Koenig and Davis’ model may be relevant for Nuu-chah-nulth DNVs. In the next section I explore the range of semantics of DNVs in Nuu-chah-nulth and show that they represent a small number of semantic relations (i.e., situational cores), but a wide range of modal bases.

2.2.1 Semantics of Nuu-chah-nulth DNVs

The suffixes in (79) show a range of meanings associated with DNVs. I have divided them into groups which I believe relate to their situational cores, but I have not submitted them to any rigorous testing.

(79) a. possession: 
\textquote{nuk} “have”, \textquote{nu’ta} “need”, \textquote{nu’p} “buy”, \textquote{nu’lo} “take”, \textquote{nu’u} “get”, \textquote{nu’i} “give”, \textquote{nu’u} “receive (as payment for service/work)”

b. consuming/making: \textquote{i’s}c “eat/drink”, \textquote{i’s} “make”, \textquote{sik} “finish making”

c. perception: \textquote{nu’aku:} “see”, \textquote{nu’ah} “look for”, \textquote{nu’u} “hunt/stalk”, \textquote{nu’u} “find”

d. comparison: \textquote{nu’u} “look like”, \textquote{nu’u} “smell like”, \textquote{nu’u} “act like”

e. using: \textquote{nu’u} “use”, \textquote{nu’u} “deal with/play with”, \textquote{nu’u} “busy with”

f. others: \textquote{nu’u} “pray for”, \textquote{nu’u} “marry”, \textquote{nu’u} “host (ceremony)”

\textsuperscript{4}Johns also makes additional claims which I discuss in §3.3.2.
As I mentioned in §1.4.1, only the argument that is lowest on Bresnan and Kanerva’s (1989) thematic hierarchy can be the DNV host. DNV hosts may never be agents, and so the other semantic argument in a DNV relation must necessarily be lower on the hierarchy. In a DNV formed with -ayí: “give”, the host is the theme, rather than the recipient. In the model I discuss in the next section, the semantics of -ayí: is divided into two semantic relations, one of which is a possession relation. I do not have the answers to why no agents are allowed, or why so many suffixes are related to possession, but in the next section I discuss the use of sublexical modality, that is, modal operators acting within lexical semantics, as a means of accounting for the range of meaning involved with DNVs of possession.

2.2.1.1 Possession, Causation and the Inchoative

Consider the group of suffixes relating to possession. DNVs formed with the suffix -na’k “have” contain the basic possession relation, which is stative in nature. As we see in (80), there are two semantic arguments: a possessor (1SG) and a possessed (dog).

(80) ụnịnęk’na’ks ụnịnék-na’k-s
dog-have-1SG
“İ have a dog.” (FW (354)

Ignoring the noun which is its stem, the semantics of the verb in (80) contains a semantic relation (i.e., that of possession) which is unmodified by a modal base. Thus, it will have the semantics shown in (81).

(81) \[
\begin{array}{c}
\text{sit-core} \\
\text{have-sem} \\
\text{modal-base}
\end{array}
\begin{array}{c}
\text{act} \quad \text{und} \\
\text{have-rel}
\end{array}
\text{empty-list}
\]

The table in (82), adapted in part from Koenig and Davis (2001, 87), lists the set of five modal bases (in addition to the neutral), which Koenig and Davis discuss, as well as the English verbs which they claim exemplify the possession semantic relation. To this I add the Nuu-chah-nulth DNV suffixes which correspond to the same modal
bases.

(82) \[
\begin{array}{|c|c|c|c|c|c|}
\hline
\text{Eng.} & \text{neutral} & \text{negative} & \text{irrealis} & \text{inchoative} & \text{inchoative-negative} \\
\hline
\text{Nuu.} & \text{have} & \text{lack} & \text{need} & \text{receive} & \text{lose} \\
\hline
\text{DNVs} & \text{“have”} & \text{“a-ta”} & \text{“need”} & \text{“get”} & \\
\hline
\end{array}
\]

Note that I have omitted -a?y: “give”, -?i?l “take”, and -’a?p “buy”, and -?u?c “receive (payment for work)” from the table in (82). I first address the suffix -a?y: “give”.

Koenig and Davis consider ditransitives like give and send to have a different situational core than those verbs listed in (82); give and send involve an additional causative relation. Because of its ditransitivity, I consider the situational core of DNVs constructed with -a?y: “give” to be in “cause to possess” class.

(83) \[
\begin{array}{|c|c|}
\hline
\text{ACT} & \text{\texttt{1}} \\
\hline
\text{UND} & \text{\texttt{2}} \\
\hline
\text{SOA} & \text{\texttt{3}} \\
\hline
\text{SIT-CORE} & \text{\texttt{4}} \\
\hline
\end{array}
\]

The other three suffixes -?i?l “take”, -’a?p “buy”, and -?u?c “receive (as payment for work)” fit with -?i?p “get” in that they all have inchoative aspect. Verbs formed with these suffixes all denote situations in which there is a change of state from not having to having. But -?i?l “take” signals that the possessor has control over the change, while -?i?p does not. And also, -’a?p “buy” and -?u?c “receive (as payment for work)” denote that a transaction took place, while -?i?p “get” and -?i?l “take” do not.

(84) a. ?a?uips
    ʔaʔa-ʔiʔ-p-s
    two-get-1SG
    “I got two.” (FW 374)

b. čaʔaʔiʔiš
    ča-ʔiʔ-ʔiš
    water-take-3.IND
"He or she took water." (FW 370)

c.  
\[
\text{John} \quad \text{mali} \text{-a} \text{p-iš} \quad \text{John} \\
\text{house-buy-3.IND} \quad \text{John} \\
\text{"John bought a house."} \quad \text{(FW 10)}
\]

d.  
\[
\text{two-round-receive.as.payment-1SG} \\
\text{I got paid two dollars."} \quad \text{(FW 508)}
\]

For verbs like *buy* and *sell*, Koenig and Davis turn to Fillmore’s (1977) analysis that transactional verbs contain four separate semantic relations. Fillmore observes that in a sentence like (85), the subject causes himself to gain a dozen roses and lose five dollars, while Harry causes himself to gain five dollars and lose a dozen roses.

(85) I bought a dozen roses from Harry for five dollars. (Fillmore 1977, 73)

Each transactional verb (e.g., *buy*, *sell*, *pay*, etc.) is connected with one of four semantic relations: X causes X to gain Z, X causes X to lose W, Y causes Y to gain W, and Y causes Y to lose Z.

Y c Z from X, Y causes X to have W, X receives W from Y.

If we assume that -arp "buy" has the four-part situational core of a transactional verb, then it would seem to fit in with *give* verbs, which involve a "cause to possess" relation. So would -piλ "take", which also involves the possessor being the causer of the possession, but without the additional situations involved in transactional verbs.

(86)  
\[
\begin{array}{l}
\text{cause-possess-rel} \\
\text{ACT 1} \\
\text{UND 0} \\
\text{SOA} \\
\text{UND 0} \\
\end{array}
\]

While verbs formed with -arp "buy" focus on an individual gaining a tangible, non-monetary possession, the verbs formed with -piλ "receive (as payment for work)" focus on an individual gaining a (typically) monetary possession. It might
seem that the relation connected to -pulu is that of a seller receiving payment, such as Harry receiving five dollars in (85) above. This is not the case because, as the gloss “receive (as payment for work)” suggests, the use of -pulu is limited to situations where there is an exchange of labour or service for what is received in payment. The sentence in (87) represents the type of transaction that -pulu is involved in. I cause myself to gain five dollars, but instead of losing something, I perform an action. Harry, on the other hand, loses five dollars, but does not gain anything, but the action I perform obviously benefits him.

(87) Harry paid me five dollars for mowing his lawn.

Thus, whereas transactions like buy and sell involve two agents who cause both a loss and a gain in possession for themselves, the transaction that -pulu is connected to has only one pair of “cause to possess” and “cause to not possess” relations, but has additional relation in which the actor in the “cause to possess” relation is also an actor.

Under this framework, -'arp “buy”, -pulu “receive (as payment for work)”, and -?i “take” do not seem to form a natural class with -?i p. But notice that some modals in the English “cause to possess” verbs are really targeting the possession relation. Koenig and Davis use the verb deny as an example of a negative modal, but it is the have-rel which is negated, not the cause-possession-rel. In (88), adapted from Koenig and Davis (2001, 113), the state of affairs argument contains both a situational core and a modal base. The negative modal only has scope over the have-rel.

(88) $\left( \begin{array}{c} \text{cause-possession-rel} \\ \text{ACT} \begin{array}{c} 1 \\
\end{array} \\ \text{UND} \begin{array}{c} 4 \\
\end{array} \\
\text{SIT-CORE} \begin{array}{c} 4 \\
\text{ACT} \begin{array}{c} 2 \\
\text{UND} \begin{array}{c} 3 \\
\text{SOA} \begin{array}{c} 1 \\
\text{MODAL-BASE} \begin{array}{c} 4 \\
\text{neg-mb} \begin{array}{c} 2 \\
\text{SOA} \begin{array}{c} 1 \\
\end{array} \\
\end{array} \\
\end{array} \\
\end{array} \\
\end{array} \\
\end{array} \\
\end{array}$

Irrealis modals, on the other hand, apply to the entire cause-possession-rel. According to Koenig and Davis, the verb promise in (89) represents a situation where
Joan has not yet caused Bill to have $10, but when her promise is fulfilled, she will have.

(89) Joan promised Bill $10. (Koenig and Davis 2001, 101)

While Koenig and Davis consider English verbs like give to lack a modal, it may be the case that “cause to possess” verbs all involve an inchoative modal acting on a possession relation. Verbs like those created with -'ap “buy”, -'ucλ “receive (as payment for work)”, and -'iλ “take” would all contain inchoative modal bases which apply to a have-rel, and form a natural class with -'Ip “get.”

Some sublexical modals, such as irrealis, can apply to a causative relation, but others, such as the negative and perhaps the inchoative, only apply to the state of affairs which is caused; so in a verb like deny, it is the possession relation that is negated, not the causative relation. This area of Koenig and Davis’ model needs to be further worked out.

DNVs connected to other semantic relations, such as perception, comparison, and the others in (79), present similar problems. For example, it is unlikely that the difference between -'puq “smell like” and -qatθ “act like” can be reduced to difference in modal bases. But they do seem to form a natural class: all involve one argument resembling another in some way (i.e., by looks, smell, or action). DNVs formed from -simɛ “pray for”, -cθi “marry”\(^5\) and -lu;ta “host (ceremony)” escape any sort of generalization. In these cases it would seem that unique situational cores are present.

2.2.1.2 Semantics of WH-questions and DNVs

Davis and Sawai (2001) show that the analysis Van Geenhoven (1996) proposes for WH-questions in West Greenlandic does not suit the data in Nuu-chah-nulth.

Van Geenhoven (1996, 1998a,b, 2002) treats incorporated nouns in West Greenlandic as predicates denoting a specific property, but not containing a variable. The variable is instead introduced with an existential quantifier, by the incorporating verb (i.e., DNV suffix). Van Geenhoven’s semantics for incorporating verbs is given in (90). The variable P ranges over properties, and is introduced by the incorporated noun. An incorporated noun thus does not designate an individual, but rather a property which holds over an individual introduced by the verb. The semantics of incorporat-

\(^5\)Perhaps -cθi “marry” has an inchoative (or perhaps causative) possessional semantics with the additional stipulation that what is possessed is a spouse.
ing verbs given in (90) therefore mean that there exists some individual \( y \) such that in the world \( w \), \( x \) verbs \( y \) and \( y \) has the property \( P \).

\[
\lambda P_{x,y} \exists y [\text{verb}_w(x, y) \land P_w(y)] \quad \text{(Van Geenhoven 1998b, 132)}
\]

Van Geenhoven claims that the WH-word in (92) involves existential quantifier operating on a property, and has a kind reading, not an individual reading. The question in (92) is “What kind of thing is it that you are eating?”

\[
\lambda Q \lambda p Q(P)(p) \land \text{kind}(P) \quad \text{(91)}
\]

(92) Nuka su-tur-p-a?
Nuka.ABS what-drink/eat-INTER-[TR]-3SG
“What did Nuka drink/eat?” (Van Geenhoven 1998b, 143)

Davis and Sawai argue that the kind reading required for \( su \) in West Greenlandic is not sufficient for Nuu-chah-nulth, which also allows individual readings of WH-questions. The answer to the question in (93) could be “that one” or “my copy of Crime and Punishment”.

(93) waayañamith Ray (puk)
which-buy-PAST-3SG.INT Ray (book)
“Which book did Ray buy?” (Davis and Sawai 2001, 134)

Davis and Sawai point out that all WH-words in Nuu-chah-nulth, including subject and object, obligatorily incorporate. When the main predicate is non-incorporating, auxiliary DNV suffixes are used (see (94) below). They argue that this is problematic for a Van Geenhoven approach in which the semantics of incorporation are handled by the verb itself.

(94) ñaačačíhítš kaapap John
who-AUX-PAST-3SG.INT like John
“Who does John like?” (Davis and Sawai 2001, 128)

As Davis and Sawai do not offer a solution to the problem of WH-question semantics in Nuu-chah-nulth, and it is beyond the scope of this thesis to offer such a solution, it remains an issue to be solved in future scholarship.

2.2.1.3 Summary

Many Nuu-chah-nulth DNVs share part of their semantics, their situational core. Many contain a have-rel, though some of these are causative as well. Differences
in the modal bases of DNVs account for some of the differences in meaning, but not all. Some difficulties might be removed if the nature of causative relations and inchoatives were resolved. However, some similar DNVs, such as the comparison set (-*kuk/R* "look like", etc.), do not reduce to differences in modality.


The semantics of Nuu-chah-nulth as a whole, and of DNVs in particular is an under-studied field. As I discuss in §3.3.2, there are semantic similarities between Nuu-chah-nulth DNVs and those in Eskimo-Aleut languages. Linguists might gain much insight into the universals of language by exploring these issues further.

2.3 Linear Order and DNVs

The linear order of words plays a large part in the phenomenon of Nuu-chah-nulth DNVs. DNVs are constructed from phrases, rather than lexemes, and which words DNV suffixes attach to is determined by linear order. Also, the subject of a DNV can follow the entire phrase which contains the DNV suffix, or it can appear directly after the word which contains the suffix. In the next section I discuss what the parameters are in determining which word will contain the DNV suffix, and in §2.3.2 I look at the linear location of the subject.

2.3.1 Placement of DNV Suffixes

The agent is never the host, so if the theme is an unmodified noun, it must be the host (setting aside the cases with *?u-* for the moment). In (95a), the theme *lišliqyak* "pants" is the host for the suffix *-?ata* "need". If *ma?iliqac* "boy" is the host (as in (95b)), then the meaning is a nonsensical "The pair of pants needs a boy", not "The boy needs a pair of pants".

(95) a. *kiškiqyak*?ata?iš ma?iliqac?i
   *kiškiqyak*-?ata-?iš ma?iliqac-?i
   pants-need-3.IND boy-DEF
   "The boy needs a pair of pants." (FW 334)

---

6While I am using the term "theme" here, I really mean "the most oblique non-agent role".
b. māʔəqacʔataʔis  ꤧišʔiqaq
māʔəqacʔataʔis  ꤧišʔiqaq
boy-need-3.IND pants

"The pair of pants needs a boy" (FW 335)

The data in (95) might also be interpreted as showing that the participant role of the host is fixed. In other words, -ʔa:ta “need” can only attach to the thing that is needed, not the needer.

When the theme is modified, the modifier is the host. The host cannot be the noun, as (96) shows. The noun ꤧišʔiqaqʔatas “pants” cannot take the suffix -ʔa:ta “need” stranding the modifier ꤧušuk “new”. The correct host-selection is shown in the sentence in (97).

(96) *kiškiqaqʔatas  ꤧušuk
kiškiqaqʔata-s  ꤧuš-uk
pants-need-1SG new-DUR

"I need a new pair of pants." (FW 300)

(97) ꤧušukʔatas  ꤧišʔiqaq
菖uš-ukʔata-s  ꤧišʔiqaq
new-DUR-need-1SG pants

"I need a new pair of pants." (FW 133)

If there is more than one modifier, then the leftmost one is the host. This holds when the modifiers are all adjectives (99), and when one is a quantifier (98).

(98) ꤧaʔutaaʔis  ʃačč  ʔiima Kim
ʔaʔa-uʔa:ʔ-ʔiš  ʃačč  ʔiima Kim
many-find-3.IND sharp knife Kim

"Kim found a lot of sharp knives." (FW 328)

(99) ʃačkuʔaaʔiš  ꤧušuk  ʔiima Kim
ʃač-uʔa:ʔ-ʔiš  ꤧušuk  ʔiima Kim
sharp-find-3.IND new knife Kim

"Kim found a sharp new knife." (FW 331)

When the theme of a DNV is a conjunction of nouns, the suffix appears only on the first one. The suffix -(y)uʔa:Ɂ “find” appears on ʔiima “knife”, which is the

---

It is interesting to note that this is the opposite of what happens in the Kyuquot dialect. Rose (1981) shows that in that dialect the two nouns must both be suffixed by the DNV suffix. Since the two dialects are otherwise in agreement with respect to the behaviour of DNV suffixes, I would argue that this difference is due to differences in the syntax of conjunctions.
first word of the conjunction čima ʔuhʔiːš kic'yak “a knife and a spoon”.

(100) a. čimaq'aaats ʔuhʔiːš kic'yak
čima-(y)aː-t-s ʔuhʔiːš kic'yak
knife-find-1SG and spoon
“I found a knife and a spoon.” (FW 44)
b. *čimaq'aaats ʔuhʔiːš kic'yak'aaats
“I found a knife and a spoon (intended)” (FW 45)

To summarize, DNV suffixes attach to an unmodified noun, or, in case the noun is modified, to the first modifier of a noun (either quantifiers or adjectives). A distinct pattern emerges — DNV suffixes attach to the leftmost word in a nominal phrase.

(101)

If we take any given situation which involves the event predication of a denominal verb, we can predict which word will be suffixed. For example, if there was a situation in which there was something that I needed and that something was a new pair of pants, then we know that we will find the suffix -ʔa'ta “need” on čušuk “new” because of two facts: 1) DNV suffixes always appear on the first word of the noun phrase, and 2) modifiers always precede the noun.

As the data in (102) show⁸, the only grammatical sentence is the one where: 1) the DNV suffix appears on the first word of the host phrase and 2) the modifier is the first word.

(102) a. čušuk'atas ƛixščiq'yak
čuš-uk-ʔa'ta-s ƛixščiq'yak
new-DUR-need-1SG pants
“I need a new pair of pants.” (FW 133)
b. *čušuk ƛixščiq'yak'atas (FW 343)
c. *ƛixščiq'yak'atas čušuk (FW 300)

⁸Examples (102a) and (102c) have appeared above as (97) and (96) respectively.
The nominal phrase in which a DNV suffix appears on the left-most member I will call the host phrase. I discuss the properties of this phrase in §2.4, but first I turn to the placement of the subject in sentences with a denominal verb.

2.3.2 Subject Placement

Perhaps the most interesting behaviour of DNVs is the positioning of the subject. In a sentence with a DNV, the subject can appear either after the entire DNV host phrase or directly after the first word, i.e., the verb. In (103a), *iššiqyak čušukatas (FW 344)

(103) a. *iššiqyak čušukatas (FW 344)

The nominal phrase in which a DNV suffix appears on the left-most member I will call the host phrase. I discuss the properties of this phrase in §2.4, but first I turn to the placement of the subject in sentences with a denominal verb.

Recall that the basic word order in Nuu-chah-nulth is VSO. The sentence in (103a) seems to be obeying this word order, giving the outward appearance of a transitive verb followed by its subject and object. However, in (104) we can see that DNVs with adjective stems cannot passivize and therefore cannot be transitive. Thus, the sentence in (103a) cannot be VSO, since it has no object.

(104) *čušukatas antoš
čuš-uk-’a-ta-’ant-niš
new-DUR-need-PAST-PASS-3IND pants

"He needed a new pair of pants (intended)." (FW 390)

If (103a) is not VSO, then what is going on? The solution I propose in §2.5 is that the verb consists of two separate words, *iššiqyak and čisqmis, and that the subject can appear between these two words. This is not so strange, because we could easily consider an English verb-particle construction whose meaning is not compositional from its parts, like screw up, as a single verb that consists of two separate words in
the syntax. Pronouns, such as the pronoun it, can appear “inside” the verb-particle cluster in Cedric screwed it up.

2.3.3 Summary

In this section, I have illustrated that DNV suffixes attach to the first word of a noun phrase, rather than the head of a phrase, and that the subject may appear inside this phrase. Next, I consider what kind of noun phrase DNV suffixes attach to.

2.4 The Domain of Affixation

While the nominal phrase which acts as a host for DNV suffixes appears to be a NP, here are several differences between ordinary syntactic NPs and host nominal phrases. NPs may be definite, but DNV host phrases cannot be (Wojdak 2003b). Possessed DNV host phrases and DNV host phrases with deictics, as well as simple definite DNV host phrases, are all disallowed. Cross-linguistically, such definiteness restrictions are common in noun incorporation; as Mithun (1984, 856) points out, it is quite common for incorporated nouns to be “unaccompanied by markers of definiteness or number, or by demonstratives.” Wojdak suggests that the host is an NP while the ordinary syntactic phrase is a DP,9 but it is also possible to account for the difference without reference to DPs.

In the remainder of this section I illustrate the difference between DNV host phrases and ordinary argument position NPs. First, I discuss possession (§2.4.1), then deictics (§2.4.2), and other definites (§2.4.3). Finally, I propose a simple method for accounting for this definiteness difference (§2.4.5).

2.4.1 Possession

Wojdak (2003b) points out that DNV hosts cannot be marked for possession. Of course, ordinary NPs can be possessed, as (105a) shows.10 Here the noun hupuk"as "car" is possessed by Kim. But, when hupuk"as is in a host phrase it may not be

9More specifically, Wojdak (2003b) proposes that DNV suffixes are verbs in the syntax which subcategorize for NPs rather than DPs. However, this fails to account for the grammaticality of hu-verbs with definite objects. See §2.6 for discussion.

10Ideally, I would provide parallel examples with different verbs to exemplify my claims in each section, however at the present I have no such data.
possessed, as we see in (105b).

(105) a. maakuk?iS Sandy hupuk*asuk?i Kim
maakuk-?iS Sandy hupuk*as-uk-?i Kim
buy-3.IND Sandy car-POSS-DEF Kim
“Sandy bought Kim’s car.” (FW 414)

hupuk*as-uk-*a?p-?iS Sandy Kim
car-POSS-buy-3.IND Sandy Kim
“Sandy bought Kim’s car (intended).” (FW 347)

2.4.2 Deictics

In addition to possessors, deictics are also forbidden in DNV host phrases, but allowed in syntactic NPs. The deictic ħaa “that” is possible in (106a) where it is in an ordinary syntactic NP. Note that deictic requires the definite suffix -?i on the noun hupuk*as “car”. A deictic may not appear in a DNV host phrase, as (106b) shows.

(106) a. maakuk?iS Sandy ħaa hupuk*as?i
maakuk-?iS Sandy ħa: hupuk*as-?i:
buy-3.IND Sandy that car-DEF
“Sandy bought that car.” (FW 419)

b. *ħaa?ap?iS Sandy hupuk*as?i
ħa:*a?p-?iS Sandy hupuk*as-?i:
that-buy-3.IND Sandy car-DEF
“Sandy bought that car (intended).” (FW 421)

Because deictics always precede other modifiers they are always the first word of a nominal phrase. Therefore, one could argue that deictics cannot be hosts for DNV suffixes. However, since all definite nominal phrases are prohibited from being DNV host phrases, it is much more likely that it is definiteness which is the cause of ungrammaticality in sentences like (106b).

2.4.3 Definites

DNV hosts cannot be marked with the definite suffix -?i, as Wojdak (2003b) also notes. While an argument position NP can take -?i, as in (107a), a DNV host
phrase cannot. The sentence in (107b) is ungrammatical because hupuk\text accompanying "the car" is definite.

(107) a. maakuk\text accompanying Sandy hupuk\text accompanying as\text accompanying i Sandy
maakuk \text accompanying -i\text accompanying Sandy hupuk\text accompanying as\text accompanying -i\text accompanying
buy-3\text accompanying.IND Sandy car\text accompanying DEF
"Sandy bought the car." (FW 424)

b. *hupuk\text accompanying as\text accompanying i\text accompanying ap\text accompanying i\text accompanying Sandy
hupuk\text accompanying as\text accompanying -i\text accompanying -a\text accompanying p\text accompanying -i\text accompanying Sandy
car\text accompanying DEF-buy-3\text accompanying.IND Sandy
"Sandy bought the car (intended)." (FW 425)

2.4.4 Proper Names

Definite NPs, possessed NPs, and NPs with deictics are all marked on the first word, with the definite suffix -i\text accompanying or the possessive suffix -uk/\text accompanying -ak or both. As I discuss in §3.2, Wojdak (2003b) suggests that the presence of these nominal inflection suffixes is incompatible with DNV suffixes. However, proper names, which are definite by nature, are also not possible host phrases for DNV suffixes despite their lack of definite morphology.

(108) a. ?u\text accompanying u\text accompanying a\text accompanying r\text accompanying s John
?u\text accompanying -(y)u\text accompanying a\text accompanying ?a\text accompanying -s John
TRANS-find-1SG John
"I saw John." (FW 473)

b. *John-u?u\text accompanying a\text accompanying r\text accompanying s
John-(y)u\text accompanying a\text accompanying ?a\text accompanying -s
John-find-1SG
"I saw John (intended)." (FW 474)

Wojdak treats the definite suffix as the head of DP, and suggests that DNV suffixes attach to NPs, not DPs (see §wojdak-sec for a more thorough discussion of Wojdak’s analysis). However, if proper names are DPs, then Wojdak’s solution correctly predicts that proper names are not possible hosts for DNV suffixes.

2.4.5 Summary and a Solution

I have shown that definite nominal phrases cannot be DNV host phrases. While ordinary syntactic NPs can be either definite or not, DNV host phrases cannot
be definite. The partial type hierarchy in (109) allows us to capture this distinction elegantly. Nominal phrases are divided into definite and non-definite, and there are three subtypes of definite nominal phrases: those with deictics, those with possessors, and those with neither.

(109)

```
nominal-phrase
  |   |
  |   |
  definite non-definite
  |   |
  |   |
  name deictic poss simple-def
```

The difference between syntactic NPs and DNV host phrases is as follows. An ordinary verb subcategorizes for a nominal-phrase, and so any of the subtypes can satisfy such a requirement. A DNV suffix can only have a non-definite nominal phrase as its host phrase, which is a typical constraint on incorporated nouns cross-linguistically.

2.5 A Linearization Approach in HPSG

In order to account for the fact that DNV suffixes always attach to the leftmost word of a noun phrase, I will make use of two developments in HPSG research; namely, constructions and word-order domains.

I propose that phrases can have morphological constraints on their individual words. This is similar to the theory of clitics argued for by Miller (1992) and Halpern (1995), where (at least some) clitics are lexical (i.e., word-level) affixes, as opposed to phrasal affixes (see Anderson 1992). Halpern argues for binary valued marking features which percolate along the edge of a phrase indicating that a feature has been marked morphologically. While this is plausible for inflection because the number of features is limited, it is not plausible for derivation. Rose (1981) lists 63 DNV suffixes out of a total of about 400 “lexical” derivational suffixes. Would only the DNV suffixes have corresponding marking features, or would all derivational suffixes have them? Fortunately there is another approach. The limitations marking features can be removed by making use of a more refined phrasal typology (see Sag 1997), in other words, constructions. I introduce an HPSG treatment of constructions in §2.5.1.
In order to account for the linear selection of a host, I make use of linear precedence constraints on word-order domains. Rather than relying on syntactic constituency and movement to determine the linear order of words, HPSG has used linear precedence constraints (Pollard and Sag 1987). This approach still relies entirely on syntactic constituency, a problem for languages like German, which can interleave members of separate syntactic constituents. The answer to this problem is word-order domains, which are used instead of syntactic constituents as targets of linear precedence constraints. In my treatment of DNV suffixes in Nuu-chah-nulth, I use the implementation of word-order domains Linearization Theory, which I introduce in §2.5.2.

Using these tools and others I introduced in Chapter 1, I present an analysis of Nuu-chah-nulth DNVs in §2.5.3, where I show how the semantics of DNVs can be handled with Minimal Recursion Semantics, and how constructions and Linearization Theory can account for the interesting clitic-like selection of the DNV stem and the variation in word order exhibited by the subject.

2.5.1 Constructions

The lexicon is often considered to be the only component of grammar which contains irregularities in language, while the other components (syntax, morphology, phonology) are entirely regular. As the name “lexicon” suggests, irregularities should live in words, or lexemes. But sometimes the unit of irregularity is larger than individual words, including idioms such as spill the beans meaning “tell a secret” (Riehemann 2001), and sentences like What’s this fly doing in my soup? meaning “Why is there a fly in my soup” (Kay and Fillmore 1999): the meanings of such utterances are not compositional assuming standard phrase structure. By allowing for phrases in the lexicon (or rather, as Koenig (1999) calls it, the constructicon), we can ascribe meaning to a phrase as a whole, overriding the standard semantic compositionality of headed phrases.

In HPSG, constructions are listed in the type hierarchy as subtypes of phrase, much as individual words or word classes are listed as subtypes of word, as illustrated by Sag’s (1997, 439) phrasal hierarchy.
The immediate daughters of phrase are non-headed-phrase and headed-phrase, which is the mother of head-adjunct-phrase and head-nexus-phrase. head-filler-phrase, head-complement-phrase, head-subject-phrase and head-specifier-phrase are all subtypes of head-nexus-phrase.

One difference between the two types head-adjunct-phrase and head-nexus-phrase is the value of their semantics, and this is captured by means of constraints on the two phrase types. In particular, the list of semantics relations (LZT) of a head-nexus-phrase is identical to that of its head daughter, while the list of semantic relations of a head-adjunct-phrase is the union of that of its head and non-head daughters.

(111) a. \[
\text{head-nexus-phrase} \\
\text{CONTENT} | \text{LZT} \quad [1] \\
\text{DTRS} | \text{HEAD-DTR} \quad \left[ \text{CONTENT} | \text{LZT} \quad [2] \right]
\]

b. \[
\text{head-adjunct-phrase} \\
\text{CONTENT} | \text{LZT} \quad [3] \cup [1] \\
\text{DTRS} \left[ \text{HEAD-DTR} \quad \left[ \text{CONTENT} | \text{LZT} \quad [2] \right] \right] \\
\text{DTRS} \quad \left[ \text{NON-HEAD-DTRS} \quad \left[ \text{CONTENT} | \text{LZT} \quad [2] \right] \right]
\]

All subtypes of head-nexus-phrase listed in (110) inherit the constraint in (111a) and add their own constraints which distinguish them from each other. For example, a head-complement-phrase has a non-head daughter that corresponds to the argument on its head daughter’s COMPS list, and a head-subject-phrase has one that corresponds to the argument on its head daughter’s SUBJ list.
The constraints listed in (111) and (112) can only be expressed in reference to phrases. This is the basis for constructions; phrases parallel lexical items in belonging to a hierarchy of types.

2.5.2 Linearization Theory

The linear selection of the stem of a DNV suffix is the key to any proper treatment of DNVs in Nuu-chah-nulth. To this end, I use Linearization Theory, which has been developed in HPSG. Word-order domains are a central feature in this theory, and I describe them and their use with linear precedence constraints in §2.5.2.1. A more recent innovation in Linearization Theory is the use of topological fields, which have a history in German linguistics. I introduce these in §2.5.2.2.

2.5.2.1 Word-order Domains

An important issue in syntax is the relative ordering of words/constituents. How, for instance, do we ensure that subjects precede VPs in English? One solution is the use of linear precedence (LP) constraints in addition to the phrasal component of the grammar (Sag 1987). A constraint like that in (113) will ensure that subjects will always precede the verb phrase (which has already emptied its complements list).

(113)   \[ \text{NP} \prec \text{VP}[\text{comps empty-list}] \]

One might still ask “to what do LP constraints apply?” They cannot simply apply to the phonological feature, since they would not have access to relevant syntactic information, such as whether it is an NP or a VP. Reape (1993) adds another feature to
signs to handle linear ordering: the word-order domain (DOM). DOM is a list-valued feature which contains signs (i.e., phrases or words), or following Kathol (2000), domain objects — signs without DOM features.11 The DOM-OBJ of a sign groups together the PHON and SYNSEnl features; a word’s DOM list contains its own DOM-OBJ. In order to allow for the degree of word-order freedom that is possible in natural languages, a mother’s DOM is composed of the items on its daughters’ DOMs in no particular order; ordering is accomplished strictly through LP constraints. The actual phonological value is the concatenation of the phonological values of the items on its DOM list from left to right.

\[
(114) \begin{bmatrix}
    \text{PHON} & 1 & 2 & 3 \\
    \text{DOM} & \langle [\text{PHON} 1], [\text{PHON} 2], [\text{PHON} 3] \rangle
\end{bmatrix}
\]

Often there are certain phrases which cannot be broken up (e.g., noun phrases in English), and Reape accommodates these by providing a binary feature, UNION. So if a noun phrase in a language was always a phonological unit, a constraint on the type noun-phrase would include [UNION -], preventing it from being interleaved with other constituents. The entire DOM list of such a phrase appears on its mother’s DOM list. This is illustrated in (115) below. In (115a), the phrasal daughter is marked as [UNION +] and the members of its DOM list appear on its mother’s. In (115b), the phrasal daughter is marked [UNION -] and so its domain object, shows up on its mother’s DOM list.

11Kathol (2000, 99) raises the question of “whether domain elements are ever ordered according to the domains inside of them.” Presuming that there are no languages which do this, Kathol strips the DOM feature out of the domain objects.
Making a distinction between domains which undergo union and those that do not is crucial because, while the order of elements on the DOM lists are listed in a standard order, this does not need to be the case. Assuming that the word order of the lower phrase in (115a) is fixed in the order shown, the word order of the top-level phrase could also be 〈ⅱ, ⅵ, ⅲ〉 or 〈ⅲ, ⅲ, ⅵ〉. In (115b), however, ⅱ can never appear between ⅲ and ⅲ, since all three never appear in the same word-order domain together.

To make the use of word-order domains more concrete, consider the sentence *Mouldy cheese stinks*, which has the structure in (116).
Each of the words in (116) has one domain object on its DOM. This domain object corresponds to the word itself. The DOM of the NP will contain the domain objects of both its daughters, but the order is fixed. In a NP, modifiers generally precede the noun, and so an LP constraint to this effect must be posited. The LP constraint in (117) states that a domain object that modifies a nominal must precede the domain object that it modifies.

(117) \[
\left[ \text{SYNSEM} \mid \text{HEAD} \mid \text{MOD} \right] \prec \left[ \text{SYNSEM} \left[ \text{HEAD} \right] \left[ \text{noun} \right] \right]
\]

The NP and its daughters will have the DOM values in (118). The modifier mouldy has the synsem of the noun as the value of its MOD feature, and so the constraint in (117) applies to the domain of the NP, and the domain object of mouldy precedes that of cheese in the NP's DOM. The PHON value of the NP is then mouldy cheese rather than cheese mouldy.

(118) 

Like the other words, the verb stinks has only its own domain object on its DOM list. This will pass straight up to the VP since the verb is its only daughter.
When it comes to the S, we can see what the \textit{union} feature can do. English NPs act as a single unit, other words cannot appear linearly within an NP. Therefore, NPs in English have negative \textit{union} values. The NP \textit{mouldy cheese} will contribute its own domain object to the \textit{dom} of S, rather than those of its daughters. Assuming there is a LP constraint which orders subjects before VPs, the \textit{dom} of S will be as in (119). The subject's domain object, which has the \textit{phon} value \textit{mouldy cheese}, is ordered before that of the verb phrase on the \textit{dom} list of S, and so the \textit{phon} value of the entire sentence is \textit{mouldy cheese stinks}.

\begin{equation}
(119) \quad \begin{bmatrix}
 \text{dom-obj} | \text{phon} \langle \text{mouldy cheese stinks} \rangle \\
 \text{dom} \langle 1, 2 \rangle \\
\end{bmatrix}
\end{equation}

English does not allow positive values for \textit{union} features, but other languages do. For the sake of simplicity, let us imagine a hypothetical language, Lisheng, which is identical to English except that verbs appear inside the subject NP between the modifier and noun. A typical Lisheng sentence would be \textit{Mouldy stinks cheese}. Lisheng's NPs will be \{\textit{union} +\}, and the two members of its \textit{dom} list would be on the S's \textit{dom} list along with the verb. Lisheng would also have LP constraints that say, for example, that verbs precede nouns, but follow adjectives. The feature structure of the S would be as in (120). The adjective \textit{mouldy} would be the first item on the S's \textit{dom} list, the verb \textit{stinks} would be second, and the noun \textit{cheese} would be last. The \textit{phon} value of the sentence would be \textit{mouldy cheese stinks}, a perfectly grammatical sentence in Lisheng.
To summarize, Linearization Theory proposes that all signs have a word-order domain (DOM), a list which contains domain objects in an order that must obey any LP constraints. Phrasal daughters can contribute either the members of its DOM list or its own domain object to the DOM of its mother. A binary-valued feature UNION determines which option a given phrase will take: a phrase with a positive UNION feature contributes the members of its DOM, one with a negative UNION contributes its own domain object.

Having shown how word order domains and domain objects work to determine the linear order of words and constituents in a sentence, I next discuss a further refinement of Linearization Theory, topological fields.

### 2.5.2.2 Topological Fields

In addition to word-order domains, I will make use of topological fields in order to handle the word order in Nuu-chah-nulth. Kathol (2000), who employs topological fields (as well as word-order domains) in his analysis of German word order, states that the origin of topological fields (or Stellungsfeld) have a long history in the study of the German language. With their introduction into HPSG, topological fields have now been used in describing other languages, such as European Portuguese (Crystmann 2002).

Topological fields are much like slots in a template, but the slots can have any number of members, including zero, or they can be specified as containing at most one member. Thus, in Kathol's (2000) analysis of German, the sentence is broken up
into five fields, as shown in (121) below:\(^\text{12}\).

\[
\begin{array}{|c|c|c|c|}
\hline
vf & cf & mf & vc & nf \\
\hline
a. Lisa & gießt & die Blume & & \\
Lisa & waters & the flower & & \\
\hline
b. welche Blume & Lisa & gießen würde & & \\
which flower & Lisa & water would & & \\
\hline
\end{array}
\]

Topological fields do not represent any form of syntactic constituency; they only deal with linear precedence. Thus, the subject, Lisa, appears in vf\(^\text{13}\) in (121a), it appears in mf in (121c).

Every domain object is a subtype of topo, i.e., either vf, cf, mf, vc, or nf, and their relative ordering on a DOM list is handled by a set of LP constraints on these types.

(122) Topological LP Statement (Kathol 2000, 79)
\[
vf \prec cf \prec mf \prec vc \prec nf
\]

In the DOM for the phrase \(\text{daß Lisa die Blume sieht}\) “that Lisa saw the flower” in (123), each domain object is typed as one of the topo subtypes (I address how these are assigned below), and their order is fixed based on the LP rule in (122) above. The two mf domain objects are ordered by their case features.

(123)
\[
\begin{array}{lr}
\text{DOM} & \left[ \begin{array}{c}
\text{cf} \\
\text{mf} \\
\text{vc}
\end{array} \right] \\
\text{PHON} & \left\langle \text{daß} \right\rangle \\
\text{NP} & \left\langle \text{Lisa} \right\rangle \\
\text{NP} & \left\langle \text{die Blume} \right\rangle \\
\text{NP} & \left\langle \text{sieht} \right\rangle \\
\text{V} & \left\langle \text{FIN} \right\rangle \\
\text{COMPL} & \left[ \begin{array}{c}
\text{NP[NOM]} \\
\text{NP[ACC]}
\end{array} \right]
\end{array}
\]

Kathol sets up a hierarchy of topo subtypes in order to capture certain generalities. We saw in (121) that German verbs can appear in either vc or cf, and so Kathol introduces an intermediary subtype, verbal, which has vc and cf as subtypes. The domain objects of all verbs, then, are of type verbal. This is the HPSG equivalent to underspecification. Subordinate phrases like (121c), \(\text{daß Lisa die Blume gießen gießen}

\(^{12}\)The table in (121) is, much like Frankenstein’s monster, stitched together from bits and pieces of various tables in Kathol’s (2000) chapter 4, but with the field names he gives in chapter 5.

\(^{13}\)The names of the fields are not exactly abbreviations, but rather somewhat mnemonic labels. For example, while vf is the vorfeld “pre-field”, cf is the linke Satzklammer “left sentence bracket”, but it is where complementizers appear. Since Nuu-chah-nulth topology differs greatly from that of German, I will introduce a new set, and so I will not go into the meanings of Kathol’s labels. For those who are interested, they are listed on p. 78 of Kathol 2000.
würde morgen abend, must have a complementizer in cf, which can have only one cf domain object, so the domain objects of the verbs *gießen* “water” and *würde* “would” must be of type vc. Kathol uses constructions to do this, using constraints on specific types of phrases. He divides all finite clauses into three categories: verb-initial (v-I), verb-second (v-2), and subordinate (subord). Each of these types has constraints on the members of its DOM, and so a subord clause must have a cf complementizer, while a v-2 clause must not have any cf domain object on its DOM list.

In the next section I will propose a set of topological fields appropriate for Nuu-chah-nulth and present an analysis of DNV sentences, relying on constructions and Linearization Theory as described above.

2.5.3 DNVs and their Host Phrases

In §2.5.3.1, I explain how the semantics of the DNV combine with the semantics of the host phrase. Then, in §2.5.3.2, I describe how the DNV suffix ends up on the first word of the host phrase, and how I handle a noun phrase becoming a verb.

2.5.3.1 Semantics

The semantics of a DNV-marked noun phrase can be represented in Minimal Recursion Semantics (MRS) in a straightforward manner. The semantic relation of the DNV can be introduced in the word which contains the DNV suffix, and the Semantics Principle will carry it to the phrase level.

The sentence in (99), repeated below as (124), contains a denominal verb with the suffix -(y)u'a:k “find”. The host phrase is *sačk ĉušuk čiima* “sharp new knife” and the stem is *sačk* “sharp”. There is one syntactic argument, *Kim*, which is the subject.

(124) sačku?aa4?iš ĉušuk čiima Kim
sač-(y)u:a:k-ĩiš ĉuš-uk čiima Kim
sharp-find-3.IND new-DUR knife Kim
“Kim found a new sharp knife.” (FW 331)

The semantics of an ordinary noun phrase like “sharp new knife” can be represented as in (125). The referent is sharp, it is new, and it is a knife.

---

14I am omitting much of the “bookkeeping” features of MRS, such as the handles for readability.
Each word contributes one predication on the referent, but the resulting noun phrase will contain all of these predications. Thus, the semantics of *sačk* “sharp”, shown in (126), would contain only the *sharp-rel*, whose argument value is the index of the noun it modifies. The noun’s index value, which is must end up as the value the modifier’s semantic relation, is accessible through the feature MOD, which contains the modified noun’s SYNSEM value.

(125) \[
\begin{align*}
\text{CONT} &\mid \text{LZT} \\
\{ &\text{sharp-rel} \}, \{ \text{new-rel} \}, \{ \text{knife-rel} \} \}
\end{align*}
\]

Now, I turn to the semantics of a DNV phrase. When the suffix -(y)uʔa:i# “find” is attached to *sačk* “sharp”, another semantic relation is added to the relation of the stem, as in (127). The value of the UND feature is the value of the argument of the original relation, which is in this case *sharp-rel*.

(126) \[
\begin{align*}
\text{PHON} &\langle \text{sačk} \rangle \\
\text{SYN} \mid \text{MOD} &\langle \text{noun-word} \rangle \\
\text{INDEX} &\langle \text{[]} \rangle \\
\text{CONT} \mid \text{LZT} &\{ \text{sharp-rel} \}
\end{align*}
\]

(127) \[
\begin{align*}
\text{PHON} &\langle \text{sačkuʔaa+i} \rangle \\
\text{SYN} \mid \text{MOD} &\langle \text{noun-word} \rangle \\
\text{INDEX} &\langle \text{[]} \rangle \\
\text{CONT} \mid \text{LZT} &\{ \text{sharp-rel} \}, \{ \text{find-rel} \}
\end{align*}
\]

The semantics of *sačkuʔaa+i* čušuk čiima “find a sharp new knife” will contain all the semantic relations of the host phrase plus the DNV relation *find-rel*. I make the assumption that phrases consisting of a noun and their modifiers are binary-branching, so that the phrase *sačk* čušuk čiima, and therefore also *sačkuʔaa+i* čušuk čiima, would be as in Figure 2.1 on page 68. I am setting aside the issue of word order, as I address it in the following section. The semantic relations of the
head daughter, čuima "knife", and the modifier daughters are all added together in the phrasal node itself.

Now that we have a way for the semantics of a DNV phrase to work out, I turn to the issue of which word contains the DNV suffix.

### 2.5.3.2 Clitic-like Behaviour

In derivational terms, the input to a DNV morphological rule is a phrase, and since there is a phonological change involved — suffixation — there are two options: only the host word itself is input for suffixation, or the entire phrase serves as input for the suffixation. The latter approach must contend with the problem of locating the suffix properly, since it is not on the last word of the phrase but the first, and thus inside. These two approaches are identical to those proposed for analyzing clitics. Anderson (1992, 1993) proposes that clitics are affixes which take entire phrases as stems. A suffix on the first word (i.e., a second position clitic) of a phrase is equivalent to an infix which comes after the first onset or syllable of a word. Miller (1992) and Halpern (1995) support the view that clitics are attached to a word on the edge of a phrase in order to phonologically mark a feature that is a property of the entire phrase. The difference between these two approaches is the input to affixation.

In a non-derivational grammar like HPSG, it is critical to have a method for preventing stems from appearing as full words in the syntax. While čuš- "new" is a stem, it is not a word. It can only appear as a word if it has been suffixed by, for example, -uk “dur” giving čušuk. Some DNV suffixes attach only to čuš-, while others can attach to čušuk. The suffix -'a?p “buy” can only attach to the stem čuš-.

(128) čušaapšš Sandy łaür ḥupuk*as
čuš-’a?p-řš Sandy łaür ḥupuk*as
new-buy-3.IND Sandy nice car

“Sandy bought a nice new car.” (FW 431)

By making use of types we can prevent čuš- from appearing as a word. Only a word or a phrase can be the daughter of a phrase, as shown in (129), but a lexeme can only be a stem in a morphologically complex word, as in (130).
Figure 2.1: DNV-marked noun phrase
The phrase which must be input for DNV suffixation in (128) contains a non-word (i.e., lexeme) stem, čuš “new”. For this stem to become a full-fledged word, it must be suffixed by, for example, -uk “durative”. Thus, the phrase čuš λuʃ hupukʷas “new nice car” is not possible as an ordinary noun phrase, even though it is correct input for DNV suffixation.

If we were to assume Anderson’s view of clitics, we would need to redefine phrases in such a way that they would be able to contain lexemes as well as words. But the only lexeme allowed is the one which will be suffixed with a phrasal affix. If we allow lexemes in phrases, how can we ensure that only a lexeme that eventually become a word by phrasal affixation is permitted?

A better approach is that of Miller and Halpern, where the phrase selects a word which has been already been suffixed. Instead of using FIRST and LAST features to percolate along the edges of a phrase, we can use DOM. Phrases which contain a word with a DNV suffix are of the type dnv-marked-noun-phrase, and words which contain DNV suffixes are of the type dnv-marked-word.

The important constraints on the type dnv-marked-word are given in (132) below. Its PHON value is a function f of the PHON value of its stem that attaches the
suffix and performs any additional morphology. The domain object of this word is
verb-f, which

\[(132) \quad \text{dnv-marked-word} \]

\[
\begin{array}{c}
\text{PHON} \quad \text{f} \\
\text{DOM} \quad \begin{cases} \text{verb-f} \\ \text{PHON} \quad \text{f} \end{cases} \\
\text{STEM} \quad \begin{cases} \text{PHON} \quad \text{f} \end{cases} \\
\text{CONT} \mid \text{LZT} \quad \{[\text{dnv-rel}]\}
\end{array}
\]

\[(133) \quad \text{dnv-marked-noun-phrase} \]

\[
\begin{array}{c}
\text{DOM} \quad \begin{cases} \text{CONT} \mid \text{LZT} \quad \{[\text{dnv-rel}]\} \oplus \text{list(dom-obj)} \end{cases}
\end{array}
\]

The partial feature structures of the relevant phrase and word types are given in (133) below.

In (133), the first domain object in the DNV phrase must include a dnv-rel in its semantics. Since the phrase’s DOM list is made by shuffling the DOM lists of its daughters, this will require one of its daughters, namely the first, to be a dnv-marked-word.

The effect is similar to Halpern’s (1995) marking features, but, since each morphologically complex word is specifically typed, my approach does not require any new features. What is required is a more fine-grained type hierarchy for domain objects, which I will discuss in §2.5.3.3.

The phrase which we get from (133) is not yet verbal — it is a noun phrase with the restriction that the first word contains a DNV. This kind of noun phrase cannot appear as an ordinary NP, since the first word is essentially a verb. So we have a noun phrase which cannot appear as a noun phrase in the syntax just as we have words (lexemes) that cannot appear as words in the syntax. In order to differentiate the two types of phrases, I propose a “constructeme”, which is available to morphology, but not to syntax. Constructemes share many constraints with phrases (for example, they have DAUGHTER features) but cannot be daughters themselves. Items that have been described in the literature as constructions, such as idioms, may be stored as
constructemes in the lexicon, but their actual syntactic realizations would still be phrases.

The four kinds of sign — lexemes and words, constructemes and phrases — can be divided along two dimensions: simple vs. complex and syntactic vs. lexical. Words and lexemes are simple signs, but phrases and constructemes, having daughters, are complex signs. Words and phrases are syntactic objects, while lexemes and constructemes live only in the lexicon.

(134)

In a derivational sense, we begin with a kind of noun phrase, a *dnv-marked-noun-phrase*, which is a constructeme — it cannot appear in a sentence as a noun phrase. The first word of this constructeme is a dnv-marked word and contains the DNV semantics. While this is a special kind of noun phrase, it is still a noun phrase, not a verb. We need another type, this time a subtype of *word*, which will have a *dnv-marked-noun-phrase* as its stem. The daughter features which distinguish a phrase from a word are discarded, but the PHON, SYNSEM (which contains SYN and CONT) and DOM features are carried over to the new word.
Because the DOM of the new word is the same as that of the stem phrase, the word appears to be a phrase on the surface.

(135) $[\text{dnu-verb-word}]$

    PHON  
    DOM   
    SYNSEM $\exists$

    $[\text{dnu-marked-noun-phrase}]$

    PHON  
    DOM   
    SYNSEM $\exists$

    STEM $[\text{daughter-struc}]$

What I have described above is a phrase becoming a word. This is not unheard of in languages; Clark and Clark (1979) show that in English, phrases can be the input for denominal verb formation. Consider, for instance, the denominal verbs listed in (137). English DNVs are zero-derived, so in (137a), the noun phrase *Bonny and Clyde* is the verb, while in (137b), the noun phrase *Fourth of July* is the verb, and is marked with past tense. The noun phrases are subject to the regular constraints on noun phrases, but they surface as verbs, just as we saw in Nuu-chah-nulth.

(136) $[\text{dnu-verb-word}]$

    DOM $\exists \left[\text{[cuss?aap?sk]}\right] \oplus \text{list}$

    STEM $[\text{DOM } 2]$

In Nuu-chah-nulth (and English), noun phrases can be the bases for DNV formation. The kind of noun phrase that can be a stem for this DNV formation is different from normal noun phrases in that it must include a DNV-marked word. Since this kind of noun phrase cannot appear as it is in an argument position in the syntax, it is a constructeme — it has no syntactic reality, but the constraints of phrasal syntax still apply.
Unlike English, Nuu-chah-nulth DNVs do not form tight phonological units; the subject of a DNV may appear after the first word, inside the DNV itself. In the next section I deal with the issue of word order, using the concept of topological fields.

2.5.3.3 Word Order of the Whole Sentence

As I illustrated in §2.3.2, the subject of a DNV may appear inside the host phrase, directly after the word with the DNV suffix. In (103a), repeated here as (138), the subject ʔiniʔi “the dog” appears inside the DNV ʔičičic čisqmis “eat rotten meat”. While the sentence looks like it is VSO, it is not, since it has no object, as I showed in §2.3.2; čisqmis “meat” is part of the verb.

(138) ʔičičic čisqmis ʔiniʔi
ʔič-ʔic-ʔi čisqmis ʔiniʔi
rotten-ingest-3.IND dog-DEF meat
“The dog is eating rotten meat.” (FW 25)

Because the verb is a phrase at the lexical level, it also has the word-order domain of a phrase at that same level. In other words, ʔičičic čisqmis “eat rotten meat” is a discontinuous constituent in (138).

In the sentences in (139), the subject and object can appear in either order.¹⁵ There appears to be no difference in meaning between the two sentences, though this area of Nuu-chah-nulth grammar needs to be studied more deeply.

(139) a. sukʷičičic čakupʔi ciyapuxsʔi
   su-ši(ʔ)-ʔi čakup-ʔi ciyapuxs-ʔi
   take-MOM-3.IND man-DEF hat-DEF
   “The man took the hat.” (FW 305)

b. sukʷičičic ciyapuxsʔi čakupʔi
   su-ši(ʔ)-ʔi ciyapuxs-ʔi čakup-ʔi
   take-MOM-3.IND hat-DEF man-DEF
   “The man took the hat.” (FW 304)

¹⁵The default VSO order is only necessary when it would be unclear which argument is the agent. For example, if subject and object were both human, the subject must precede the object. However, context can also play a role, since it might clarify which is the agent. This is a complicated issue, and is outside the scope of this thesis. I address only the more usual sentences where it is clear which argument is the agent.
The free variation shown in (139) suggests that both arguments are in the same topological field, which I call the nominal field, or nom-f. The topological field that contains the verb is the verb field, or verb-f. The ordering of the two fields is handled by the LP constraint in (140a).

(140) a. \( \text{verb-f} \prec \text{nom-f} \)

<table>
<thead>
<tr>
<th>verb-f</th>
<th>nom-f</th>
</tr>
</thead>
<tbody>
<tr>
<td>suku‘iš</td>
<td>čakupi</td>
</tr>
<tr>
<td>“take”</td>
<td>“the man”</td>
</tr>
<tr>
<td>suku‘iš</td>
<td>ciyapuxsi</td>
</tr>
<tr>
<td>“take”</td>
<td>“the hat”</td>
</tr>
</tbody>
</table>

Now that we have identified the topological fields for Nuu-chah-nulth, we need to determine how the fields are assigned.

Since all NPs appear in nom-f, we can specify that the domain object of an NP is of type nom-f, and since all verbs appear in verb-f, we can specify that the domain object of a verb is of type verb-f.

(141) a. \([\text{noun-phrase}]
\begin{align*}
\text{DOM-OBJ} & \quad \text{nom-f} \\
\end{align*}\)

b. \([\text{verb-word}]
\begin{align*}
\text{DOM-OBJ} & \quad \text{verb-f} \\
\end{align*}\)

In our example sentences (139), suku‘iš “take” has a domain object of type verb-f by virtue of being a verb. Because čakupi “the man” and ciyapuxsi “the hat” are both NPs, their domain objects are of type nom-f. Without any LP constraints to the contrary, the subject may precede or follow the object.

We have an analysis of word order in an ordinary sentence, so I turn now to the word order of a DNV sentence. Consider the sentence in (142) below. The subject Sandy is inside the verb ḥuřʔaapʔiš čušuk hupukʷas “buy a nice new car”, which consists of more than one domain object.

(142) ḥuřʔaapʔiš Sandy čušuk hupukʷas
    ḥuřʔ-a-p-ʔiš Sandy čuš.uk hupukʷas
    nice-buy-3.IND Sandy new-DUR car

There are undoubtedly other topological fields, but the study of word order necessary to identify them is far beyond the scope of this thesis. The two fields I propose, verb-f and nom-f, are sufficient for the data given in this thesis.
“Sandy bought a nice new car.” (FW 430)

We need to specify that part of the DNV belongs in *verb-f* and the rest belongs in *nom-f*. This can be done by marking the DNV as [UNION +], and allowing the members of its DOM list appear on the sentence’s DOM. The entire DNV is a *dnv-verb-word*, but it inherits its DOM from the *dnv-marked-noun-phrase*. Assuming that all NPs are binary-branching, the DOM feature of a *dnv-marked-noun-phrase* would contain two items, as in (143).
What we need is for the first item on the DOM of a dnw-marked-noun-phrase to be of type verb-f and the second to be of type nom-f. Since the second item is already a kind of noun phrase (it is a phrase and is headed by a noun), it will be of type nom-f because of the noun phrase LP constraint in (141a). The first item, which is the domain object of a dnw-marked-word, is specified as verb-f by the constraint in (132). Thus, the constraint on dnw-marked-noun-phrase, first introduced in (133) above, will effectively be as in (144), where the first item is verb-f, and the remainder is nom-f.\footnote{The constraint in (144), while compatible with all the constraints given, is more specific than necessary and so would not appear as such in the type hierarchy. What would appear is the original constraint in (133).}

\begin{equation}
\begin{pmatrix}
\begin{array}{c}
\text{dnw-marked-noun-phrase} \\
\text{DOM} \langle \text{1, 2} \rangle
\end{array}
\end{pmatrix}
\end{equation}

\begin{align*}
\text{\textit{\textalpha\textnu\texttau\textomicron\textalpha\nu\textomicron\textnu\textpi\textomicron\textomicron\textnu}} \quad \text{\textit{\textc\textu\textsh\textu\textk}} \quad \text{\textit{\texth\textup\textk\textkap\textnu\textkap\textnu\textkap\textnu}} & \\
\text{\textit{\textnu\texttau\textomicron\textalpha\nu\textomicron\textnu}} & \\
\text{\textit{\textc\textu\textsh\textu\textk}} & \\
\text{\textit{\texth\textup\textk\textkap\textnu\textkap\textnu\textkap\textnu}} & \\
\text{\textit{\textc\textu\textsh\textu\textk}} & \\
\text{\textit{\texth\textup\textk\textkap\textnu\textkap\textnu\textkap\textnu}}
\end{align*}

The DOM of the sentence in (142) will contain three items, two from the verb and one from the subject. The subject is shuffled in, and so can appear anywhere
in the \textit{nom-f} field, including the initial position, which causes it to be surrounded by the discontinuous parts of the DNV (145a), or the final position, following all of the DNV (145b).

\begin{enumerate}
\item[(145)]
\begin{enumerate}
\item[a.] \[
\left\langle \begin{array}{c}
\text{verb-f} \\
\text{PHON} \langle \text{λουτιαπφιής} \rangle \\
\text{nom-f} \\
\text{PHON} \langle \text{ήυδηθ} \rangle \\
\text{nom-f} \\
\text{PHON} \langle \text{ποτακεν} \rangle
\end{array} \right\rangle
\end{enumerate}
\begin{enumerate}
\item[b.] \[
\left\langle \begin{array}{c}
\text{verb-f} \\
\text{PHON} \langle \text{λουτιαπφιής} \rangle \\
\text{nom-f} \\
\text{PHON} \langle \text{ποτακεν} \rangle \\
\text{nom-f} \\
\text{PHON} \langle \text{ήυδηθ} \rangle \\
\text{nom-f} \\
\text{PHON} \langle \text{ήυδηθ} \rangle
\end{array} \right\rangle
\end{enumerate}
\end{enumerate}

The syntactic tree which corresponds to the sentence \textit{λουτιαπφιής \textit{ήυδηθ} \textit{ποτακεν}} “Sandy bought a nice new car” is given in (146). Strictly speaking, the syntactic structure of the DNV phrase is hidden in the \textit{stem} value of the \textit{dnv-verb-word}, but I show it as part of the sentence here. The verb has two domain objects on its \textit{dom} list, and the domain object of the subject comes between them on the \textit{dom} list of the entire sentence.

\begin{enumerate}
\item[(146)]
\end{enumerate}
2.5.4 Summary

In this section I have shown how the properties of Nuu-chah-nulth DNVs can be accounted for in HPSG, using constructions and Linearization Theory.

2.6 \(?u\)- and Other Grammatical Stems

In Nuu-chah-nulth there is a set of stems that primarily serve a grammatical function. I list some of these stems in (147) below.

(147) \(?u\)-  transitive
\(a\?a(q)-\) who
\(a\?qa-\) what
wayaq- which
yaq- definite relative
q\(^w\)i- indefinite relative
While these stems can be suffixed with a DNV suffix, they cannot be considered nouns (for reasons I discuss in the sections below), and therefore the type of lexeme they are part of must be different from the \textit{dnv-suffixed-lexeme}. Since all DNV forms are suffixed, it might be more perspicuous to rename \textit{dnv-suffixed-lexeme} to \textit{np-dnv-lexeme} to show that its stem is part of a NP. Grouping DNVs with the stems in \textit{bound-stem-list} together under the \textit{non-np-dnv-lxm} type, we now have the partial type hierarchy in (148). Every instance of a DNV will inherit the constraints from one of these types.

(148) \begin{align*}
 & \textit{dnv-stem-form} \\
 & \quad \textit{np-dnv-lxm} \quad \textit{non-np-dnv-lxm} \\
 & \quad \textit{trans-dnv-lxm} \quad \textit{rel-dnv-lxm} \quad \textit{wh-dnv-lxm}
\end{align*}

\subsection*{2.6.1 Transitive Stem}

Denominal verbs formed with \textit{ʔu-} are transitive. They can passivize and the non-agentive noun phrase can be definite. The sentence in (67), repeated here as (149), illustrates the passivizability of \textit{ʔu-} forms. Here, the participant which would be the DNV host is the subject of the passive verb \textit{ʔuyuʔaatxat} “was found by”.

(149) \begin{align*}
 & \textit{ʔuyuʔaatxat} \quad \text{sinix} \\
 & \textit{ʔu-ʔyauʔatxat} \quad \text{sinix} \\
 & \text{TRANS-find-PASS-3.IND dog} \\
 & \text{“He found a dog.” (FW 484)}
\end{align*}

Also, definite noun phrases can occur as the object of an \textit{ʔu-} verb. In (150), the object is a possessed NP.

(150) \begin{align*}
 & \textit{ʔuyuʔikxik} \quad \text{hupkčuuʔakik} \\
 & \textit{ʔu-ʔic-š(q)-s} \quad \text{hupkču-ʔak-ʔitk} \\
 & \text{TRANS-ingest-MOM-1SG dumpling-POSS-2SG.REL} \\
 & \text{“I ate your dumplings.” (FW 307)}
\end{align*}
The stem $\text{?}u$- is clearly not a NP, and it has no real syntactic/semantic value. It serves only as a phonological stem for DNV suffixes in order to create a transitive verb. The feature structure associated with the verb $\text{?}u'iic$ "eat" is shown in (151). The ARG-ST list of the verb has two items on it, thus making it transitive and suitable as a stem for a passive verb form. The synsem of the stem is \textit{null}, because it contributes nothing to the verb except its phonological value.

\begin{align*}
\text{(151)} & \quad \text{PHON} \quad f_{\text{eat}}(\text{？}) = \langle \text{u}iic \rangle \\
& \quad \text{ARG-ST} \quad \langle \text{NP:②, NP:③} \rangle \\
& \quad \text{SYNSEM} \quad \langle \text{eat-rel} \rangle \\
& \quad \text{STEM} \quad \langle \text{null} \rangle
\end{align*}

By extracting the information specific to the suffix -'iic "eat" from (151), we get the general constraints on the \textit{trans-dnv-lexeme} type shown in (152). Specific instances of transitive DNVs will inherit all these constraints and add their own (regarding the precise phonological function and semantics).

\begin{align*}
\text{(152)} & \quad \text{trans-dnv-lexeme} \\
& \quad \text{PHON} \quad f(\text{？}) \\
& \quad \text{ARG-ST} \quad \langle \text{NP:②, NP:③} \rangle \\
& \quad \text{SYNSEM} \quad \langle \text{dnv-rel} \rangle \\
& \quad \text{STEM} \quad \langle \text{null} \rangle
\end{align*}
2.6.2 Relative Stems

Nuu-chah-nulth has two relative stems, one of which is definite (yaq-) and the other indefinite (q-"i-). Verbs which head relative clauses are simultaneously formed with a relative stem and are marked with a relative mood suffix, either the relative or indefinite relative mood.

The sentences in (153) show relative clauses which are acting as nominals, but the sentence in (154) is modifying the noun či:ma “knife”.¹⁸

(153) a. ḥu'aap'tiš Kim yaquwažit̓it̓t̓q Sandy ḥu-`ap-ʔťš Kim yaq-waʔ̓[L]-it̓ʔit̓q Sandy TRANS-buy-3.IND Kim REL.DEF-find-PAST-3.REL Sandy “Kim bought what Sandy found.” (FW 313)

b. ḥaacičičiš Kim qîiyu?aaʔit̓k Sandy ḥaaci-ši(ʔ)-ʔš Kim qîi-(y)uʔa:it̓ʔit̓q Sandy see-MOM-3.IND Kim REL.INDEF-find-2SG.REL Sandy “Kim saw what Sandy found.” (FW 289)

(154) sačkaqʔiš či:ma yaquʔaat̓is
sačk-aq-ʔiš či:ma yaq-(y)uʔa:it̓-is
sharp-very-3.IND knife REL.DEF-find-1SG.INDEF

“The knife that I found is very sharp.” (FW 8)

In Sag’s (1997) analysis of relative clauses in English, the verb heads the relative clause. The argument which is extracted is treated as a non-canonical argument on the verb’s ARG-ST. The feature structure for yaquʔaat̓is in (154) above would be as in (155). The head features of the relative verb include the binary feature MC, or Main Clause, which is negative. For a VP to be a sentence it must be +MC, and so a relative clause headed by yaquʔaat̓is could not be a sentence. The verb in (155) also has a MOD feature indicating that it is the modifier of a noun which is coindexed with the gap item on its ARG-ST.

¹⁸It may seem odd that the definite relative is present with the indefinite relative mood, but this simply indicates that “the bound referent is particularized but indefinite” (Rose 1981, 128).
2.6.3 WH-question Stems

Much like the relative stems above, WH-stems act as hosts for DNV suffixes when they refer to the semantic argument attached to the host. In (156), ?aqa “what” refers to the thing being made. The resulting DNV obligatorily takes the interrogative set of person-mood agreement suffixes, rather than the indicative. DNVs whose hosts are ordinary NPs do not have any such restrictions on them.

(156) ?aaqačiiítik
?aqa-(či)i+[L]-[m]it-k
what-make-PAST-2SG.INT
“What were you making?” (FW 285)

(157) waayaqiítk
waayaq-(či)i+[L]-k
was make-2SG.inter
“Which house are you making anyway?” (FW 287)

When a WH-stem refers to a subject, it cannot serve as host to a DNV suffix. But rather than acting as an NP it acts as a syntactic verb.\footnote{Davis and Sawai (2001) treat subject WH-words as containing an auxiliary suffix -aq. However, they only show it occurring with ?ačča “who”. Note also that the stem waayaq- ends in /aq/, but refers to the object in (157). Rose (1981) does not analyze subject WH-words as containing auxiliary
to the subject of the verb *maahiiqiiit* "make a house", but acts as a verb, taking the past tense and agreement morphology.

(158) ʔačaqith  maahiiqiiit

ʔačaq-(m)it-ḥ mahi-(-č)i-i[L]

who-past-3.int house-make

"Who was making the house?" (FW 286)

2.6.4 Summary

The stems listed in this section cannot be considered NPs, since they never appear as such in the syntax, and they can form transitive DNVs, while NPs cannot. This disjunction was be captured in the type hierarchy, and each of the types with a grammatical stem has its own constraints. I described the constraints on *ʔu*-DNVs in detail, showing that this stem provides a phonological value for input to the morphology of the suffix.

2.7 Summary

In this chapter, I argued that DNVs are created from phrases, and that DNV suffixes attach to the first word of these phrases. I also argued that these host phrases do not exist in the argument structure of the resulting DNV. I discussed the semantics of several DNV suffixes and related them to the sublexical modality of Koenig and Davis (2001), and discussed Van Geenhoven, Van Geenhoven’s (1996, 1998b) analysis of WH-questions in West Greenlandic DNVs and Davis and Sawai’s (2001) arguments against such an analysis for WH-questions in Nuu-chah-nulth DNVs.

I presented an analysis of Nuu-chah-nulth DNVs in HPSG using constructions and Linearization Theory. I divide DNVs into two classes. The first is one in which DNV suffixes are attached lexically to the first word of their host phrase, and this phrase, which contains a DNV suffix, is converted to a verb. The members of the second class of DNVs all have grammatical stems.

---

suffix.
Chapter 3
Comparisons

Nuu-chah-nulth is not the only language with DNV affixes that carry specific meanings. Other Wakashan languages, from both the northern and southern branches, have DNV suffixes with a nearly identical range of meaning. The Eskimo-Aleut languages also have a large number DNV suffixes (Sadock 1980, Johns 2003), and since there is a body of literature concerned with two such languages, a large part of this chapter revolves around West Greenlandic and Inuktitut. Other language families whose languages have a smaller number of DNV affixes include Paleo-Siberian, Salish, Chemakuan, and Tsimshianic.

There has been some discussion in the literature as to whether DNV constructions are a kind of noun incorporation (NI). Sadock (1980, 1991), who discusses West Greenlandic, is of this view, as is Wojdak (2003c), who discusses Nuu-chah-nulth. On the other hand, Sapir (1911a) and Mithun (1984, 1997) argue against placing DNVs with NI. In §3.1, I compare DNVs in four different languages and show how the properties of the DNVs correlate with various other factors in the languages, and how this compares with the typology of NI proposed by Rosen (1989).

Finally, because of the number of analyses given for DNVs in various languages, I contrast them with my own. Wojdak (2003c) presents an analysis of Nuu-chah-nulth DNVs in the framework of the Minimalist Program. I discuss her analysis in §3.2, and present some data which is problematic. Of the various analyses of Eskimo-Aleut languages, I discuss how Sadock’s (1991), Malouf’s (1999), and Johns’ (2003) analyses might be applied to Nuu-chah-nulth.

3.1 DNVs Outside Nuu-chah-nulth

Several languages outside the Southern Wakashan family have DNV constructions, and in this section I discuss three of these, West Greenlandic, Kwak’wala, and Halkomelem. These three languages, plus Nuu-chah-nulth illustrate the diverse properties associated with DNVs cross-linguistically.

3.1.1 Eskimo-Aleut Languages

Eskimo-Aleut languages possess a large number of DNV suffixes: Smith (1978) lists approximately 65 for Labrador Inuittut. The suffixes in (159) below are the among
the most frequently used in West Greenlandic (Van Geenhoven 1998b, 23–25).

(159)  
-lijur  “make”
-tur  “eat, drink”
-rniar  “sell”
-si  “get, buy”
-qar  “have”

The meanings associated with these suffixes are fairly specific, though not as specific as those in Nuu-chah-nulth (Mithun 1999). As Mithun (1999, 50) points out, the Yupik “suffix -tur- ‘eating, wearing, taking, smoking, thinking’, is as general as the English ‘have’ in ‘have an ice cream’, ‘have a jacket’, ‘have Communion’, ‘have a smoke’, and ‘have a thought’.”

(160)  
akutarturtuq “he’s eating Eskimo ice cream” (akutaq “Eskimo ice cream”)
atkugturtuq “he’s wearing a parka” (atkuk “parka”)
augturtuq “he’s taking Communion” (auk “blood”)
puyurturtuq “he’s smoking” (puyuq “smoke”)
umyuarturtuq “he’s thinking” (umyuq “mind”)

West Greenlandic DNVs are formally intransitive, as evidenced by verbal inflection and case marking (Sadock 1980, Baker 1988). Agreement on DNVs is in the intransitive paradigm, marking only the subject, while the transitive paradigm marks both the subject and object. In (161), the DNV timmisartuliorpoq “make an airplane” is marked with the intransitive 3rd person singular subject suffix, -0q, not the transitive -aa, which also indicates a 3rd person singular object. West Greenlandic, being an ergative language, puts both the object of a transitive and the subject of an intransitive in the absolutive case. Subjects of DNVs, like Søren in (161), is in the absolutive case.

(161)  
Suulut timmisartulior-p-oq
Søren(ABS) airplane-make-INDIC-3SG

“Søren made an airplane.” (Sadock 1980, 311)

As in Nuu-chah-nulth, West Greenlandic makes use of an empty stem, pi-, glossed by Sadock (1980) as “thing”.1 The overt object of a pi- verb appears in the instrumental case, as we see with sapannyamik “bead (INST)” in (162).

---

1As Sadock notes, pi- can also take the place of a verbal stem.
DNVs with *pi*- as stems are intransitive, just as are DNVs with nouns as stems: the argument is in instrumental case, not in absolutive case, and is therefore not a direct object. This is not the case with Nuu-chah-nulth DNVs formed with *ʔu*-, which are transitive while DNVs that “incorporate” an NP are intransitive (see §2.6).

Sadock (1980) shows that WH-words can also be stems for DNVs in West Greenlandic, as they are in Nuu-chah-nulth. But unlike in Nuu-chah-nulth, WH-words in West Greenlandic do not obligatorily take DNV suffixes. Thus, *su* “what” can take a DNV suffix, as in (163a), or stand as an overt object, as in (163b).

(163) a. Sutorpit?
   su-tor-p-i INTER-2SG
   “What did you eat?” (Sadock 1980, 312)

   b. Sumik nerivit?
   su-mik ner-i-v-it INTER-2SG
   “What did you eat?” (Sadock 1980, 312)

The same stem, *su*, can appear as the stem of a DNV which is in a relative clause. West Greenlandic differs from Nuu-chah-nulth in this respect: as we saw in §2.6, Nuu-chah-nulth has a two special relative stems, in addition to the WH-stem.

Sadock (1980) claims that West Greenlandic does not allow doubling of the incorporated noun, but does allow stranding of modifiers of the incorporated noun. Thus the sentence in (164), with “sardine” both incorporated and a free argument (and modified by the number 276), is not valid. This lack of doubling, at the very least, does not preclude a syntactic analysis where the incorporated noun is in fact the head of a noun phrase in the syntax. Such an analysis prohibits (164) by something equivalent to the Theta Criterion (Chomsky 1981), which forbids more than one syntactic argument from being assigned the same theta-role.

(164) *276-inik ammassannik ammassattorpoq
   276-inik ammassak-nik ammassak-tor-poq
   276-INST.PL sardine-INST.PL sardine-eat-INDIC.3SG
“He ate 276 sardines (intended).” (Sadock 1986, 28)

However, external modifiers, including numerals, adjectives, and relative clauses, are allowed with DNVs. The external modifier, e.g., the numeral 276 in (165), appears in the instrumental case and precedes the verb. In a free NP, modifiers follow the noun, as *ilivitsut* “whole” and *marluk* “two” follow *nipisat* “lumpfish” in (165).

(165) 

\[
\begin{align*}
\text{Paliitsit} & \quad \text{276-inik ammassattortoq nipisallu} \\
\text{Paliitsit} & \quad \text{276-INSTR.PL sardine-eat-NOM.PART.3SG lumpfish-PL-CONJ} \\
\text{ilivitsut} & \quad \text{marluk} \\
\text{ilivitsut-t marluk} \\
\text{whole-PL two} \\
\end{align*}
\]

“…that Paliitsit ate 276 sardines and two whole lumpfish.”  
(Sadock 1986, 28)

Sadock (1986) notes that the sentence in (165) also illustrates that the stem of a DNV can be part of a conjunction. This behaviour is also similar to Nuu-chah-nulth (see §2.3.1).

As regards external modifiers, Van Geenhoven (1998b) argues that these modifiers are in fact full NPs, as all modifiers “are formally nouns” (Sadock 1980, 306), being either root nouns or nouns derived from verbs. External modifiers appear in the same case (i.e., instrumental) as demoted objects in antipassive verbs. In (166a), *arnamik* “woman” is the demoted object of an antipassive verb and is in the instrumental case, as is the external modifier *kusanartumik* “beautiful” in (166b), which involves a DNV.

(166)  

\[
\begin{align*}
\text{a. Angut arnamik unataavoq.} \\
\text{man(ABS) woman-INSTR beat-ANTIPASS-INDIC-3SG} \\
\text{“The man beat a woman.” (Sadock 1980, 306)} \\
\text{b. Kusanartumik sapangarsivoq.} \\
\text{beautiful-NOM-INSTR bead-get-INDIC-3SG} \\
\text{“He bought a beautiful bead.” (Sadock 1980, 307)} \\
\end{align*}
\]

Another similarity to Nuu-chah-nulth is that Eskimo-Aleut languages do not make use of compounding (Sadock 1991). Therefore, they cannot have compounding NI, where a verb and a noun compound to form a verb.
3.1.2 Kwak’wala

All members of the Wakashan family have DNV suffixes, and they seem to have been present in Proto-Wakashan. When comparing Nuu-chah-nulth with Kwak’wala, Sapir (1911b) presents a number of DNV and other lexical suffixes in the two languages which appear to be cognate. Within the southern branch many of the DNV suffixes of Makah have obvious cognates in Nuu-chah-nulth. In his list of lexical suffixes, Davidson (2002) gives both the Nuu-chah-nulth and Makah forms for many of them. To take a single example, the Nuu-chah-nulth suffix -nak “have” has the cognates given in (167) in Kwak’wala and Makah.2

(167) The suffix “have” in three Wakashan languages

<table>
<thead>
<tr>
<th>Language</th>
<th>Suffix</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nuu-chah-nulth</td>
<td>-nak</td>
</tr>
<tr>
<td>Kwak’wala</td>
<td>-nukw  (Sapir 1911b, 17)</td>
</tr>
<tr>
<td>Makah</td>
<td>-dakw  (Davidson 2002, 363)</td>
</tr>
</tbody>
</table>

The similarity of Nuu-chah-nulth and Makah in general suggests that DNV suffixes in the two languages may have the same properties, but there is little information on this topic in Makah. On the other hand, Anderson (1992) discusses DNVs in Kwak’wala in some depth. One primary difference between Kwak’wala and Nuu-chah-nulth is the ability in Kwak’wala to double the stem of a DNV with an overt object. In (168), q’amdzakʷ “salmonberry” appears twice: once as the host of the DNV suffix -ila “give feast”, and again as the syntactic object. The DNV is transitive, as we can see from the OBJ case marking on (the word before) salmonberries.3

(168) q’amdzakʷ-ila-ixsl-ida

salmonberry-give feast-want DET man-OBJ salmonberries

“[when] the man wants to give a salmonberry feast (of salmonberries)”

(A Anderson 1992, 30)

Kwak’wala also exhibits what at first glance appears to be the same clitic-like behaviour we found in Nuu-chah-nulth DNV suffixes, but a closer examination reveals this behaviour to be due to the transitive nature of Kwak’wala DNVs. The verb k’alxk’aaxa “eat raw” is constructed by reduplicating the root k’alx “raw”.4

---

2 Makah has shifted nasals to voiced obstruents (see Kinkade 1985).
3 Case markers and determiners surface as enclitics to the word preceding the NP to which they belong (Anderson 1984). Thus the determiner -ida appears on the verb because it precedes the noun bogʷanama “man”.
4 See Boas (1911) for a discussion of this particular reduplication pattern, C₁V(C)C₂C₁aC₂.
t'amxu'ali “gooseberries” is the syntactic object, as we can see from the case marking. In (169b), however, the verb has been passivized and q'isina “currants” is the subject, rather than the object.

(169) a. k'alxk'axa-ʔaxa-ida bakʷama-χa t'amxʷali
eat.raw-also-DEM Indians-OBJ gooseberries

“The Indians also eat raw gooseberries” (Anderson 1992, 34)

b. la-i k'alxk'axa-suʔ-am-χat-ida q'isina
AUX-they eat.raw-PASS-really-also-DEM currants

“Raw currants are also eaten” (Anderson 1992, 34)

The principal difference between Kwak'wala and Nuu-chah-nulth is the transitivity of the resulting verb. Stranding and doubling are allowed in Kwak’wala because DNVs are transitive, and they are disallowed in Nuu-chah-nulth because DNVs are intransitive. The analysis I presented in §2.5 can easily handle Kwak’wala DNVs, since the only difference is the transitivity of the resulting verb. A verb like q'amdzakʷ “give a salmonberry feast” would have a feature structure like that in (170). The argument structure of the DNV contains two items which correspond to the subject and the object. When the object is the same as the DNV host, as in (168) above, the salmonberry-rel will simply appear twice in the semantics of the sentence.

(170) 

\[
\begin{align*}
\text{PHON} & \langle q'amdzak^w \rangle \\
\text{SYNSEM} & \left\{ \begin{array}{c}
\text{ARG-ST} \langle \text{NP:1}, \text{NP:2} \rangle \\
\text{DOM} \ 4 \ \text{STEM} \\
\text{CONT} \ | \ \text{LZT} \ 2 \\
\text{UND} \ 2 \\
\text{DOM} \ 4 \\
\end{array} \right\} \\
\text{DOM} & \ 4 \\
\text{STEM} \end{align*}
\]

3.1.3 Halkomelem

Halkomelem, a Coast Salish language, has a very small number of DNV prefixes, which I list in (171). The meanings associated with them are somewhat general,
so DNVs formed with c- can mean “have X”, “get X”, “make X” or “do X”. And as we have seen in Nuu-chah-nulth and West Greenlandic, the suffix meaning “eat”, can also mean “drink”, as in l-tih “drink tea”.

(171) Halkomelem DNVs (Gerdt and Hukari 2003)

| c- “have, get,” | kw’amlaxw “root” | c-kw’amlaxw “get roots” |
| make, do” | snaxw’ol “canoe” | c-snaxw’ol “make, have a canoe” |
| l- “ingest, partake” | saplil “bread” | l-saplil “eat bread” |
| txw- “buy” | lelom’ “house” | txw-lelom’ “buy a house” |
| | saplil “bread” | txw-saplil “buy bread” |

Gerdt and Hukari (2003) show that DNVs in Halkomelem allow doubling, but do not allow the stranding of modifiers. An NP co-referent with the stem of the DNV can occur syntactically as an oblique argument. In (172), sq”il’maxw pay “blackberry pie” is marked with the oblique marker ?a.

(172) nem’t ct l-pay ?a t6a sq”il’maxw pay.
    go we eat-pie OBL DET blackberry pie
    “We are going to eat blackberry pie.” (Gerdt and Hukari 2003)

The reason that the doubled NP is in the oblique case is that DNVs are surface intransitive (Gerdt and Hukari 2003). An NP co-referent with the stem of the DNV is prohibited as a direct object, with or without the transitive marker -t on the DNV.

(173) *”ni” txw-ka:(-t) kw0o ka:
    AUX buy-car(-TR) DET car
    “He bought a/the car.” (Gerdt and Hukari 2003)

While doubling is permitted (in oblique case), modifiers may not be stranded. In (174), sq”il’moxw “blackberry” cannot modify the stem of the DNV, pay “pie”, either in oblique case or not.

(174) *nem’ l-pay (?”a) kw0o sq”il’moxw.
    go eat-pie OBL DET blackberry.
    “Go and have the blackberry pie (intended).” (Gerdt and Hukari 2003)

In regard to doubling and stranding, Halkomelem is the opposite of West Greenlandic, which allows stranding but not doubling, as we saw in (3.1.1). I discuss the differences in (3.1.5), but for now, note that modifiers cannot normally appear without an overt noun.
Although stranding of modifiers is not allowed, stranding of heads is allowed in Halkomelem. The sentences in (175) show the prefix c- “have, etc.” attaching to a modifier, thereby stranding the noun.

(175) a. ?i ¿ọ c ¿ow’ c-p’aq’ šx’piw’ən?
   AUX Q 2SUB LINK DNV-white shirt
   “Do you have a white shirt?” (T. Hukari, p.c., 2003)

b. ?i ¿ọ c ¿ow’ c-xew’s ṣaqiw’s?
   AUX Q 2SUB LINK DNV-new pants
   “Do you have a new pair of pants?” (T. Hukari, p.c., 2003)

Note that the head is not marked by an oblique marker as it would be in a case of doubling. In Halkomelem, as in Nuu-chah-nulth, an entire noun phrase can be verbalized.

3.1.4 Are DNVs a kind of Noun Incorporation?

The nature of noun incorporation has been a controversial issue for around 100 years now, and it is not settled yet. Kroeber (1909) described NI as “the combination into one word of the noun object of the verb and the verb functioning as the predicate of the sentence,” while Sapir (1911a) took issue with the conflation of morphology and syntax that this definition required. He suggested that it was a specific type of noun-verb compound, much like synthetic compounds in English (e.g., truck-driver “someone who drives trucks”).

In more recent discussions of NI, Mithun (1984) claims, like Sapir, that it is a case of lexical compounding, and divides it into four separate types representing four stages of a progression towards full NI. NI begins with the lexical compounding of a noun and a verb, which is followed by a deeper manipulation of argument structure, as oblique arguments are moved into the vacant position left by the incorporated noun. In the third stage, NI affects the discourse structure, backgrounding the incorporated noun. The incorporated noun in the fourth stage acts as a classifier, leaving the direct object position open for an ordinary NP. Baker (1988) proposes a syntactic analysis, and Sadock (1980, 1985, 1991) calls for a non-hierarchical grammar where morphology and syntax both play a role in noun incorporation. Arguing for a lexical analysis, Rosen (1989) simplifies Mithun’s four types of incorporation into two: compound (these decrease the verb’s valence), and classifier (these do not decrease the verb’s
valence, but the argument must be more specific than the incorporated noun).

Arising from this argument over which component of the grammar is responsible for noun incorporation is the matter of which constructions to call "noun incorporation". There are two types of incorporation according to the lexical compound analysis, NI proper and DNVs (Mithun 1986). NI is the compounding of two unbound words, a noun and a verb. In DNVs, the verb is a bound morpheme — it cannot stand as a verb on its own. While the proponents of lexical compounds need to make this distinction, those who use syntactic approaches do not, since it must be assumed that morphology is handled by the syntax. Indeed, Sadock has based his work on NI primarily on the DNVs in West Greenlandic.

There is still no consensus on these issues. What we need to do is separate the two problems. What, if any, are the implications to the lexical analysis if DNVs were included in NI? Are there consistent differences between DNVs and NI beyond the obvious morphological difference? The typology of DNVs I describe in the next section seems to mirror the typology of noun incorporation that has been discussed in the literature.

3.1.5 Typology

I summarize the properties of DNVs in Halkomelem, Kwak’wala, West Greenlandic and Nuu-chah-nulth in (176).

(176)

<table>
<thead>
<tr>
<th></th>
<th>West Greenlandic</th>
<th>Halkomelem</th>
<th>Kwak’wala</th>
<th>Nuu-chah-nulth</th>
</tr>
</thead>
<tbody>
<tr>
<td>transitive DNVs</td>
<td>no</td>
<td>no</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>oblique arguments</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>null-headed NPs</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>doubling</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>modifier stranding</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>head stranding</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
</tbody>
</table>

Kwak’wala is entirely transitive, allowing complements in direct object case. Kwak’wala allows both the doubling of the stem of the DNV suffix and stranding
of the stems modifiers. This matches Rosen's (1989) claim for NI, that transitive noun-incorporating verbs (i.e., classifier NI) will allow stranding and/or doubling. West Greenlandic and Halkomelem DNVs are intransitive: they allow only oblique objects. But West Greenlandic allows stranded modifiers, and Halkomelem allows doubled nouns. These facts run counter to Rosen's claim for NI, that intransitive noun-incorporating verbs (i.e., compounding NI) will allow neither stranding nor doubling. However, the DNVs in these two languages are not fully intransitive since they can take complements, just not in the direct object case. This situation is quite different from that of Nuu-chah-nulth, where DNVs are absolutely intransitive and permit no complements.\(^5\) Nuu-chah-nulth DNVs allow neither stranding nor doubling. Thus, after taking into account the oblique transitivity of West Greenlandic and Halkomelem, all four cases of DNVs fit Rosen's claim of two kinds of NI: transitive and intransitive. West Greenlandic, Halkomelem and Kwak'wala DNVs are transitive and allow stranding and/or doubling, while Nuu-chah-nulth DNVs are intransitive and do not.

Rosen (1989) also hypothesizes that transitive (classifier) NI interacts with a language's permitting null-headed NPs. She suggests that in languages with transitive NI, those which also allow null-headed NPs will exhibit stranding while those that do not allow such NPs will prohibit stranding. The reason for this patterning is that stranding is essentially the same as doubling, except that stranded modifiers belong to NPs with a null head. This neatly accounts for the fact that Halkomelem allows doubling but not stranding: it forbids null-headed NPs. On the other hand, Kwak'wala allows both doubling and stranding because it also allows null-headed NPs. Nuu-chah-nulth DNVs are intransitive, so we cannot see any effects of the null-headed NPs which are possible in the language. West Greenlandic presents a problem: DNVs are obliquely transitive, and stranding is permitted, as we would expect since the language allows null-headed NPs, but doubling of the stem noun is forbidden. Anderson (2000, 31) suggests that languages like West Greenlandic which prohibit doubling but allow stranding "do not regard identical nominals as mutually informative." In other words, West Greenlandic DNVs can take oblique complements which contribute their meaning to the thematic role of the DNV stem.

\(^5\)Strictly speaking, I am referring only to those DNVs which semantically have two arguments — those with three semantic arguments are of course transitive, but the direct object has a different thematic role than the host, so it cannot count as doubling or stranding.
but the meaning they contribute cannot be identical to that of the stem.

The final feature of DNVs I discuss here is whether a language strands the head by suffixing a modifier of it, as in Nuu-chah-nulth, Kwak’wala and Halkomelem. These three languages share no feature with respect to DNVs other than this one so it must be an independent feature, one which I have argued is the ability of a NP to be the host of a DNV suffix. Now we have four independent features: a) the transitivity of DNVs, b) the possibility of null-headed NPs, c) the possibility of two identical nominals referring to the same thematic role, and d) the possibility of NPs as hosts of DNV suffixes. It is likely that the transitivity of DNVs in a language is a property of DNVs only, and unrelated to any other part of the language, but the possibility of null-headed NPs is, as Rosen (1989) remarks, a property of a language as a whole. As for the other two features, it is not clear whether these are specific to DNVs, or properties which have ramifications elsewhere in the grammar.

3.2 Wojdak’s Analysis of Nuu-chah-nulth DNVs

Wojdak (2003a,b,c) presents an analysis of DNVs in Nuu-chah-nulth in the Minimalist Program (MP) framework. She argues that Nuu-chah-nulth DNV suffixes are affixal verbs (that is, they are merged into the tree under V, but require a stem) and non-\(\mu\)-DNV stems are moved post-syntactically at phonological form (PF).

3.2.1 Wojdak’s Arguments Against a Lexical Analysis

Wojdak (2003c) presents three arguments against a lexical analysis of Nuu-chah-nulth DNVs which I will address in turn. Her first argument is that the choice of a stem refers to syntactic output; that is, DNV suffixes attach to the first word of a phrase. But as I have shown, this phenomenon can be accounted for in HPSG with a larger inventory of more specific phrase types. The existence of such an inventory has been argued for to account for entirely different constructions, such as idioms (Riehmann 2001) and relative clauses (Sag 1997).

Wojdak’s second argument involves the semantic interpretation of the DNV and its host. The problem is that the DNV and the stem to which it attaches do not form a semantic unit: the suffix forms a semantic unit with the noun phrase that the modifier which the suffix attaches to belongs to. However, as I have shown, it is possible to introduce the semantic relations of the DNV at the lexical level and have
them percolate to the phrase level.

Wojdak’s final argument against a lexical analysis is that it would have to stipulate that $\tilde{u}$- DNVs are transitive while those whose host is an NP are intransitive. I agree that this is necessary, and I add that there is a further difference with $\tilde{u}$- forms which suggests that DNV suffixes should not be treated as verbs.

3.2.2 Definite NPs

Wojdak assumes that DNV suffixes are bound transitive verbs. A DNV suffix is therefore inserted into the syntax as the head of a VP. Because it is a suffix, it must attach to a stem. One possible stem is $\tilde{u}$-, which has no semantic value and is merged adjacent to the DNV. If $\tilde{u}$- is not present, then the first word of the object is moved post-syntactically to adjoin the DNV.

(177) (Adapted from Wojdak 2003a)

a. VP
   V
   $\tilde{u}$
   -iip
   Ø
   get

   taana
   money

   b. VP
   V
   taana
   -iip
   money

   get

The complements of the DNV suffixes in (177a) and (177b) are identical. But, as we saw in §2.4, and Wojdak (2003b) shows, DNV suffixes cannot attach to the first word of a definite NP. Wojdak assumes that definite NPs are in fact DPs, as in (178).
Wojdak notes that if ?u- were not merged with a DNV and a DP such as this were its complement, then the definite suffix -?i., which is linearly the first item of the DP, would be moved post-syntactically to adjoin to the DNV suffix, which is clearly ungrammatical. Her (2003b) proposal for banning this impossible situation is to specify that only bare NPs are selected as complements of DNV suffixes. But definite NPs (i.e., DPs), are possible when ?u- is the stem of a DNV. I repeat example (150) from §2.6 as (179) below. The object, hupkču-r?akitk “your dumplings”, is a definite NP.

(179)  ṭučičsiks hupkču-r?akitk
      ?u-č-šik-s hupkču-a-k-šik
      it-ingest-MOM-1SG dumpling-POSS-2SG.REL
      “I ate your dumplings.” (FW 307)

The difference between DNVs formed with ?u- and those which have a phrasal domain of affixation extend beyond transitivity. While the “object” of a DNV must be indefinite when its first word is the stem of the DNV, there is no such restriction on a DNV whose stem is ?u-. Thus, contrary to Wojdak’s claim, DNVs can select DP objects. This is an empirical difference between DNVs that incorporate and those that take the “expletive” ?u-.

3.2.3 Summary

Of Wojdak’s arguments against a lexical analysis of Nuu-chah-nulth DNVs, the analysis I presented in chapter 2 overcomes two, and the third is countered by additional data regarding the difference between DNVs formed from ?u- and those formed from noun phrases.
3.3 Eskimo-Aleut Analyses

In this section I discuss two analyses of Eskimo-Aleut DNVs and to what extent they are portable to Nuu-chah-nulth. I discuss Sadock's Autolexical account of West Greenlandic in §3.3.1, and then Johns' light verb account of DNVs in several Eskimo-Aleut languages in §3.3.2.

3.3.1 Sadock's Analysis

Sadock (1985, 1991) has developed a model of language in which each component of grammar (syntax, morphology, semantics, phonology, etc.) is an independent module. Instead of a derivation proceeding through an assembly line of modules, as in the Chomskyan tradition, each of Sadock's modules interact with each other simultaneously. Linguistic universals are encoded in constraints on the interaction of the modules. Two such sets of constraints handle mismatches between the morphology and syntax modules. The Linearity Constraint is concerned with the mismatches in linear order between the syntactic and morphological modules, while the Constructional Integrity Constraint deals with constituency mismatches between these two modules.

(180) Linearity Constraint (Sadock 1991, 103)

a. Strong:
   The associated elements of morphological and syntactic representations must occur in the same linear order.

b. Weak:
   The associated elements of morphological and syntactic representations must occur in as close to the same linear order as the morphological requirements of the lexemes allow.

(181) Constructional Integrity Constraint (Sadock 1991, 103)

a. Strong:
   If a lexeme combines with a phrase P in the syntax and with a host in the morphology, then the morphological host must be associated with the head of the syntactic phrase P.

b. Weak:
   If a lexeme combines with a phrase P in the syntax and with a host in the
morphology, then the morphological host must be associated with some element of the syntactic phrase P.

The reason for a weak and a strong version of the two constraints is to restrict the degree of freedom that syntax and morphology have with respect to each other via the Morphosyntactic Homomorphism Condition (MHC). The MHC states that if either the LC or CIC is completely disobeyed, then the strong version of the other constraint must be obeyed. The cliticization of determiners in Kwak'wala is an example where the CIC is disobeyed, but the Strong LC is obeyed. The clitics -ida, x and a are syntactically associated with the phrases following the words they are morphologically attached to, but they appear in the same linear position in the morphological and syntactic modules.

(182) a. la-i aχ̃ed-ida ts'adaqa-x-a h̃uʔ在线咨询
AUX-PRO takes-the woman-OBJ-the dishes
"The woman takes the dishes." (Sadock 1991, 64)

b. Kwak'wala (Sadock 1991, 65)

A violation of the LC would appear as crossed lines in the interface between the two modules, represented by the dashed lines. The MHC is satisfied with respect to the clitics because they conform to the Strong LC while at the same time they violate the CIC.

Sadock (1991, 105) defines syntactic incorporation as a lexeme combining "with a stem in the morphology and with a phrase in the syntax," and proposes
the defeasible Incorporation Principle, which states that such a lexeme will obey the Strong CIC. Since the LC does not hold for syntactic incorporation, there is an ambiguity as to which direction it is violated in: does the noun “move” next to the verb, or does the verb “move” next to the noun in noun incorporation? Sadock points out that the morphological head (i.e., the part that determines the category of the resulting stem) always remains in its syntactic position. In other words, the noun “moves” next the verb.

Sadock analyzes West Greenlandic DNVs as syntactic incorporation, where the head of an NP in the instrumental case in the syntax is the stem of a verb in the morphology. Nuu-chah-nulth DNVs present a problem for this kind of analysis: it is not the head but the first word of an NP which the “verb” attaches to. This is a violation of both the Strong LC and the Strong CIC: if we assume the DNV suffix is a verb in the syntax, then the first word of the NP ends up to the left of the verb while the rest of the NP is to the right of it (violating the Strong LC), and morphological host that the verb is attaching to is not the head of the NP (violating Strong CIC). Because the Strong CIC is not obeyed, the Incorporation Principle is violated.

Another problem in applying Sadock’s syntactic incorporation analysis to Nuu-chah-nulth is the stem ?u-. As we saw in §2.6, DNVs formed with ?u- are fully transitive, while those incorporating an NP are not. This suggests that, as a verb, each DNV suffix selects an oblique when it incorporates and a direct object when it attaches to ?u-.

3.3.2 Johns’ Analysis

Johns assumes that DNV suffixes in Inuktitut are instances of obligatorily incorporating verbs. Not all Inuktitut verbs are incorporating, however. Johns’ assumption leads her to pose three questions (Johns 2003, 6), which I repeat in (183).

(183)  a) Why is noun incorporation obligatory when it is possible?
   b) Why is it restricted to a certain set of verbs? and
   c) Why is it restricted to these particular verbs and not others?

Johns’ considers the semantic content of DNV suffixes and, making use of Koenig and Davis’s (2001) model of lexical semantics, suggests that DNV suffixes have a modal component but lack a situational core, and that any verb in Inuktitut that lacks a situational core must incorporate a word that does have one, e.g., a
noun. Following proposals made by Harley (2001), Johns considers verbs which lack a situational core to be light verbs.

Johns derives all DNVs in Inuktitut from three semantic operators: Quantity (Q), Negation ('), and Identity (I). The basic light verb types are possession, identity, and iterativity, which are exemplified in (184).\(^6\)

(184)  

a. Possession:

qimmi-qaq-tunga  
dog-have/exist-INTR.PART.1SG

"I have a dog." (Iqaluit) (Johns 2003, 13)

b. Identity:

Saali ilisajju-juq  
sally teacher-be-INTR.PART.3SG

"Sally is a teacher." (Mittimatalik) Johns (2003, 13)

c. Iterativity:

qukiuti-liri-juq  
rifle-do.with-INTR.PART.3SG

"He/she is playing with/fixing the rifle." (Mittimatalik) (Johns 2003, 16)

The light verb of possession is devoid of all semantic content, and Johns represents it as [ ]. The identity verb is represented as [ I ], and the iterativity verb as [ Q ]. To each of these basic light verbs Johns adds the semantic operators in different ways to account for each of the DNV suffixes in Inuktitut. For example, the suffix -ngur "become" has the quantity operator applying to the identity operator: [ QI ].

The syntax of DNVs, in Johns' view, is as in (185). The noun originates in [Comp, vP], and moves to v, where it adjoins to the DNV suffix.

(185)  

\[
\begin{align*}
&vP \\
&v \longrightarrow XP \\
&\text{XP}_1 \longrightarrow v
\end{align*}
\]

As I discuss in detail in the following sections, the DNV suffixes in Nuu-chah-nulth do not suit an analysis like that proposed by Johns for Inuktitut. The

\(^6\)Johns draws her examples from several Eskimo-Aleut languages.
semantic differences in Nuu-chah-nulth DNVs cannot be reduced to differences in modality, and some Nuu-chah-nulth DNVs are semantically ditransitive, which, in Johns' approach, would involve an additional phrasal level that is incompatible with a light verb analysis.

3.3.2.1 Modality

Consider the Nuu-chah-nulth suffixes which involve possession listed in (186).

(186) -næk “have” -ʔa’ta “need”
     -ʔap “buy” -ʔip “get”
     -ʔək “take” -ʔyi “give”

According to Johns, the difference between -næk “have” and -ʔa’ta “need” is one of negation. The corresponding suffixes in Inuktitut, -qaq “have” and -ʔruti “lack”, have the representations [ ] and [ ] respectively. But there is more to the semantics of Nuu-chah-nulth -ʔa’ta than not possessing something — it implies that while the possession relation does not hold, it should. The “should” meaning is what we get from a deontic modal. The simple negation of possession is accomplished either by the use of the negative existential verb wikiiit or by attaching the “have” suffix to the negative stem wik.7

(187) a. wikituks ʔiniik
     wikit-uk-s ʔiniik
     not.exist-POSS-1SG dog
     “I don’t have a dog.” (FW 355)

b. wiknaaks ʔiniik
     wik-na’k-s ʔiniik
     NEG-have-1SG dog
     “I don’t have any dogs.” (FW 356)

The difference between -næk “have” and -ʔa’ta “need” can be captured by Koenig and Davis’s (2001) deontic modal base, so perhaps Johns’ approach should be modified to include a deontic operator.

As I demonstrated in §2.2, it is not possible to differentiate the meanings of -ʔip “get”, -ʔək “take”, and -ʔap “buy” on the basis of the modals used by Koenig

7It is quite likely that the verb wikiiit “not exist” is historically derived from the negative particle and some DNV suffix, but the suffix is no longer productive, only showing up on this one word.
and Davis (2001). Johns’ modal operators fare no better in this regard. Each of these
suffixes are an inchoative form of possession, represented by Johns as Q[ ] — all three
meanings are represented by a single suffix in Inuktitut. There is no way to add the
appropriate meaning with the three modal operators that Johns uses.

3.3.2.2 Corresponding Unincorporating Verbs

At least one DNV suffix in Nuu-chah-nulth has a corresponding “unincorporating” verb with the same meaning. The suffix -'a:p and the verb makuk both mean
“buy”. This is problematic for Johns’ analysis because she claims that the difference
between incorporating and free verbs is semantic: incorporating verbs (DNV suffixes)
lack a situational core. For her, if a verb incorporates, then it must be more general
in meaning than a free verb with similar meaning. This does not seem to be the case
with -'a:p and makuk.

3.3.2.3 Ditransitive DNVs

Another problematic suffix for Johns’ approach is -ayi: “give”. In Eskimo-
Aleut languages, DNVs may be transitivized, thus adding an additional argument — an agent. DNV suffixes can still be treated as light verbs in these words because the agent is introduced by morphology on the entire N+V stem. But DNVs formed with
-ayi are inherently transitive, and therefore cannot be analyzed as light verbs.

While the Ahousaht dialect of Nuu-chah-nulth has, to the best of my know-
ledge, only one syntactically transitive (semantically ditransitive) DNV suffix, Davidson’s (2002) lists -hin “deprive”, the opposite of give, for the dialect of Tseshaht and
-si’ca:p “send”, a type of giving, for Makah.

3.3.2.4 Summary

Nuu-chah-nulth presents three problems for Johns’ light verb analysis. First, the
differences between the meanings of Nuu-chah-nulth DNVs cannot be reduced to
differences in sublexical modality. Johns assumes that only the modal component of
DNV suffixes is specified. Second, like Wojdak, Johns treats DNV suffixes as verbs,
but I have shown that this is not compatible with the data, particularly with respect
to DNVs formed from the transitive stem ?u-. Finally, the existence of semantically
ditransitive DNVs in Nuu-chah-nulth is problematic, since Johns must analyze these
as having a complex syntactic structure.

3.4 Conclusion

In this chapter, I compared DNV constructions in four languages, West Greenlandic, Kwak’wala, Halkomelem, and Nuu-chah-nulth. I discussed the properties associated with DNVs in each of these languages and how they relate to the presence of other properties, such as allowing null-headed NPs. I also compared Wojdak’s (2003a, 2003b, 2003c) analysis of Nuu-chah-nulth DNVs with the analysis I presented in the previous chapter. I show that her analysis does not account for all the facts, particularly with respect to transitivity and DNVs formed from the transitive stem $\text{?u}$-. Finally, I explored two analyses of Eskimo-Aleut DNVs, one proposed by Sadock (1991) and one by Johns (2003), and discussed the problems that Nuu-chah-nulth poses for each of them.
Chapter 4
Conclusions

In this thesis, I discussed a class of suffixes in Nuu-chah-nulth which create denominal verbs. I presented an analysis of these verbs within the framework of HPSG, making use of recent developments in the areas of constructions and linearization. I compared my analysis with that of Wojdak (2003a,b,c), who analyzes the same class of suffixes from a Minimalist Program perspective, and also with the analyses similar suffixes in Eskimo-Aleut languages by Sadow (1980, 1991) and Johns (2003).

4.1 Data and Analysis

I argued in chapter 2 that DNVs are formed from noun phrases rather than nouns. DNV suffixes in Nuu-chah-nulth attach to the first word of a noun phrase which corresponds to one of the semantic arguments of the resulting DNV. NPs which include modifiers and those with conjoined nouns can both have their first words suffixed by a DNV suffix. These suffixes thus exhibit an interaction between word formation and syntactic structure unlike typical morphology. Rather, they behave more like clitics, as Miller (1992) and Halpern (1995) describe them.

I also argued that the “incorporated” noun is not a syntactic argument. The behaviour of most DNVs is identical to that of intransitive verbs with respect to passivization and imperative agreement. Exceptions to this generalization are DNVs with three semantic arguments and DNVs formed with the transitive stem ?u-; both of these types are surface transitives.

A further distinction between DNVs formed from noun phrases and those formed from the stem ?u- is that “incorporated” NPs cannot be definite in the former, while their unincorporated counterparts can be in the latter.

I discussed the semantics of DNVs as the relate to the suggestions of Koenig and Davis (2001) for the structure of lexical semantics. In particular, they split semantics into two components, a set of semantic relations and a set of modal operators which apply to the relations. While many DNVs share a small number of semantic relations (particularly the possessive relation), others do not. It is not clear why the semantic relations are distributed in this way.

A DNV built from a noun phrase is inserted in the syntax as an ordinary verb — it just happens to be syntactically complex. To begin with, a DNV-marked noun
phrase is a noun phrase, and all the constraints that apply to a noun phrase apply to it. But this type of noun phrase contains a word with a DNV suffix on it. This DNV-marked noun phrase then undergoes a change of category, from noun phrase to verb, so that it may appear in the syntactic position of a verb in a sentence.

It was necessary to make a distinction between phrases which can appear in the syntax and those which cannot, just as there is a distinction between words, which can appear in the syntax, and lexemes which do not.

Subjects can appear between the first word and the remainder of the incorporated NP, and so I proposed that DNVs are made up of two domain objects, corresponding to those two units. The remainder and the subject are both in the same topological field, and so either can appear before the other, but both follow the first word of the incorporated NP.

4.2 Comparisons

I compared Nuu-chah-nulth DNVs with those in West Greenlandic, Kwakwala, and Halkomelem, and found each had different properties. Only Kwakwala DNVs are completely transitive, with syntactic arguments co-referent with the incorporated noun, though West Greenlandic and Halkomelem allow oblique co-referent arguments. This transitivity (or semi-transitivity) interacts with whether the language allows null-headed NPs: a language which satisfies both requirements also allows stranded modifiers. The ability to strand heads (like Nuu-chah-nulth) seems to be unrelated to other features of the languages.

Wojdak (2003a,b,c) proposes a Minimalist Program analysis of Nuu-chah-nulth DNVs, and presents three arguments against a non-syntactic analysis. I showed that my analysis overcomes two of these, and that her third argument falls through. This last argument held ?u- forms of DNVs would have to be accounted for separately from incorporating forms in a non-syntactic analysis. While this is true, I showed that there is empirical evidence against treating the two phenomena in the same way: DNVs with a NP host are intransitive, but ?u- forms are transitive.

Because of the similarity of Nuu-chah-nulth DNVs to those in Eskimo-Aleut languages, I also examined the applicability of two analyses of the latter. Sadock (1980, 1991) analyzes West Greenlandic DNVs using his Autolexical Grammar, where the suffixes are verbs in the syntax. This approach would fall afoul of the difference between transitive and intransitive DNVs in Nuu-chah-nulth (West Greenlandic
DNVs are intransitive whether they incorporate a noun or not). The other analysis I discussed is that of Johns (2003) for Inuktitut. I show that the semantic difference between certain suffixes in Nuu-chah-nulth cannot be reduced to differences in modality, as Johns claims for Inuktitut. Also, the existence of ditransitive suffixes is not predicted by her analysis.
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