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In the first part of this dissertation, the phenomenon of self-sustained pressure oscillations due to the flow past a circular, axisymmetric cavity, associated with inline gate valves, was investigated. In many engineering applications, such as flows through open gate valves, there exists potential for coupling between the vortex shedding from the upstream edge of the cavity and a diametral mode of the acoustic pressure fluctuations. The effects of the internal pipe geometry immediately upstream and downstream of the shallow cavity on the characteristics of partially trapped diametral acoustic modes were investigated numerically and experimentally on a scaled model of a gate valve mounted in a pipeline that contained convergence-divergence sections in the vicinity of the valve. The resonant response of the system corresponded to the second acoustic diametral mode of the cavity. Excitation of the dominant acoustic mode was accompanied by pressure oscillations, and, in addition to that, as the angle of the converging-diverging section of the main pipeline in the vicinity of the cavity increased, the trapped behavior of the acoustic diametral modes diminished, and additional antinodes of the acoustic pressure wave were observed in the main pipeline.
In addition to that, the effect of shallow chamfers, introduced at the upstream and/or downstream cavity edges, was investigated in the experimental system that contained a deep, circular, axisymmetric cavity. Through the measurements of unsteady pressure and associated acoustic mode shapes, which were calculated numerically for several representative cases of the internal cavity geometry, it was possible to identify the configuration that corresponded to the most efficient noise suppression. This arrangement also allowed calculation of the azimuthal orientation of the acoustic modes, which were classified as stationary, partially spinning or spinning. Introduction of shallow chamfers at the upstream and the downstream edges of the cavity resulted in changes of azimuthal orientation and spinning behaviour of the acoustic modes. In addition, introduction of splitter plates in the cavity led to pronounced change in the spatial orientation and the spinning behaviour of the acoustic modes. The short splitter plates changed the behaviour of the dominant acoustic modes from partially spinning to stationary, while the long splitter plates enforced the stationary behaviour across all resonant acoustic modes.

Finally, the evolution of fully turbulent, acoustically coupled shear layers that form across deep, axisymmetric cavities and the effects of geometric modifications of the cavity edges on the separated flow structure were investigated using digital particle image velocimetry (PIV). Instantaneous, time- and phase-averaged patterns of vorticity provided insight into the flow physics during flow tone generation and noise suppression by the geometric modifications. In particular, the first mode of the shear layer oscillations was significantly affected by shallow chamfers located at the upstream and, to a lesser degree, the downstream edges of the cavity.

In the second part of the dissertation, the performance of aortic heart valve prosthesis was assessed in geometries of the aortic root associated with certain types of valve diseases, such as aortic valve stenosis and aortic valve insufficiency. The control case that corresponds to the aortic root of a patient without valve disease was used as a reference. By varying the aortic root geometry, it was possible to investigate corresponding changes in the levels of Reynolds shear stress and establish the possibility of platelet activation and, as a result of that, the formation of blood clots.
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CHAPTER 1

INTRODUCTION

1.1 MOTIVATION

In this work the phenomenon of shear layer instabilities occurring in the flow through valves was investigated experimentally in two different cases. The first case was represented by a circular axisymmetric cavity, associated with inline gate valves, typically present in the steam pipelines of nuclear or fossil-fuel power plants. The second system is associated with cardiovascular devices and was represented by an artificial heart valve coupled with the model of an ascending aorta.

The flow physics associated with the first system represents a coupling between the acoustic pressure fluctuations (acoustic field) in the circular axisymmetric cavity and the velocity fluctuations (hydrodynamic field) in the separated shear layers formed at the upstream edge of the cavity with the focus on acoustic tone generation. Generation of flow-tones is closely connected to formation of coherent structures in the shear layers and their development along the cavity length. An important feature of such vortices is that the frequency with which they are shed from the upstream edge of the cavity is directly related to the frequency of the flow tone. There are many industrial problems associated with the destructive aftermath of the flow-acoustic coupling. For instance, the development of a self-sustained, flow dominant lock-on inside of a gate valve of a cold-reheat steam line not only can lead to a premature wear of the steam delivery line itself, but also to its fracture and uncontrolled re-
lease of the high-pressure, high-temperature steam. As such, by imaging flow patterns across the cavity, one can identify the onset of flow tones and guide the design of the cavity towards suppression of unwanted flow oscillations.

The flow physics associated with the second case represents the development of shear layer instabilities downstream of the heart valve placed into the anatomically correct model of an ascending aorta. The focus in this study is on the formation of abnormal flow patterns and the associated levels of turbulent shear stresses. The operation of the artificial heart valve during the cardiac cycle gives rise to the formation of coherent vortical structures, shed from the leaflets of the valve and, in some cases, from the valve housing. Those vortical structures play an important role in the growth of a noticeable vorticity oscillation that eventually induces the instability and break down of the leaflet shear layers. The shear forces, induced by unstable shear layers, can act destructively on the blood elements such as platelets and, in certain cases, can induce a hemolysis and/or lead to thrombus formation. The ability to visualize flow structures induced by the flow through an artificial heart valve and quantify the levels of turbulent shear stresses allows one to determine if the particular design of the artificial heart valve is safe and can operate within the requirements of a regulatory board (ISO, 2013).

These two cases share important fundamental similarities, which are the unsteady development of shear layer instabilities and generation of coherent vortical structures. In both systems the development and growth of coherent vortical structures is due to a two-way coupling between hydrodynamic instabilities formed at the upstream edge of the cavity with the acoustic flow field in the first case and, in the second case, between the confined, circular jet formed by the heart valve leaflets, when it attempts to attach downstream, on the wall of the ascending aorta. The formation of the shear layer at the interface between the jet and the sur-
rounding fluid is accompanied by an entrainment process from the downstream region. As the jet expands it attaches and breaks from the walls of the ascending aorta, which leads to the oscillation of the surrounding fluid, which, in turn, affects greatly the character of the shear layer and the scale of the coherent structures. The present work indicates that self-sustained periodic flow oscillations accompanied by generation of large-scale vortical structures due to flow-acoustic coupling and periodic fluctuations caused by the movement of large-scale vortical structures subject to a forced, pulsatile jet-like flow through heart valve share many common features. Such commonalities between those two cases indicate that they can be fruitfully explored in the future.

1.2 FLOW-INDUCED VIBRATION IN POWER PLANT COMPONENTS

The aero-acoustic coupling in a thermal power plant’s steam delivery system that consists of multiple pipes, gate valves and high pressure orifices that disrupt the smooth flow is a dangerous issue that can lead to premature wear of mechanical components, high levels of noise, and shutdown of certain sections of the plant itself (Heller et al., 1971, Michaud et al., 2001, Tonon et al., 2011, Ziada, 2010, Ziada and Lafon, 2013).

Gate valves, in particular, are associated with coupling of flow oscillations with the acoustic modes of the internal valve and pipeline geometry. The impact of high levels of flow-induced noise and vibrations on the operation cycle of the power plant can range from creating an environmental hazard for plant personnel (Smith and Luloff, 2000) to a serious disruption in the operation cycle such as an 80% reduction of nominal power that occurred in Unit 3 of the Chernobyl nuclear power plant (Ukraine) due to intensive vibrations of the main
steam pipelines (Fomin et al., 2001). Detailed reviews of the generation of noise and vibrations can be found, for example, in (Tonon et al., 2011, Rockwell and Naudascher, 1978, Ziada and Buhlmann, 1992, Bruggeman et al., 1989, Kriesels et al., 1995, Ziada and Lafon, 2013).

The problem considered in this dissertation is motivated by the issue that originated in the Reliant Energy’s Seward coal-fired power plant, which experienced significant vibration and some branch line failures in the cold-reheat (CRH) steam lines. As one of the possible solutions to address this issue, it was decided that if a new seat design could be developed to solve the problem, the company would replace the original seats with newly fabricated ones.

References (Janzen et al., 2008, Smith and Luloff, 2000) reported the results of a scale-model investigation of reducing the steam line noise and vibration at a thermal power plant. During the preliminary tests, performed by the Atomic Energy of Canada Limited (AECL), it was confirmed that the source of the acoustic excitation leading to excessive pipe vibration in the cold reheat steam lines (CRH) of the power plant was the vortex shedding related directly to the geometry of the cold-reheat gate valves. Based on the measurements conducted at the site, it was concluded that the inline gate valves were the most probable source of the problem. A variety of practical cavity, gate and seat modifications were tested in a 0.108-scale model using air as the working fluid. During the tests, it was shown that the model reproduced the tonal noise generation observed in the plant and that modifying the up-stream and downstream valve seats can be effective in eliminating this noise. The noise generation mechanism was found to be associated with the vortex shedding over the valve seat cavity coupled with an acoustic mode in the valve throat.
1.2.1 Generation of sound by fluid flow over the cavity

When steam or air flow at high Reynolds numbers passes over the cavity formed by the seat of a gate valve mounted in a circular pipe, flow separation leads to formation of an unsteady shear layer over the opening of the cavity, as shown in Figure 1.1. Coupling of the shear layer oscillations with the acoustic modes of the cavity often leads to a flow-excited resonance accompanied by generation of noise and high levels of pipe vibration (Janzen et al., 2008, Smith and Luloff, 2000). Since this phenomenon is associated with vortex shedding, the vorticity in the flow is directly related to the generation of the sound (Powell, 1964, Howe, 1975). This type of the excitation mechanism of the acoustic resonance, where the resonant sound field, associated with the acoustic modes of the cavity, is in charge of sustaining the oscillations at the upstream cavity edge, is referred to as fluid-resonant (Rockwell and Naudascher, 1978).

In the flow-excited acoustic resonance, schematically shown in Figure 1.1, the feedback event at the upstream corner, introduced by the acoustic particle velocity of the resonant acoustic mode plays a crucial role by inducing velocity perturbations in the unstable separated flow. At the upstream edge of the cavity, as it was shown in (Blevins, 1985, Hall et al., 2003), sound can shift the frequency of the vortex shedding from the natural frequencies and enhance the development of the organized, large-scale vortical structures. Initially, small-scale vortical structures, formed at the upstream cavity edge, travel downstream while interacting with the acoustic modes and the shear layer oscillations. As a result of this interaction, large-scale vortices are formed and convected downstream where they eventually interact with the downstream corner of the cavity and transfer part of their energy to the acoustic field. This energy sustains the resonance of the acoustic mode and contributes to the increase
of the amplitude of the acoustic oscillations and, in turn, to the radiated noise. The state of knowledge in the field of flow-excited acoustic resonance can be found in (Tonon et al., 2011, Ziada and Lafon, 2013).

![Diagram of self-sustaining oscillation of turbulent flow past cavity](image)

Figure 1.1 Principal elements of self-sustaining oscillation of turbulent flow past cavity where $L$ is a cavity length, and $D$ is the cavity depth.

The relationship between sound generation and vortex shedding in the case of free field conditions was formally established in (Powell, 1964), and later generalized in (Howe, 1975, Howe, 1980, Howe, 1981). In particular, in (Howe, 1980) vorticity was identified as a source of sound and it was also proposed that the instantaneous acoustic power $P$, generated by vorticity $\boldsymbol{\omega}$, within a volume $V$ can be obtained as follows,

$$ P = -\rho_0 \iiint_V (\boldsymbol{\omega} \times \boldsymbol{V}) \cdot \boldsymbol{u}_{ac} dV, $$

(1.1)

where $\rho_0$ is the fluid density, $\boldsymbol{V}$ is the fluid velocity and $\boldsymbol{u}_{ac}$ is the acoustic particle velocity, defined as a local displacement of particles of air volume around their equilibrium position,
subject to an acoustic field. The sign of the triple product \((\omega \times V) \cdot \mathbf{u}_{ac}\) determines whether vorticity acts as an acoustic source or sink. If the integral of instantaneous acoustic power over one acoustic cycle is positive, the acoustic resonance is self-sustained. This, in turn, imposes a phase condition on the timing of vortex convection within the resonant sound field so that at the beginning phase of the acoustic cycle the acoustic particle velocity is directed downwards, which results in the absorption of the acoustic energy by the growing vortex. On the contrary, at the later phase of the acoustic cycle, the acoustic particle velocity is directed upwards, which results in the generation of the acoustic energy (Oshkai and Velikorodny, 2013, Ziada, 2010).

1.2.2 Acoustic diametral modes of circular axisymmetric cavities

In many cases, flow-tone generation in the thermal power plant’s steam delivery system is due to air flow through control gate valves that contain circular or near-circular cavities (Ziada, 2010, Smith and Luloff, 2000, Weaver et al., 2000). The circular cavities are associated with an infinite number of diametral acoustic modes, which can potentially be excited by the separated flow across the cavity (Duan et al., 2007, Hein and Koch, 2008, Aly and Ziada, 2010, Aly and Ziada, 2012). These studies were aimed at understanding the excitation mechanism of the trapped acoustic diametral modes, as well as their azimuthal behavior. It was shown by the authors, that for all tested configurations, flow coupling with acoustic diametral modes was a dominant phenomenon at relatively low Mach numbers. It was found that the pulsation amplitude during resonance was increased as the cavity was made deeper or shorter. The authors also concluded that the acoustic diametral modes, coupled with the flow, were likely to spin when the cavity-duct system has a perfectly axisymmetric geometry and switch to a partially spinning regime when the cavity geometry is no longer axisymmetric.
(Keller and Escudier, 1983).

These so-called trapped acoustic diametral modes are generally confined to the cavity and its immediate vicinity and are associated with negligible acoustic radiation losses. Existence of trapped modes in a system is of great importance for practical applications, because these modes can typically be easily excited by external forcing. The application of the modified residue-calculus method for establishing the existence of the trapped modes in an acoustic medium was originally presented in (Evans et al., 1993) for the case of a thin, finite-length strip, placed between and parallel to two boundaries. The technique was further extended to more complicated problems in (Linton and McIver, 1998, Linton et al., 2002) where the existence of one propagating mode and set of trapped modes was established. In (Linton and McIver, 1998), the existence of an infinite sequence of trapped modes was proven for cylindrical ducts. The authors in (Duan et al., 2007) compared numerically-obtained resonant responses of several model configurations with analytically calculated trapped modes. The lock-on in two-dimensional models of a butterfly and ball-type valves were also investigated.

1.2.3 Shear layer modes and their prediction

The high Reynolds number flow over a cavity typically generates self-sustained hydrodynamic oscillations of the cavity shear layer and induces high amplitude pressure fluctuations for a particular range of Strouhal numbers. Flow structures that are present in the cavity shear layer, once formed at the leading edge of the cavity, are growing within the shear layer and, consequently, get convected towards the trailing edge of the cavity with a characteristic velocity $u_c$. In order to describe the transverse oscillation of the cavity shear layer that in-
cludes convection of vortices and their impingement on the downstream edge, (Rossiter, 1964) came up with the following semi-empirical model,

\[
\frac{fL}{U} = \frac{n - \frac{1}{4}}{\frac{1}{\kappa} + M},
\]  

(1.2)

where \( L \) is the cavity length (see Figure 1.1), \( f \) is the frequency of the vortex shedding, \( U \) is the velocity of the fluid, \( n \) is the shear layer mode number, \( \kappa = 0.57 \) is the convection coefficient, which is often considered as empirical and taken as a constant value (Kegerise et al., 2004, Hirahara et al., 2007), -1/4 represents the end correction (Rockwell et al., 2003), and \( M \) is the Mach number. While the the Equation (1.2) would not have much physical relevance in the problem investigated in this dissertation, as the acoustic feedback is provided by the almost uniform acoustic flow in the direction normal to the main flow vs. only downstream cavity edge, originally proposed by the Rossiter, as it would be shown in the Chapter 4, this formula can provide a quick and rather accurate estimate where the locked-on flow states would occur.

A slightly simplified, although still capable in theoretical approximations of the modes of the transverse shear layer oscillations, is the following semi-empirical model of the Strouhal modes (Rockwell et al., 2003),

\[
\frac{fL}{U} = 0.52(n - \frac{1}{4}).
\]  

(1.3)

The empirical constant 0.52 represents the ratio of the average convective speed of the vortical structures across the cavity to the inflow.

As it will be shown in the Chapter 4, Equation (1.3) generally under-predicts the values of the inflow velocity \( U \), at which the lock-on occurred. On the other hand, Equation (1.2)
which accounts for the effect of the acoustic field on the convection speed of vortical structures, which increases significantly at larger flow velocities, provides similarly good fit at low flow velocity, but improved performance at higher flow speeds.

Few models, alternative to Rossiter’s Equation (1.2), were proposed. Specifically, (Bilanin and Covert, 1973, Tam and Block, 1978) provided robust descriptions that accounted for the depth of the cavity and showed a good agreement with experimental data. The drawback of these models is the fact that they both considered a two-dimensional domain and did not account for the cavity width as in the case of (Rossiter, 1964). These two models also used the concept of a monopole presence to simulate the pressure pulses generated at the downstream edge. However, since a substantial pressure pulsation might not be present at low Mach number flows, an alternative approach that does not rely on the monopole concept might provide better results for low Mach number flows.

1.2.4 Control strategies for suppression of flow induced oscillations

There exists a large body of work dedicated to understanding and control of shear flows over cavities in walls and external cavities in axisymmetric bodies of revolution (Erdem et al., 2003, Michaud et al., 2001, Rockwell et al., 2003, Verdugo et al., 2012, Ziada, 2010). Because of the inherent instability of the free shear layer, small disturbances at the upstream edge of the cavity result in the formation of large-scale vortices in the shear layer over the cavity. Each vortex will convect downstream until it impinges on the downstream edge of the cavity where it causes a pressure perturbation. This pressure perturbation will then be acoustically transmitted back to the upstream edge where it can initiate the formation of another vortex. The time required for the vortex to move across the mouth of the cavity plus the time required to transmit the pressure back to initiate the formation of a new vortex will de-
termine the preferred vortex shedding frequencies.

Several reports (Blevins, 1990, Rockwell and Knisely, 1979, Willmarth et al., 1978) indicated that the flow instabilities over a cavity can be significantly reduced if the flow is prevented from impinging on the downstream edge of the cavity either by moving the downstream edge out of the shear flow region or by deflecting the flow at the upstream edge. Alternatively, geometric modifications of the upstream and/or the downstream cavity edges can also lead to effective reduction of the pressure oscillations (Franke and Carr, 1975, Smith and Luloff, 2000, Ethembabaoglu, 1973). These approaches were examined for the gate valve geometry in (Janzen et al., 2008), where downstream seats that had rounded or chamfered corners were implemented. In addition to that, it has been previously shown that introduction of chevron-shaped spoilers or vortex generators to the upstream edge of the cavity can lead to suppressing of strong acoustic resonance, as it affects the boundary layer structure directly (Bolduc et al., 2013). Finally, one can minimize or completely mitigate the development of the disturbances by introducing an obstacle within the flow, which will induce and amplify the flow’s three-dimensionality. These obstacles are usually referred as vortex generators or splitter plates, and as it was shown by several researchers (Karadogan and Rockwell, 1983, Velikorodny et al., 2010, Arthurs et al., 2007) can substantially decrease sound pressure in the resonant system.

In contrast to the passive control strategies mentioned above, there are a number of active control strategies, which are applicable to cavity flows (Cattafesta et al., 2003, Vakili and Gauthier, 1994, Ziada, 2003). Specifically, the possibility of suppression of self-sustained oscillations through the introduction of synthetic jets, generated by loudspeakers, placed at the location of the flow separation, was investigated in (Ziada, 2003). The introduction of
synthetic jets showed to be very effective technique as it suppressed the oscillation amplitudes up to 35 dB. Although successful in many applications, these active techniques typically require introduction of additional hardware, which is not always practical. In this work, the focus is on the passive control strategies based on geometrical changes of certain parts of the cavity.

1.3 SHEAR LAYER INSTABILITIES IN CARDIOVASCULAR SYSTEMS

The heart is probably the most important muscle in the human body. It receives energy from blood rich in oxygen and nutrients. Having a constant supply of blood keeps the heart working properly, as such, the flawless operation of the whole cardiovascular system is essential. Unfortunately our technological progress has directly and indirectly led to the whole spectrum of human cardiac diseases either due to decrease in the everyday physical activities or due to development of unhealthy eating habits. A broad range of disorders, including myocardial ischemia, valvular disease, diastolic dysfunction, has caused serious disruption of the blood flow in the cardiovascular system and, in many cases, surgical replacement of the heart valves and/or section of the ascending aorta, referred to as the aortic root reconstruction, is the only remedy (Aazami and Schäfers, 2003). Any future advances in cardiovascular surgery have to deal with the fact that each implanted prosthetic valve should not cause thromboembolic complications. Therefore, the proper design of aortic valve prostheses with disturbance-free velocity field and low pressure drop is of great importance (Bellhous.Bj, 1972, Funder et al., 2010).

Prosthetic heart valves have been successfully used in heart valve replacement over
many decades. Heart valve prostheses can be classified into three major categories: mechanical (MHV), polymeric (PV) and tissue valves (TV). Successful analysis of the flow through prosthetic heart valves depends on effective understanding of the conditions under which natural valves function. Most disorders of the heart initiate within the left ventricle, shown in Figure 1.2, as this chamber is subjected to the highest mechanical loads. The flow through the left ventricle is regulated by the mitral and the aortic valves, which influence the inflow and the outflow conditions, respectively (McDonald, 1974). The mitral and the aortic valves are the most commonly affected heart valves in a diseased heart, and they are responsible for 34% and 44% of morbidity (Iung et al., 2003, Yoganathan et al., 2004), respectively.

The left ventricle (LV) is responsible for pumping oxygenated blood into the primary circulation. This part of the heart typically operates under high load and is critical in the process of effective blood flow. It is also serves as a good indicator of proper heart function. During systole phase (LV contraction), the pressure difference required to drive the blood
through the aortic valve is not very high, usually about few millimeters of mercury. On the other hand, the diastolic pressure differences across the aortic valve are much larger than systolic, usually being about 80 mmHg (Yoganathan et al., 2004).

Pressure drop and recovery through prosthetic valves strongly impact the pressure distribution within the LV. A larger pressure drop across a prosthetic valve requires a larger systolic pressure in the left ventricle to drive the flow through the circulation. Since LV pressure is the primary determinant of myocardial oxygen consumption, the minimization of pressure levels in the LV is essential for a prosthetic heart valve to operate properly.

The rigidity of the MHVs often leads to inability to form tight seals during the closed phase, which results in leakage or the presence of so-called regurgitant jets under normal operating conditions. Some of the MHV designs, such as Medtronic’s Hall MHV, have a small central orifice, which promotes the formation of the regurgitant jets during closed phase. While the regurgitant volume caused by mechanical valves is usually higher than that for polymeric or tissue valves, the presence of valve disease can lead to significant deformation of polymeric or tissue valves, and eventually to a substantial regurgitation when they malfunction.

1.3.1 Shear stresses as indicators of the proper valve choice and its operation

Good understanding of the hemodynamics (blood flow motion) is essential to the development of novel methods in cardiovascular implant surgery (Reul et al., 1990b). The blood flow through the heart valve is driven by the periodic contractions of the heart muscles (McDonald, 1974). As the result, the statistically time-periodic, pulsatile blood flow is highly complex. In particular, during a cardiac cycle, it undergoes a transition from a laminar to a turbulent phase (Dasi et al., 2007). Moreover, the fluid mechanical stresses that result from
the complex blood flow regime can lead, through transduction mechanisms, to biomechanical responses causing cardiovascular disease (Goncalves et al., 2005). Within the heart, the blood flow dynamics also plays an important role regulating the efficient working of the heart. So, naturally, the problems associated with the blood flow through the heart valve are of great importance.

Much progress had been done in the development of artificial heart valves (Vongpatanasin et al., 1996, Yoganathan et al., 2005). Nevertheless, serious problems still exist due to abnormally high velocity gradients that are present within the jets that emanate from these prosthetic valves. These gradients result in elevated shear stresses, which may cause red blood cell damage, platelet activation and thrombus formation (Leverett et al., 1972, Lu et al., 2001), which in turn lead to thromboembolism, hemorrhage and tissue overgrowth. Flow-induced stresses in blood, acting on a cellular level, have been known in causing thrombus initiation within the components of the mechanical valve prostheses (Ge et al., 2008). Regions of elevated stresses during the complex motion of the leaflets in some cases lead to structural failure of the mechanical heart valves (MHV). In vivo and in vitro experimental studies have yielded valuable information on the relationship between hemodynamic stresses and the problems associated with the implants (Dasi et al., 2007, Yoganathan et al., 2004).

1.3.2 Application of PIV to the investigation of flow-induced stresses in blood

When studying such complex phenomenon as blood flow through the heart valve, the choice of the methodology is very important. Among several experimental methods that allow flow visualization, digital particle image velocimetry (PIV) is particularly useful, as it is able to deliver global, quantitative flow images with high spatial and temporal resolution. The
authors of (Lim et al., 1994) were among the first to apply PIV methodology to study flow through an artificial heart valve and they outlined experimental challenges associated with it. Among many challenges typically encountered when applying 2D PIV to pulsatile flow problems, correct tracer particle choice, optical distortions, loss of important flow characteristics that involve out-of-plane fluid movement are the most important. The PIV technique was subsequently extended to flows involving various types of heart valves, cardiac conditions and biomedical devices, including a porcine tissue heart valve (Lim et al., 1998, Lim et al., 2001), symmetric stenotic arteries (Karri and Vlachos, 2010), and pediatric ventricular assist devices (Roszelle et al., 2010).

Most of the previous studies (Bellhous.Bj, 1972, Brucker et al., 2002, Dasi et al., 2007, Funder et al., 2010) were concentrated on biomechanical characteristics of various valve materials, the performance of particular valve designs in terms of potential for thromboembolism, and hydrodynamic investigations aimed at flow characteristics and durability of valves and their elements. Turbulent characteristics of the flow through a polymeric trileaflet heart valve and verification if the deformation in the aortic root geometry leads to the elevated levels of the turbulent shear stresses has not been considered. The application of PIV, in conjunction with a pulsatile flow duplicator and blood-analog fluid yielded physiologically realistic velocity data (Dasi et al., 2007) (i) everywhere within the experimental chamber, including close proximity to the aortic walls, (ii) with a high temporal resolution, by employing phase-locked measurements, (iii) for the polymeric trileaflet heart valve at two orthogonal planes, at the same phase of the cardiac cycle and under identical experimental conditions.
1.4 OBJECTIVES

The objective of the first part of this dissertation was to develop a methodology for efficient control of flow-induced noise and vibration caused by gate valves in a wide variety of piping systems. The specific emphasis was on characterization of the key geometric parameters, such as the angle of convergence-divergence of the main pipeline in the immediate vicinity of the valve and the design of the upstream and downstream edges of the cavity, formed by the seat of the valve. These geometric modifications are expected to have a strong influence on the occurrence of locked-on states.

In order to identify conditions under which the locked-on states can occur, the acoustic mode shapes and the associated frequencies were first calculated numerically by solving a Helmholtz equation in the three-dimensional volume. The details are provided in Chapter 3. In addition, a series of experiments was performed using two experimental systems: a simplified scaled model with relatively shallow cavity of the actual inline gate valve of the thermal power plant (Chapter 3) and a model with a deep, circular, axisymmetric cavity (Chapter 4). The second type of cavity is an idealized case that is related to circular, axisymmetric cavities of the gate valves that are present in the steam delivery system of a power plant.

It should be mentioned that gate valves are typically associated with relatively shallow cavities, while deeper circular cavities are associated with annular combustion applications and high speed axial compressors (Hellmich and Seume, 2008, Sensiau et al., 2009). The academic reason for selecting the geometry of Chapter 4 was to increase the degree of confinement of the diametral modes in the vicinity of the cavity. As it was demonstrated in earlier studies (Blevins, 1979, Lafon et al., 2003), the strength of the lock-on increases as the
partially trapped modes become more confined, and as the cavity becomes deeper and narrower relative to the main pipe diameter (Aly and Ziada, 2010).

The objective of the second part of the dissertation was to establish a practical methodology for investigating the performance of a prosthetic heart valve, implanted in the patient who had developed a certain type of valvular disease prior to the surgery. This objective was achieved through series of experiments on a polymeric heart valve coupled with anatomically correct models of the aortic root by means of flow visualization.

Implanting a heart valve without investigating potential side effects caused by valve diseases such as severe insufficiency (weakening and ballooning that prevents the valve from closing tightly) or severe stenosis (narrowing of the valve opening area) may lead to serious complications in the performance of the heart valve (Reul et al., 1990a). By replicating the aortic root geometry, and by performing a series of experiments with a polymeric heart valve, it was possible to establish how the change in the aortic root geometry affects general flow characteristics, shear stress distribution and turbulence intensities and, consequently, the performance of the heart valve.

The study of heart valves through fluid dynamics testing poses certain inherent challenges. This work aims to address the problem of application of experimental methods based on quantitative flow imaging to the investigation of the effect of aortic root geometry on the heart valve performance. Given the complex nature of the problem, fluid dynamics testing of flow through the prosthetic heart valve requires well-defined, and accurately established experimental techniques.
1.5 DISSERTATION OVERVIEW

In Chapter 2, the flow facility, experimental apparatus and the range of parameters studied are discussed in order to provide the reader with a good understanding of how the experiments were conducted. The experimental procedures are introduced along with applicable hardware setup and software pre- and post-processing. The accuracy of the equipment used and the overall error in the measurements are discussed.

Chapter 3 to Chapter 6 present experimental results and analysis for acoustically coupled flows over both shallow and deep circular axisymmetric cavities.

In Chapter 7, the performance of aortic heart valve prosthesis in different geometries of the aortic root is investigated experimentally. The objective of this investigation was to establish a set of parameters, which are associated with abnormal flow patterns due to the flow through a prosthetic heart valve implanted in patients that had certain types of valve diseases prior to the valve replacement.

Finally, in Chapter 8, the conclusions of this dissertation are summarized and the recommendations for the future research are presented.

1.6 CONTRIBUTIONS

This dissertation contributes to the area of fluid-structure interaction. Specifically, it addresses industrially relevant problems of flow-acoustic coupling, and their associated shear layer instabilities, in the steam delivery components of the power plants along with destructive aftermath of shear layer instabilities in the human cardiovascular system. Despite the advances made in the areas mentioned above, there are still a number of issues that need to be addressed. The primary contributions from the first part of the dissertation are related to bet-
ter understanding of the behaviour of the trapped acoustic diametral modes, which are often encountered in industrial applications, in particular, in steam line gate valves. The flow-acoustic coupling for both shallow and deep, circular axisymmetric cavities was investigated using a combined approach that involved numerical simulation of the resonant acoustic mode shapes, measurements of acoustic pressure and quantitative flow imaging, which provided quantitative insight into the physics of the phenomenon.

Specific contributions related to the first part of the dissertation, are listed below:

1) The results based on the experimental work associated with a shallow axisymmetric cavity presented a detailed quantitative description of the effect of convergence-divergence angle of the pipeline section on the partially trapped acoustic modes of the cavity. The acoustic response of the experimental system demonstrated mode switching at low inflow velocity between longitudinal and diametral acoustic modes, and, at higher inflow velocities, a simultaneous excitation of those two groups of acoustic modes. The experimental results also revealed a possibility of simultaneous excitation of multiple acoustic diametral modes by different azimuthal portions of the cavity shear layer, corresponding to the different locations of the pressure transducers (Barannyk and Oshkai, 2014b).

2) This work represents the first extensive description of flow-acoustic resonance in a deep, circular, axisymmetric cavity and the effect of cavity edge geometry on the occurrence and strength of the locked-on flow states. In particular, several important issues related to their understanding of trapped acoustic diametral modes, and the associated mechanism of flow-acoustic coupling have been addressed in this work:
a. In contrast to the earlier work associated with a shallow axisymmetric cavity (Aly and Ziada, 2011), the acoustic response of the cavity-pipeline system in the present study manifested as high-amplitude, self-sustained pressure oscillations corresponding to the first, the fourth and the seventh diametral acoustic modes of the cavity, with consequent excitation of several other high frequency acoustic diametral modes. For the first time, it was shown that the occurrence and the behaviour of locked-on flow states, and their associated acoustic diametral modes, was influenced by the introduction of chamfers to the upstream and/or downstream cavity edges. Among the considered cavity geometries, the configuration that corresponded to the most efficient noise suppression was identified (Barannyk and Oshkai, 2014a).

b. This work contributes to the better understanding of spinning behaviour of acoustic diametral modes associated with self-sustained flow oscillations. In particular, for the first time the acoustic diametral modes were investigated in a deep, circular, axisymmetric cavity with chamfers. This arrangement allowed investigation of the azimuthal orientation of the acoustic modes, which were classified as stationary, partially spinning or spinning. Introduction of shallow chamfers to the upstream and the downstream edges of the cavity resulted in changes of azimuthal orientation and spinning behaviour of the acoustic modes. In addition, introduction of splitter plates in the cavity led to a pronounced change in the spatial orientation and the spinning behaviour of the acoustic modes. The short splitter plates changed the behaviour of the dominant acoustic modes from partially spinning to
stationary, while the long splitter plates enforced the stationary behaviour across all resonant acoustic modes (Barannyk and Oshkai, 2014c).

c. The evolution of fully turbulent, acoustically coupled shear layers that form across deep, axisymmetric cavities were quantitatively investigated in a deep, circular, axisymmetric cavity for the first time using digital particle image velocimetry. One of the novel experimental techniques in this study was the usage of a borescope for non-intrusive optical access to the cavity. This technique allowed illumination and optical recording of flow tracers inside the cavity. Instantaneous, phase- and time-averaged patterns of velocity and vorticity provided insight into the flow physics during flow tone generation and noise suppression by the geometric modifications. In particular, the first mode of the shear layer oscillations was significantly affected by shallow chamfers located at the upstream and, to a lesser degree, the downstream edges of the cavity. Specifically, the introduction of the chamfers affected the phase and the location of formation of large-scale vortical structures in the shear layer, which is associated with a maximum of the vorticity thickness across the cavity opening. In turn, these changes in the flow structure affected the amplitude of acoustic pressure pulsations (Oshkai and Barannyk, 2014).

Specific contributions, which are related to the second part of the dissertation, are listed below:

1) Qualitative and quantitative flow visualization study was conducted for the case of a biomimetic pulsatile flow through an artificial heart valve placed into a physiologi-
cally accurate model of an aortic root with sinuses of Valsalva. For the first time, the
dependence between abnormal flow patterns due to the flow through a prosthetic
heart valve implanted in patients that had certain types of valve diseases, mainly aor-
tic valve stenosis and aortic valve insufficiency, and the actual geometry of the aortic
root was identified.

2) The presence of the elevated levels of Reynolds shear stress in the diseased model of
an aortic root has not been previously addressed. In this study, cases that corre-
sponded to abnormally high levels of Reynolds shear stress, which could potentially
lead to platelet activation and, as a result of that, the formation of blood clots, were
identified (Barannyk et al., 2013).
CHAPTER 2

EXPERIMENTAL SYSTEM AND TECHNIQUES

2.1 EXPERIMENTAL SET-UP

The steam in the Reliant Energy’s Seward cold reheat (CRH) lines comes in through a 667 mm CRH line, through a gate valve, shown in Figure 2.1 and through a proportioning control valve. The inline gate valve is a valve that opens by lifting a round gate out of the path of the fluid. This type of valves is typically used when a straight-line flow of fluid and minimal restriction is desired. The CRH valves are oriented with the actuators at the top. The CRH lines vibrate sufficiently at certain conditions to have damaged small-diameter branch lines.

Figure 2.1: Cross section of the inline gate valve.
2.1.1 Shallow circular axisymmetric cavity

The flow system, which is shown schematically in Figure 2.2, consisted of two 1 m-long PVC pipe sections of circular cross-section connected to the valve model, a simplified version of the gate valve shown in Figure 2.1. Figure 2.3 illustrates the internal geometry of the model.

Figure 2.2: Schematic of the experimental system (dimensions in mm).

Figure 2.3: Characteristic parameters of the valve geometry.

A superheated (dry) steam is a type of steam that exits a high power section of the turbine and is redirected to a typical CRH line. It is important to understand that typically steam (not superheated) contains liquid droplets and as such is incompressible. When this type of steam doing work on a turbine the water droplets entrained in the fluid flow will strike the mechanical parts of the turbine, with enough force to damage them. Superheating of
steam ensures that the steam flow will not damage the internal moving parts of the turbine through which the steam passes. As superheated steam can be approximated by the air, it was decided to use air as the working fluid. It was supplied by a compressor located in a separate room. The test section was isolated from the flow pulsations induced by the compressor by employing a long connecting hose that served as a damper for the incoming flow oscillations. The inlet chamber was located upstream of the experimental apparatus and incorporated honeycomb flow straighteners in order to provide well-conditioned inflow to the test section. The outlet pipe was outfitted with a diffuser. The air compressor was able to provide a constant air supply at 410 kPa, which corresponded to a maximum velocity $U = 30$ m/s, measured at the centerline of the pipeline, immediately upstream of the cavity.

The model shown schematically in Figure 2.3 is a variation of the experimental apparatus that was used in the previous studies by Atomic Energy of Canada Limited (AECL) (Janzen et al., 2008, Smith and Luloff, 2000) where the maximum flow rate was equal to 530 g/s with the maximum constant pressure of 500 kPa.

The model contained three major parts: an upstream converging section, a downstream diverging section, machined from a single PVC rod, both with the same convergence-divergence angle $\alpha$ and a central insert that represented the valve seat cavity. All three parts were interfaced with O-rings and were tightly clamped together by four threaded rods. Three different values of the convergence-divergence angle were considered in the present study: $\alpha = 5^\circ$, $\alpha = 8^\circ$, $\alpha = 11.2^\circ$. The valve seat cavity had the length-to-depth ratio of $L/h = 6$ with $L = 21.3$ mm and $h = 3.55$ mm. Brass seat rings with the internal diameter $D_2 = 47.2$ mm and width $S = 6.2$ mm were located immediately upstream and downstream of the cavity. In all cases, the following parameters were kept constant: $D_1 = 72$ mm, $D_3 = 54.3$ mm.
2.1.2 Deep circular axisymmetric cavity

The experimental apparatus, which is shown schematically in Figure 2.4, consisted of a circular cavity of diameter $d_C = 203.2$ mm mounted in an aluminum pipeline, which was $L_P = 2000$ mm long and that had an internal diameter $d = 21.1$ mm. At the downstream end of the pipeline, a diffuser $L_D = 25.4$ mm long and $d_D = 38.1$ mm wide was attached to mitigate the end effects. Air was used as a working fluid. The flow was provided by a compressor that was connected to the inlet of the pipeline by a long hose in order to minimize the inflow fluctuations. The compressor was able to provide a maximum pressure of 410 kPa, which corresponded to the maximum flow velocity magnitude $U_{max} = 149$ m/s immediately upstream of the cavity.

![Figure 2.4: Schematic of the experimental system: (a) overview of pipeline-cavity system, (b) schematic of the cavity, (c) cross-sectional view of the cavity.](image-url)
The circular cavity had a nominal length $L = 25.4$ mm and a depth $D = 91.06$ mm. In addition to the reference cavity geometry with the sharp $90^\circ$ edges, three other configurations were investigated. In these modified configurations, the cavity corners indicated by points A and B in Figure 2.4 were removed by introducing chamfers (dashed lines in Figure 2.4 (b)) with the angle $\alpha = 15^\circ$ to the upstream and/or the downstream edge. Three values of the chamfer length $L_C$ were considered ($L_C = 1.27$ mm, 3.81 mm and 10.16 mm). For each chamfer length, three configurations were studied: 1) symmetric chamfers at the upstream and the downstream corners of the cavity, 2) chamfer at the downstream corner only, and 3) chamfer at the upstream corner only.

2.1.3 Pulsatile flow system

In Figure 2.5 and Figure 2.6, one can see the schematic of the experimental apparatus that allows testing of the heart valves in the aortic configuration. The ViVitro pulse duplicator is a heart model that incorporates the functional capability to test two heart valve substitutes simultaneously in left or right heart configurations while assessing their performance and function under simulated cardiac conditions.

The pulse duplicator was powered by a piston-in-cylinder pump driven by a motor connected to the ViViTest data acquisition and control block, which controlled the pump. This setup allowed for various ventricular waveform states and beat rates, while generating physiological pressures and flow regimes through the heart valve.

The present investigation was focused on the hemodynamics of a prototype trileaflet polymeric heart valve, which is shown in Figure 2.7 (b). The valve, which had a nominal
diameter of 19 mm, was mounted in a model of the aortic root with severe pathological changes of the aortic root geometry.

![Figure 2.5: Schematic of the flow visualization setup (image courtesy of ViVitro Labs Inc.).](image)

![Figure 2.6: Schematics of the test chamber and the trileaflet aortic valve (image courtesy of ViVitro Labs Inc.).](image)

For each of the aortic root types, the flow fields were collected in two perpendicular planes, as shown in Figure 2.7 (a). The start of the image capture was triggered by a
synchronization pulse from the pump controller. The PIV data were acquired at six representative phases of the cardiac cycle, indicated by black circles in Figure 2.8. These phases correspond to the opening acceleration phase \((t/T = 0.05)\), the peak systole phase \((t/T = 0.13)\), the deceleration phase \((t/T = 0.22)\), the closing phase \((t/T = 0.29)\), and the leakage phase \((t/T = 0.69)\). Here, \(t\) denotes time and \(T = 860\) ms is the period of the simulated cardiac cycle.

Figure 2.7: (a) Orientation of the valve with respect to the left coronary artery (LCA), the right coronary artery (RCA) and the noncoronary cusp (NCC) and the PIV data acquisition planes (dashed lines), (b) schematic of the prototype trileaflet polymeric valve.
2.1.3.1 Aortic root geometry

The aortic root is a part of the ascending aorta, shown in Figure 2.9, with a combined length $h \approx 80$ mm (McDonald, 1974, Reul et al., 1990a). The anatomically accurate geometry of the aortic root is essential in replicating the internal flow field correctly (Bellhous.Bj, 1972, Reul et al., 1990a). During just one cardiac cycle that includes the systole and the diastole phases, several complex flow events occurred within the aortic root. The opening and the closing motions of the valve are supported through vortex formation within the aortic sinuses. In addition, when the valve is closed, previously formed sinus vortices are responsible for washout of the sinus cavities, so that the thrombotic deposition does not occur.
The importance of studying aortic root geometry associated with a specific clinical case in conjunction with a valve prosthetic in a single study was stressed in (Reul et al., 1990a). The authors demonstrated a concise quantification of the aortic root geometry changes due to valvular diseases. Geometric parameters and algebraic quotients were derived from 604 independent angiographic films collected from patients with various types and degrees of valvular diseases.

These derived quantities were used in the present work in such way that the resulting aortic root geometry was complaint with the existing ViVitro pulse duplicator system. By setting the orifice diameter to $D_O = 24$ mm, and the wall thickness to $\Delta = 1.5$ mm, the dimensions listed in were derived from relationships originally presented in (Reul et al., 1990b). Here, $D_O$ is the diameter of the orifice, $D_A$ is aortic diameter distal to sinus, $D_B$ is the maximum projected sinus diameter, $L_A$ is the length of the sinuses, and $L_B$ is the distance between $D_O$ and $D_B$. 

Figure 2.9: Major parts of aorta and principal dimensions of the aortic root sinuses (Reul et al., 1990b).
Table 2.1 Principal dimensions of the aortic root associated with clinical cases of heart disease.

<table>
<thead>
<tr>
<th>Condition</th>
<th>DO (mm)</th>
<th>DA (mm)</th>
<th>DB (mm)</th>
<th>LA (mm)</th>
<th>LB (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>24</td>
<td>29.76</td>
<td>37.2</td>
<td>24</td>
<td>8.16</td>
</tr>
<tr>
<td>Severe Stenosis</td>
<td>24</td>
<td>36</td>
<td>41.28</td>
<td>24.96</td>
<td>10.8</td>
</tr>
<tr>
<td>Severe Insufficiency</td>
<td>24</td>
<td>25.2</td>
<td>32.88</td>
<td>19.68</td>
<td>13.44</td>
</tr>
</tbody>
</table>

Based on the dimensions presented in, three types of geometries that represented aortic root and ascending aorta system were built through the process of stereolithography (SLA). DSM Somos Watershed© XC 11122 an optically clear resin with acrylonitrile butadiene styrene (ABS)-like properties, good temperature resistance, water resistance, and great durability was used as a base material. This material is also a Class VI Approved Medical Grade material making it suitable for any medical applications. DSM Somos Watershed© material has an index of refraction of 1.51, which is approximately equal to that of clear cast acrylic 1.52, used as a base product for the aortic root housing.

Matching the refraction indices of the experimental model was essential for avoiding optical distortions and achieving good image quality for flow visualization. The test fluid used in the current test was as mixture of NaI (sodium iodide) and H₂O (water) at the ratio of 1185 g to 697 g by weight. In addition, a small quantity of Na₂S₂O₃ (sodium thiosulphate) was used to render the solution colorless. The solution had a viscosity of 0.032 Pa·s, measured by a calibrated, laboratory grade viscometer Brookfield RVT, and a density of 1650 kg/m³, which is comparable to the viscosity and the density of the blood of 0.03 Pa·s and a density of 1100 kg/m³ respectively. The solution achieved an index of refraction of about 1.51, resulting in minimal optical distortion, as shown in Figure 2.10.
2.1.4 Unsteady pressure measurements

The acoustic pressure measurements were obtained using three piezoelectric pressure transducers (PCB model 103A02), which were flush mounted into the bottom wall of the cavity. The details of the mounting arrangement are provided in (Peters, 1993). Particular attention was paid to ensuring that for the considered range of the flow velocities no acoustic resonance would be generated in the region between the face of a transducer and the edge of the pressure tap at the interior surface of the cavity wall. The transducers $P_1$, $P_2$ and $P_3$, shown in Figure 2.4, were separated from each other by angle $\theta = 45^\circ$ in the azimuthal direction. This arrangement allowed investigation of the azimuthal orientation of the trapped diametral modes (Aly and Ziada, 2010, Aly and Ziada, 2011). The analogue pressure signals were converted to digital form by a data acquisition board (National Instruments PXI-4472) with 24-bit resolution at a rate of 100 kHz.
2.2 DIGITAL PARTICLE IMAGE VELOCIMETRY

The technique of digital particle image velocimetry (PIV) belongs to the family of flow-visualisation tools that allow describing the qualitative and quantitative properties of the flow. Ludwig Prandtl was at the origin of application of flow visualization technique in the recirculation flow system in his investigation of the unsteady separated flows behind wings and various other objects (Prandtl, 1904). The results obtained from those experiments, allowed him to gain insights into various features of unsteady flow phenomena, although only qualitatively. Those early experiments by Ludwig Prandtl led to the development of the modern PIV technique, which has been used in its present form for more than 25 years.

Among the major advantages of the PIV technique is its non-intrusiveness and capability of delivering data with high spatial and temporal resolution. The uniqueness of PIV is its ability to extract velocity information from relatively large sections of flow fields in liquid or gaseous media (Raffel et al., 2007).

The popularity of using PIV technique as a primary flow visualization tool for various experimental studies led to accumulation of substantial number of research manuscripts, review articles and books on the subject: (Adrian, 2005, Adrian and Westerweel, 2011, Grant, 1997, Raffel et al., 2007, Westerweel, 1997). In this section, only a simple description of PIV, essential for proper understanding of the current work, will be provided.
2.2.1 Principles of PIV and its major components

In Figure 2.11, one can see a typical experimental set-up for a planar PIV system, which consists of a reliable, high power dual cavity laser retrofitted with light sheet optics, that typically consist of spherical and cylindrical lenses, and a high resolution digital camera, equipped with high quality lens. Laser sheet thickness should be thin enough, typically about 1 mm or less, measured from the type 1895 linagraph laser burn paper, in order to avoid spatial averaging of the velocity (Hariharan et al., 2008).

During a typical PIV flow visualization experiment, the flow is seeded with the tracer particles. Within a relatively short time interval $\Delta t$, tracer particles are illuminated twice by the light sheet, generated by the laser. The scattered light obtained from the tracer particles in the plane of flow is recorded by the digital camera, as it is shown in Figure 2.11, which then
transfers all collected frames to the storage device, from which they can be used for further data post-processing and analysis.

It is assumed that particles are homogeneously distributed within the flow that the particles’ specific gravity allows them to follow the flow freely and without influencing the flow itself, and finally, particles should have good light scattering efficiency in order to achieve sufficient contrast. Among many particle types that are commonly used in flow visualization studies, the following two types are the most common (Raffel et al., 2007): 1) Di-Ethyl-Hexyl-Sebacat (DEHS) droplets with the mean diameter of 1µm, predominately used in gaseous flows or 2) silver-coated hollow glass spheres, used in liquid flows, with mean diameter of 14 µm and specific gravity of 1.3 relative to water, used to study flow of liquids.

The proper particle size influences greatly their flow tracking ability and is associated with the Stokes number Sk, defined as a ratio of the particle relaxation time to the characteristic time of the velocity field, expressed as follows:

\[
Sk = \frac{\rho_p d_p^2 U}{18 \mu L}
\]

where, \(\rho_p, d_p\) are the density and the diameter of the tracer particle respectively, \(\mu\) is the dynamic viscosity of the fluid; \(U, L\) are the characteristic velocity and the length scale of the flow (Raju and Meiburg, 1995, Tang et al., 1992). The particle’ Stokes number should be substantially less then unity in order for particles to faithfully follow the flow (Melling, 1997, Raffel et al., 2007).

2.2.2 Optical challenges during PIV experiments and their resolution

PIV is a whole field, indirect and non-intrusive velocity measurement technique, which fundamental properties allow it to be applied in various flow scenarios, including high
speed flows with shocks and flows with thin boundary layers that otherwise will be disturbed by the presence of a probe. However, these same properties, that make PIV so attractive, impose one significant constraint on the experimental set-up, which is clear optical access to the plane of flow. Typically, in the flow visualization of internal flows the optical access is created by using either thin wall cut out section, like in the case of a cavity or pipe flow (Oshkai et al., 2005), by inserting a section made of an optical glass and accessing the region of interest (Raffel et al., 2007), by an external lens, or by matching the index of refraction (IoR) of a working fluid with the one of the test section (Hariharan et al., 2011). The biggest challenge during PIV measurements in the confined environment is the existence of the reflections when collecting data close to the boundaries. Typically, one can coat the walls with black matte paint in order to reduce certain amount of light reflected by the laser sheet from the interior walls, or match the IoR of the fluid with that of the test section. However, when a laser operates near its maximum power this approach does not work anymore. When IoR technique is not applicable, a thin coat of a fluorescent paint, like a mixture of Rhodamine-B with a clear acrylic coat used on the cavity walls, and the usage of a band-pass filter is the only remedy (Ide et al., 2010).

2.2.3 Backbone of PIV (cross-correlation, location of the displacement peak)

The type of recording during which the particle images exposed by a planar laser sheet and captured on the pair of frames of a digital camera over a time interval $\Delta t$ is referred as a single-pulsed, double-frame recording (Adrian and Westerweel, 2011). In order to calculate the straight-line displacement of the particle images between two frames and, eventually, the velocity field, one needs to analyze the movement of localized groups of particles and
find the best match between images in two frames in a statistical sense. For that purpose, statistical methods that track the displacement of a small group of particles are implemented.

![Diagram](image.png)

**Figure 2.12**: Schematics of the FFT based cross-correlation algorithm (Willert and Gharib, 1991).

In this work, a commercial software (Davis 8.1.3 by LaVision GmbH) that implements a discrete cross-correlation method (Willert and Gharib, 1991) was used in order to calculate the velocity field. The whole process is schematically illustrated in Figure 2.12. In its essence, the original frames are divided into small interrogation windows (IW), which are typically square. The cross-correlation technique is then applied to estimate the most probable displacement of the particles in each IW, which correspond to the highest peak in the cross-correlation plane. The displacement is then divided by the time interval $\Delta t$ between two laser pulses to determine a local velocity vector for each IW.

In order to speed up the whole process, the cross-correlation technique relies on the correlation theorem, which equates the cross-correlation of two functions to a complex conjugate multiplication of their Fourier transforms which in practice is realized through a Fast Fourier Transform (FFT). The implementation of FFT reduces the number of operations from $O[N^2]$ to $O[N \log_2 N]$ (Raffel et al., 2007).

The usage of FFT is accompanied by its shortcomings that have to be dealt with. One of the most important shortcomings of FFT with respect to PIV is the limitation on the parti-
cle displacement range. Due to the Nyquist criterion associated with FFT, for the data of length \( N \) (size of the IW in pixels) the maximum displacement magnitude that can be accurately recovered has to be equal to \( N/2 \). During a typical PIV experiment, however, because of the rapid decrease of the correlation peak strength with the increase in displacement, a widely adopted limit is \( N/4 \) (Raffel et al., 2007, Keane and Adrian, 1990). Another shortcoming of the FFT with respect to its implementation in cross-correlation is that correlation estimates are biased due to the imposed periodicity of the correlation data. In order to negate this issue, a proper weighting function needs to be implemented. When all of the above issues are properly addressed, one gets an efficient and reliable cross-correlation algorithm such as the one implemented in the Davis 8.1.3 software used in this study.

In order to increase the correlation signal-to-noise ratio and decrease the number of spurious vectors obtained during typical calculation of the vector field, two advanced interrogation techniques were implemented during data processing. First, the technique of correlation based correction (CBC) (Hart, 2000) in conjunction with fifty-percent overlap between adjacent IWs was applied to the PIV images. In its essence, the CBC technique corrects for errors resulting from insufficient data and errors caused by correlation anomalies due to the gradients in the flow, by multiplying two overlapping regions, which in turn amplifies the common correlation peaks. The CBC method improves the spatial resolution of the velocity field and effectively decreases the number of spurious vectors, which was about 10% in this study.

In addition to the CBC technique, the adaptive multipass interrogation technique (Westerweel, 1997) was applied to correct for the velocity bias. The velocity bias is resulted from large velocity gradients accompanied by unequal particle displacement causing one re-
region of the IW to correlate at a significantly different location then another region. In the adaptive multipass technique, the image pair is interrogated such that in each subsequent pass the dimension of the IW is reduced and the interrogation grid is refined. This process is then repeated until the desired resolution is achieved. Each pass of the adaptive multipass interrogation technique is accompanied by the regional median filter, which detects and removes any spurious data. A typical error using adaptive multipass interrogation technique in PIV is on the order of 0.1 pixels (Huang et al., 1997, Westerweel et al., 1997), and a conservative estimate of 5% error in true particle displacement can be assumed. The final vector field is smoothed by a $3 \times 3$ smoothing filter to reduce noise.

### 2.2.4 PIV parameter choice for deep circular axisymmetric cavity flow system

The PIV system, implemented to acquire quantitative images of the air flow across the cavity opening, consisted of an Nd:YAG dual cavity laser (Solo PIV manufactured by New Wave Research), which provided illumination of the flow field. The flow was seeded with Di-Ethyl-Hexyl-Sebacat (DEHS) droplets with the mean diameter of 1µm. The Stokes number of the droplets was equal to $2.8 \times 10^{-3}$, which indicated that the droplets were sufficiently small to accurately follow the flow (Raffel et al., 2007). The images of the tracer particles (droplets) were recorded with a digital camera equipped with a Charge-Coupled Device (CCD) sensor that consisted of $1376 \times 1040$ pixels.

The dimensions of the cavity and the highly confined nature of the flow under consideration presented several challenges for implementation of PIV. In particular, optical access for the camera to the area of interest was limited due to the parallax effect produced by the high depth-to-length ratio of the cavity. Moreover, the curved walls of the cavity introduced a
significant amount of optical distortion to the particle images. The combination of these factors made conventional flow images unfeasible. In order to overcome these challenges, the camera was outfitted with a borescope, which optically projected the area of interest to the CCD sensor. The main components of the PIV system and their position with respect to the flow system are shown schematically in Figure 2.13. The inherent limitation of this imaging approach is the decreased in the amount of light that reached the CCD sensor due to optical losses inside the borescope. This constraint can be partially overcome by increasing the output power of the laser and attaching a lens with a low f-number to the camera. In the present study, an f/1.4 lens was employed.

In order to minimize the interference between the laser light reflected from the cavity walls and the light scattered by the tracer particles, the interior surfaces of the pipeline-cavity system were coated with a fluorescent paint in order to change the wavelength of the reflected light. A band-pass filter attached to the lens of the camera prevented the reflected light from reaching the CCD sensor. In these experiments, a mixture of Rhodamine-B with clear coat paint was used in conjunction with a 527 nm band-pass filter, which had a bandwidth of 10 nm.

Pairs of tracer images were collected at a rate of 4.9 image pairs per second. The beginning of image acquisition sequence was synchronized to a zero-crossing of the acoustic pressure signal at the state of flow-tone resonance, commonly referred to as a locked-on condition. The time interval $dt$ between the images in each pair was interactively adjusted in order to optimize the accuracy of the calculated particle displacement. In the present study, values of $dt$ between 5 µs and 25 µs were used. The images were processed in the Davis 8.1.3 software, which utilized a multipass cross-correlation algorithm to calculate the flow velocity.
vectors based on the local displacement of the tracer particles. The initial pass of the algorithm employed 64 pixel \times 64 pixel interrogation windows with 50\% overlap in each direction. The final pass involved 16 pixel \times 16 pixel interrogation windows with 50\% overlap in each direction, which resulted in the 8 pixel spacing between individual velocity vectors.

![Figure 2.13: Schematic of the PIV set-up.](image)

The field of view of the camera (shown in Figure 2.4 (a)) corresponded to an area of 26 mm \times 40 mm, with a resolution of 6.45 \mu m/pixel. The data acquisition plane was oriented along the centerline of the pipeline. The origin (X = 0 mm, Y = 0 mm) corresponded to the center of the pipe cross-section at the upstream edge of the cavity.

### 2.2.5 Time-averaging of experimental data

As mentioned in the previous section, pairs of tracer images that were used to yield a velocity vector field were collected at a rate of 4.9 image pairs per second. Because the image sampling rate was substantially lower than the frequency of the first acoustic resonant mode, the set of acquired PIV images consisted of random samples that are independent from acous-
tically coupled flow, and which make them suitable for the calculation of time-averaged turbulent statistics. In order to determine the minimal number of images $N$ required for time-averaged quantities such as streamwise and transverse velocity components, vorticity, RMS of the $u$ and $v$ component fluctuations, as well as Reynolds stress correlations to converge, the number of images was incrementally increased, and the results were compared for different sample sizes. For the present configuration of the experimental apparatus and the range of inflow velocities, a total number of 200 image pairs was found to be sufficient. Time-averaged flow quantities used in the present investigation, where $N$ is a total number PIV images, are defined in Equations (2.2) through (2.7).

Time-averaged streamwise component of velocity:

$$<u> = \frac{1}{N} \sum_{n=1}^{N} u_n(x,y)$$ (2.2)

Time-averaged transverse component of velocity:

$$<v> = \frac{1}{N} \sum_{n=1}^{N} v_n(x,y)$$ (2.3)

Time-averaged vorticity:

$$<\omega> = \frac{1}{N} \sum_{n=1}^{N} \omega_n(x,y)$$ (2.4)

Root-mean-square of $u$ component fluctuation:

$$u_{rms} = \left\{ \frac{1}{N} \sum_{n=1}^{N} [u_n(x,y) - <u(x,y)>]^2 \right\}^{1/2}$$ (2.5)

Root-mean-square of $v$ component fluctuation:

$$v_{rms} = \left\{ \frac{1}{N} \sum_{n=1}^{N} [v_n(x,y) - <v(x,y)>]^2 \right\}^{1/2}$$ (2.6)
Averaged value of Reynolds shear stress (RSS) correlation:

\[
\langle u'v' \rangle = -\frac{\rho}{N} \sum_{n=1}^{N} [(u_n(x,y) - \langle u(x,y) \rangle)[v_n(x,y) - \langle v(x,y) \rangle] \tag{2.7}
\]

### 2.2.6 Phase-averaging of experimental data

In addition to time-averaging, phase-averaging of the PIV images was performed. Following the methodology established in (Velikorodny et al., 2010, Geveci et al., 2003), the identification of the proper phase of the velocity field was successfully performed by analyzing the sinusoidal reference pressure signal which was collected in conjunction with the trigger signal to the laser (Q-switch).

In essence, as described in (Geveci et al., 2003), phase \( \phi \) is defined as the phase difference between the occurrence of the zero crossing of the pressure signal from negative to positive and acquisition of the pair of images. In this study, the acoustic cycle was divided into a ten equally spaced phases, starting at \( \phi = 36^\circ \) and with an increment of \( \Delta \phi = 36^\circ \). In addition to that, the usage of the streamwise position of large-scale vortical structures along the cavity opening as an additional constraint in phase matching resulted in the increase in accuracy in determination of the phase. In the present study, at least 100 cross-correlated pairs of images for each pre-determined phase of the acoustic oscillation cycle were collected. Using this methodology, the resolution of the effective phase angle was \( \pm 1.5^\circ \) (Geveci et al., 2003).

### 2.2.7 PIV parameter choice for cardiovascular flow system

The PIV system used in the cardiovascular flow experiments contained a Litron LDY 300 series diode pumped Nd:YLF dual cavity laser with a maximum energy output of 22.5
mJ at 1 kHz operating at a wavelength of 527 nm. The laser sheet with a thickness of 1 mm, measured from the type 1895 linagraph laser burn paper, was generated by a series of cylindrical and spherical lenses.

The flow was seeded with silver-coated hollow glass spheres with mean diameter of 14 µm and specific gravity of 1.3 relative to water. The Stokes number of the droplets was equal to $0.7 \times 10^{-3}$, which indicated that the droplets were sufficiently small to accurately follow the flow (Melling, 1997, Raffel et al., 2007). The images of the tracers were recorded using a Photron Complementary Metal Oxide Semiconductor (CMOS) camera with a sensor that consisted of $1024 \times 1024$ pixels, which was oriented parallel to the data acquisition plane shown in Figure 2.11.

The resolution of the images was 17 µm/pixel and a particle size of 2 pixels. The field of view was 70 mm × 30 mm, which represented a physical region extending $1.5D_o$ upstream and $3D_o$ downstream of the valve (see Figure 2.9). The origin (X = 0 mm, Y = 0 mm) corresponded to the center of the outflow area of the gasket holding the valve.

The images were recorded in a double frame/double exposure mode at a sampling rate 100 Hz and with the time interval between the frames in a pair of 500 µsec. The velocity vector fields were calculated using commercial PIV software (LaVision Davis 8.1.3). A multi-pass cross-correlation algorithm, with the initial pass of 64 pixel × 64 pixel interrogation windows with a 50% overlap between the adjacent windows in both X- and Y-directions, and the final pass of 16 pixel × 16 pixel interrogation windows with a 50% overlap in both directions was implemented. The resulting vector-to-vector spacing was equal to 8 pixels.
2.2.8 Ensemble-averaging of the data

In order to provide accurate description of various properties of the flow, the ensemble-averaging technique was implemented for adequate representation of each phase of the cardiac cycle. For each data acquisition plane, 10 randomly selected, statistically independent sets of data, where each set contained 32 periods of a typical cardiac cycle, were collected at a 100 Hz sampling rate. This sampling rate resulted in 86 phases over the typical period of a cardiac cycle. Combining together 10 independent data sets yielded a number of 320 ensembles of each of 86 phases of the cardiac cycle.

Following (Dasi et al., 2007, Leo et al., 2006), only 250 ensembles were used. In order to calculate the mean and the root-mean-square (RMS) values of the velocity vector fields at each phase for the cardiac cycle, the following formulas were implemented:

\[
\overline{u^\phi} = \frac{1}{N} \sum_{k=1}^{N} u_k^\phi, \quad u'^\phi = u^\phi - \overline{u^\phi}, \quad u_{rms}^\phi = \left\{ \frac{1}{N} \sum_{k=1}^{N} [u'^\phi]^2 \right\}^{\frac{1}{2}},
\]

\[
\overline{v^\phi} = \frac{1}{N} \sum_{m=1}^{N} v_k^\phi, \quad v'^\phi = v^\phi - \overline{v^\phi}, \quad v_{rms}^\phi = \left\{ \frac{1}{N} \sum_{k=1}^{N} [v'^\phi]^2 \right\}^{\frac{1}{2}},
\]

Here, \( N \) is the number of samples that was used for the ensemble-averaging and \( \phi \) represents a particular phase of the cardiac cycle and the bar denotes the average in time.

The Reynolds shear stresses (RSS) correlation was defined as the time average of the product of the fluctuating components of the velocity field. The mathematical definition of the ensemble-averaged Reynolds stresses is given in following equation:

\[
-\rho \overline{u'v'} = \frac{1}{N} \sum_{k=1}^{N} [u'^\phi v'^\phi].
\] (2.8)
The RSS values were used to provide a statistical measure of the influence on the averaged velocity field by turbulent fluctuations at a given location.
CHAPTER 3

INVESTIGATION OF DIAMETRAL ACOUSTIC MODES IN A MODEL OF A STEAM CONTROL GATE VALVE

3.1 NUMERICAL SIMULATION OF ACOUSTIC MODES

3.1.1 Governing equations and boundary conditions

Sound waves in a lossless medium, without dipole and monopole sources, are governed by the following equation for the pressure $p$,

$$
\frac{1}{\rho c^2} \frac{\partial^2 p}{\partial t^2} + \nabla \cdot \left( \frac{1}{\rho} \nabla p \right) = 0,
$$

where $\rho$ is the density of the medium, $p$ is the acoustic pressure, $t$ is time, and $c$ is the speed of sound. Considering time-harmonic acoustic waves of angular frequency $\omega$ (rad/s), the pressure associated with this type of wave varies with time as

$$
p(x,t) = p(x)e^{i\omega t},
$$

where $x$ is the position vector. After substituting (3.2) into (3.1), one obtains a Helmholtz equation,

$$
\nabla \cdot \left( \frac{1}{\rho} \nabla p \right) - \frac{\omega^2 p}{\rho c^2} = 0.
$$
By introducing the eigenvalues $\lambda = -i2\pi f = -i\omega$, Equation (3.3) can be treated as an eigenvalue problem, and the eigenfrequencies with the correspondent eigenmodes can be obtained. In the case of the pipeline-cavity system, the eigenvalues represent the resonant frequencies, and the corresponding eigenfunctions represent the acoustic mode shapes.

3.1.2 Domain discretization and mesh independence

Figure 3.1: (a) Computational domain, (b) Computational grid.

Figure 3.2: Frequency of the first diametral acoustic mode $f_1$ as a function of the number of mesh elements $N$.

Figure 3.1 (a,b) shows a schematic of the computational domain and the grid, respectively. The boundary conditions on all solid surfaces corresponded to the sound hard walls,
i.e. the normal derivative of the pressure was equal to zero on the boundaries. The inlet/outlet boundary conditions corresponded to the sound soft boundaries, i.e. to zero acoustic pressure. With this approach, the system was simulated as an open-ended duct with zero pressure gradient imposed on the surfaces. The finite-element package Comsol 4.2a was employed to solve the eigenvalue problem corresponding to the governing Equation (3.3). The resulting solution is a set of eigenvalues and eigenvectors of the geometry, samples of which are illustrated in Figure 3.3. The computational domain was discretized using a 4-node tetrahedral mesh with minimal element size of 1.2 mm, which yielded a total number of 522,766 elements. The singularities associated with the sharp edges of the cavity were removed by replacing the sharp corners with radii of 0.2 mm.

Figure 3.3: Pressure distributions corresponding to the case of $\alpha = 0^\circ$: (a) first diametral mode ($f_1 = 4141$ Hz); (b) second diametral mode ($f_2 = 6665$ Hz); (c) third diametral mode ($f_3 = 8973$ Hz).

The numerical solutions were tested for mesh independence by performing successive refinements of the grid and monitoring the numerical values of the simulated frequencies. The
acceptable convergence was achieved for grids with 522,766 elements and above. These grids corresponded to at least 30 elements per wave length associated with the maximum simulated frequency of approximately 9 kHz. The results of the mesh independence study are shown in Figure 3.2 in terms of the calculated frequency of the first diametral acoustic mode, $f_1$, for the case of $\alpha = 0^\circ$.

Figure 3.3 shows the pressure amplitude distributions corresponding to the first three diametral acoustic modes for geometry corresponding to $\alpha = 0^\circ$. The first three diametral modes were trapped in the vicinity of the cavity, i.e. the pressure levels in the main pipeline, away from the cavity, were negligible. This feature is in agreement with the published results (Aly and Ziada, 2010, Aly and Ziada, 2011). The higher modes were more concentrated around the cavity, compared to the lower modes. In other words, they corresponded to lower levels of radiation into the main pipeline.

For all modes, the maximum pressure amplitude occurred at the bottom wall of the cavity, at $x = 0$ (as defined in Figure 3.1(a)). The cross-sections of the mode shapes in the $YZ$ plane, illustrated in Figure 3.3, located at $x = 0$ show that the pressure distribution at the bottom wall of the cavity, along its circumference, corresponded to a sinusoidal function with respect to the azimuthal position. These results follow the general trend observed in the earlier investigations (Aly and Ziada, 2010, Aly and Ziada, 2011). The numerical model presented in this section was further validated against experimental results corresponding to a shallow axisymmetric cavity model, presented in Table 3.1.
Table 3.1: Numerical and experimental frequencies of the diametral acoustic modes corresponding to different convergence-divergence angles $\alpha$.

<table>
<thead>
<tr>
<th>Geometry</th>
<th>$f^{\text{NUM}}$, Hz</th>
<th>$f^{\text{EXP}}$, Hz</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha = 0^\circ$</td>
<td>$f_1 = 4141, f_2 = 6665, f_3 = 8973$</td>
<td>N/A</td>
</tr>
<tr>
<td>$\alpha = 5^\circ$</td>
<td>$f_1 = 4125, f_2 = 6648, f_3 = 8984$</td>
<td>$f_1 = 4127, f_2 = 6636, f_3 = 8998$</td>
</tr>
<tr>
<td>$\alpha = 8^\circ$</td>
<td>$f_1 = 4191, f_2 = 6644, f_3 = 8996$</td>
<td>$f_1 = 4113, f_2 = 6616, f_3 = 8964$</td>
</tr>
<tr>
<td>$\alpha = 11.2^\circ$</td>
<td>$f_1 = 4181, f_2 = 6632, f_3 = 8985$</td>
<td>$f_1 = 4079, f_2 = 6662, f_3 = 9052$</td>
</tr>
</tbody>
</table>

While the simulated frequencies were in good agreement with the experimental values, as it can be seen in Table 3.1, the difference between the numerical and experimental results increased with the increase in convergence-divergence angle $\alpha$. This trend is due to the fact that the numerical procedure did not account for the presence of the flow and, in particular, for coupling between the fluctuating acoustic velocity in the cavity and the vorticity-bearing hydrodynamic velocity component in the separated shear layers. The change in the geometry of the upstream section of the pipe directly affected the development of the boundary layer in the vicinity of the cavity, which in turn led to changes in the flow-acoustic coupling. The changes in the properties of the shear layers induced by the converging-diverging section increased as the convergence-divergence angle $\alpha$ became larger.
3.2 EXPERIMENTAL RESULTS AND DISCUSSION

3.2.1 Effect of the inflow velocity

In this section, experimentally obtained pressure spectra are analyzed for a range of the inflow velocity $8 \text{ m/s} \leq U \leq 30 \text{ m/s}$ with an increment $\Delta U = 0.5 \text{ m/s}$, measured at the centerline of the pipeline, immediately upstream of the cavity. The data correspond to three values of the convergence-divergence angles $\alpha = 5^\circ, 8^\circ, 11.2^\circ$. The measurements were obtained at the bottom wall of the cavity. Unless stated otherwise, the results presented here correspond to the pressure transducer $P_1$. Figure 3.4 shows typical features of the power spectrum of the acoustic pressure measured, in this case, for the geometry with convergence-divergence angles $\alpha = 5^\circ$ and corresponding to the inflow velocity $U = 21.5 \text{ m/s}$. To identify the acoustic modes, both numerical results and theoretically calculated cut-off frequencies ($f_1^c = 4221 \text{ Hz}$, $f_2^c = 7003 \text{ Hz}$, $f_3^c = 9632 \text{ Hz}$) were used to identify the frequency ranges where particular acoustic modes were expected. The maxima in the experimentally obtained pressure spectra in those frequency ranges were subsequently identified.

In Figure 3.4 pronounced pressure peaks are evident and can be clearly classified into two major groups. The first group contains modes with relatively low amplitudes and the frequencies below 1000 Hz, corresponding to the longitudinal acoustic modes and their harmonics. The second group contains the predominant modes, corresponding to the first three partially trapped acoustic diametral modes with the characteristic frequencies $f_1 = 4127 \text{ Hz}$, $f_2 = 6636 \text{ Hz}$, $f_3 = 8998 \text{ Hz}$, among several other acoustic modes excited in the cavity. Simultaneous excitation of multiple resonant modes is typical for the cases of turbulent flow in pipeline-cavity systems (Rockwell et al., 2003).
Figure 3.4: Pressure spectrum corresponding to the inflow velocity $U = 21.5$ m/s, for the case of $\alpha = 5^\circ$.

Figure 3.5 through Figure 3.7 show plots of 44 individual pressure spectra corresponding to three values of the convergence-divergence angles: $\alpha = 5^\circ$, $8^\circ$, $11.2^\circ$, respectively. All three plots show narrow-band noise peaks of elevated pressure amplitude that occurred within the range of tested inflow velocities. The maximum pressure amplitude changed as a function of the convergence-divergence angle $\alpha$. The maximum value of the pressure amplitude was observed for the case of $\alpha = 5^\circ$. The maximum pressure amplitude decreased as the convergence-divergence angle $\alpha$ increased to $\alpha = 11.2^\circ$. In addition, simultaneous excitation of multiple modes at a given value of the inflow velocity $U$ can be observed at all three values of the convergence-divergence angle $\alpha$. This feature of the pressure spectra indicates the presence of a broadband noise source, generated by small-scale turbulence and large-scale flow separation (Gijrath et al., 2000).
While multiple acoustic modes were excited by the broadband source, the pressure peak with the highest amplitude in Figure 3.5 through Figure 3.7 corresponds to the second acoustic diametral mode of the cavity. It can be seen from these figures that the maximum pressure amplitude increased as the mean flow velocity increased up to \( U = 21.5 \) m/s, followed by a rapid decrease at \( U = 23 \) m/s. This attenuation of the predominant acoustic mode points out the physical mechanism of the acoustic mode excitation. Specifically, the acoustic response appears to be due to a combination of the broadband excitation by the turbulent pipe flow, the intermittent coupling between the acoustic velocity field and the periodic oscillations of the shear layer that forms across the opening of the shallow cavity, as observed in (Geveci et al., 2003). The maximum pressure amplitude increased again as the inflow velocity increased from \( U = 23.5 \) m/s to \( U = 30 \) m/s. The local maxima of the pressure amplitudes for the case of \( \alpha = 5^\circ \) were observed at the inflow velocities of \( U = 21.5 \) m/s and \( U = 30 \) m/s. The summary of the results obtained for all three geometries at critical values of inflow velocity, where the pressure fluctuations attained their maximum, are presented in Table 3.2.

<table>
<thead>
<tr>
<th>Geometry</th>
<th>( p^2 ), Pa^2</th>
<th>( f ), Hz</th>
<th>( U ), m/s</th>
<th>St</th>
<th>Ma</th>
<th>Re</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha = 5^\circ )</td>
<td>0.491</td>
<td>6636</td>
<td>21.5</td>
<td>6.57</td>
<td>0.063</td>
<td>65000</td>
</tr>
<tr>
<td></td>
<td>0.429</td>
<td>6507</td>
<td>30</td>
<td>4.62</td>
<td>0.088</td>
<td>90000</td>
</tr>
<tr>
<td>( \alpha = 8^\circ )</td>
<td>0.487</td>
<td>6616</td>
<td>22</td>
<td>6.41</td>
<td>0.064</td>
<td>66000</td>
</tr>
<tr>
<td></td>
<td>0.416</td>
<td>6500</td>
<td>29.5</td>
<td>4.69</td>
<td>0.087</td>
<td>89000</td>
</tr>
<tr>
<td>( \alpha = 11.2^\circ )</td>
<td>0.455</td>
<td>6662</td>
<td>22</td>
<td>6.45</td>
<td>0.064</td>
<td>66000</td>
</tr>
<tr>
<td></td>
<td>0.409</td>
<td>6465</td>
<td>29</td>
<td>4.75</td>
<td>0.085</td>
<td>87000</td>
</tr>
</tbody>
</table>
Figure 3.5: Waterfall plot of the pressure amplitude as a function of the frequency $f$ and the inflow velocity $U$ for the case of $\alpha = 5^\circ$.

Figure 3.6: Waterfall plot of the pressure amplitude as a function of the frequency $f$ and the inflow velocity $U$ for the case of $\alpha = 8^\circ$. 
For each geometrical configuration, the maximum value of the pressure amplitudes were listed along with the corresponding values of frequency $f$, inflow velocity $U$, the Strouhal number ($St = fL/U$), Mach number ($Ma = U/c$), and Reynolds number ($Re = \rho UD_2/\mu$).

### 3.2.2 Excitation of multiple acoustic modes

The major system dimensions such as the length $L$ and the depth $W$ of the cavity, the diameter of the inflow and outflow pipelines, as well as the range of the inflow velocities constitute the necessary set of parameters that can be used to describe the aero-acoustic response of the cavity-pipeline system. The axisymmetric cavity that was studied in this work had the aspect ratio, $L/W = 6$, which influenced greatly the evolution of cavity shear layers. In particular, such a shallow cavity did not allow the effective development of a large-scale vor-
tex over the cavity length which accounts for the absence of a significant lock-on (Geveci et al., 2003).

Another phenomenon that was observed during data analysis was simultaneous excitation of several acoustic modes. In Figure 3.8, one can see a plot of the frequencies that correspond to the maximum pressure amplitudes as the inflow velocity was varied in the vicinity of $U = 20.5$ m/s for the case of $\alpha = 5^\circ$. For example, at $U = 20.5$ m/s, the maximum pressure peaks, measured by the three pressure transducers $P_1$, $P_2$ and $P_3$ corresponded to the frequencies of 6513 Hz, 6649 Hz and 6972 Hz, respectively. This observation coincides with a similar result reported in (Aly and Ziada, 2011) and indicates a possibility of simultaneous excitation of multiple acoustic diametral modes by different azimuthal portions of the cavity shear layer (corresponding to the different locations of the pressure transducers).

Figure 3.9 shows variation of the peak acoustic pressure amplitude as a function of the inflow velocity. The plot shows relatively small difference in pressure amplitude between the three transducers $P_1$, $P_2$ and $P_3$. In conjunction with the corresponding frequency differences illustrated in Figure 3.8, these results indicate simultaneous excitation of several diametral modes of the cavity. Following the methodology established in (Aly and Ziada, 2011), superposition of the excited diametral modes can be interpreted as a spinning behavior of the second diametral mode ($f_2 = 6648$ Hz).
Figure 3.8: Frequency as a function of the inflow velocity and the azimuthal position for the case of $\alpha = 5^\circ$.

Figure 3.9: Pressure as a function of the inflow velocity and the azimuthal position for the case of $\alpha = 5^\circ$. 
3.2.3 Effect of the convergence-divergence angle

In this section, the effect of the convergence-divergence angle of the pipeline, $\alpha$, on the acoustic pressure distribution corresponding to the (partially-) trapped modes is discussed based on the results obtained from numerical simulations.

Figure 3.10: Mode shapes ($p/p_{\text{max}}$) of the second acoustic diametral mode in the case of (a) $\alpha = 0^\circ$, (b) $\alpha = 5^\circ$, (c) $\alpha = 8^\circ$, (d) $\alpha = 11.2^\circ$.

Figure 3.10 illustrates the effect of the geometry of the main pipeline in the vicinity of the cavity on the degree of confinement of the second diametral mode. As the characteristic angle $\alpha$ of the convergence-divergence pipe section was changed from $0^\circ$ to $11.2^\circ$, the levels...
of radiation of the acoustic pressure into the main pipeline increased. In other words, the degree of confinement of the second diametral mode diminished, which is described by noting the occurrence of the secondary pressure peaks in the main pipeline for the cases of higher $\alpha$. This trend is similar for the higher-order diametral modes (not shown).

The degree of mode confinement or, inversely, the level of radiation of a mode was quantified in terms of the numerically calculated magnitude of the secondary peak closest to the cavity, $P_0$, relative to the experimentally measured magnitude of the primary peak $P_{MAX}$. The ratio $P_0/P_{MAX}$, as a function of $\alpha$, is plotted in Figure 3.11. The decreased confinement of the diametral modes with the increasing convergence-divergence angle is in agreement with the experimental results presented in the previous section. Specifically, increasing $\alpha$ resulted in a decrease of the maximum acoustic pressure amplitude, illustrated in Table 3.2, which is an indication of the increased radiation losses.

Figure 3.11: Relative magnitude of the secondary pressure peak as a function of the convergence-divergence angle of the main pipeline in the vicinity of the cavity for the first three diametral modes.
The experimentally observed acoustic response of the cavity-pipeline system for the cases of $\alpha = 8^\circ$ and $\alpha = 11.2^\circ$ (not shown) is qualitatively similar to that of the case of $\alpha = 5^\circ$, which is described in the previous section. The maximum pressure amplitude decreased by 45% at $U = 21.5$ m/s and by 4% at $U = 30$ m/s as the convergence-divergence angle increased from $\alpha = 5^\circ$ to $\alpha = 11.2^\circ$. This result indicates that increasing convergence-divergence angle in the vicinity of the cavity promoted radiation of the acoustic energy associated with the partially trapped diametral acoustic modes into the main pipeline, which reduced the strength of the associated flow tone.

### 3.2.4 Effect of seat width

In the previous section, it was shown that the increase in convergence-divergence angle $\alpha$ led to decreased confinement of the diametral acoustic modes and to the appearance of secondary pressure peaks outside of the cavity. In this section, the effect on another parameter, the seat width $S$ (see Figure 2.3), on the degree of confinement of the first three diametral acoustic modes is presented. For the $n^{th}$ acoustic mode $f_n$, the lowest value of the seat width $S$, for which a local maximum (secondary peak) of acoustic pressure did not appear in the main pipeline, i.e. the modes become fully trapped, is referred to as the critical value of the seat width and is denoted as $S^*_n$. Table 3.3 lists the critical seat width values for the first three diametral acoustic modes ($n = 1, 2$ and $3$) corresponding to three different values of the convergence-divergence angle ($\alpha = 5^\circ, 8^\circ$ and $11.2^\circ$). For all three acoustic modes, the critical values of the seat width increased as $\alpha$ increased. Moreover, higher order acoustic modes become trapped at lower critical values of the seat width.
It can be concluded that while increasing the convergence-divergence angle promotes acoustic radiation into the main pipeline, this effect is only observed in the convergence-divergence section is located in the immediate vicinity of the cavity. Increasing the seat width (i.e. the length of the constant-diameter section of the pipe immediately upstream and downstream of the cavity) results in the trapped behavior of the acoustic modes. While this behavior is expected, it is interesting to note that the critical value of the seat width depends on the angle $\alpha$.

Table 3.3: Numerically obtained critical values of the seat width (mm) corresponding to different convergence/divergence angles $\alpha$.

<table>
<thead>
<tr>
<th>Geometry</th>
<th>$S_1^*$</th>
<th>$S_2^*$</th>
<th>$S_3^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha = 5^\circ$</td>
<td>96</td>
<td>80</td>
<td>18</td>
</tr>
<tr>
<td>$\alpha = 8^\circ$</td>
<td>116</td>
<td>110</td>
<td>30</td>
</tr>
<tr>
<td>$\alpha = 11.2^\circ$</td>
<td>126</td>
<td>114</td>
<td>35</td>
</tr>
</tbody>
</table>
CHAPTER 4

EFFECT OF THE EDGE GEOMETRY ON FLOW-AcouSTIC COUPLING IN A DEEP AXISYMMETRIC CAVITY

4.1 ACOUSTIC MODE SHAPES

The frequencies of the diametral acoustic modes and the associated mode shapes were calculated numerically by solving the eigenvalue problem corresponding to the Helmholtz Equation (3.3) in the three-dimensional domain representing the internal geometry of the pipeline-cavity system. The details of the numerical procedure, including the domain discretization and the mesh independence study were presented in Section 3.1.2 for the case of a shallow cavity.

Figure 4.1 shows the numerically calculated pressure distributions corresponding to the diametral modes of the cavity, encountered during experiments. The corresponding calculated pressure oscillation frequencies were equal to \(f_1 = 992\) Hz, \(f_2 = 1,642\) Hz, \(f_4 = 2,891\) Hz, \(f_7 = 4,618\) Hz, \(f_{10} = 6,328\) Hz and \(f_{15} = 9,152\) Hz. The numerical procedure outlined in Section 3.1.2 yields the mode shapes and the associated frequencies for the case of the stagnant fluid (no-flow condition). In the case of moving air, the experimentally measured frequencies of the first three diametral acoustic modes were equal to \(f_1 = 989\) Hz, \(f_4 = 2,885\) Hz, and \(f_7 = 4,600\) Hz.
The experimental measurements revealed spinning behavior of the excited diametral modes, which was reported earlier for the case of shallow cavities (Aly and Ziada, 2011). In (Aly and Ziada, 2012) it was also shown that the mode shapes are affected by the inflow velocity, and the frequency of the acoustic mode decreases with the increase of the mean flow Mach number.
Simultaneous measurements of the acoustic pressure at three different azimuthal locations indicated in Figure 2.4 can be used to determine the orientation of the acoustic modes, and give an insight about the distribution of the acoustic particle velocity, at each phase of the acoustic oscillation cycle (Aly and Ziada, 2011).

4.2 EFFECT OF CHAMFER LENGTH ON THE ACOUSTIC RESPONSE

Unless indicated otherwise, the pressure data presented herein corresponds to the pressure transducer P1 shown in Figure 2.4 (c). For each considered cavity geometry, pressure spectra were acquired for a range of the inflow velocities \(14 \text{ m/s} \leq U \leq 149 \text{ m/s} \) with an increment \(\Delta U = 0.5 \text{ m/s} \), where \(U\) is the mean velocity magnitude, measured at the centerline of the pipeline, immediately upstream of the cavity.

4.2.1 Case 1: No chamfers

Figure 4.2(a) shows a plot of 272 individual pressure spectra corresponding to the reference case of the 90° cavity edges (without chamfers) as a function of the inflow velocity in a waterfall format. The plot shows multiple peaks of elevated pressure amplitude, which occurred for a wide range of the inflow velocities. The pressure peaks are clustered around approximately constant frequency values that correspond to the resonant acoustic modes of the cavity-pipeline system. This feature can also be observed in Figure 4.2(b), which shows a contour plot of the pressure amplitude as a function of the pressure oscillation frequency \(f\) and the inflow velocity \(U\). In other words, the contour plot of Figure 4.2(b) is a top view of the 3D
surface shown in Figure 4.2(a). It should be noted that the predominant pressure peaks correspond to the first, fourth, seventh, tenth and fifteenth diametral acoustic modes of the cavity, which are shown in Figure 4.1.

Figure 4.2(b) also shows the theoretical approximations to the first three modes of the transverse shear layer oscillations (the Strouhal modes), which are labeled $H_1$, $H_2$ and $H_3$, respectively. The dashed lines represent a simplified semi-empirical model of the Strouhal modes defined in Equation (1.3), while the dash-dotted lines represent a semi-empirical model developed by Rossiter and defined in Equation (1.2).

It can be seen in Figure 4.2(b) that Equation (1.3) generally under-predicted the values of the inflow velocity $U$, at which the lock-on occurred. On the other hand, Equation (1.2), which accounts for the effect of the acoustic field on the convection speed of vortical structures that increases significantly at larger flow velocities, provides similarly good fit at low flow velocity, but improved performance at higher flow speeds. As the acoustic effects on propagation of vortices are neglected in the model given in Equation (1.3), this linear model deviates from the system response at higher flow speeds. In both models, the dominant pressure peaks were observed when the frequencies of the diametral acoustic modes matched those of the shear layer oscillation modes.
Figure 4.2: Pressure amplitude as a function of the frequency $f$ and the inflow velocity $U$ for the case of the 90° cavity edges (no chamfers): (a) waterfall plot, (b) contour plot. Shear layer oscillation modes:

$$\frac{f_{\alpha L}}{U} = 0.52(n - \frac{1}{4}),$$
$$\frac{f_{\beta L}}{U} = \frac{n - \frac{1}{4}}{0.58 + M}.$$
As the inflow velocity increased to $U = 30$ m/s, a discernible peak of the pressure amplitude appeared above the background level. For the range of the inflow velocities $50$ m/s $\leq U \leq 71$ m/s, a locked-on state corresponding to the first diametral mode of the cavity ($f_i = 992$ Hz) and the first hydrodynamic mode $H_1$ was observed.

As the inflow velocity increased, the predominant locked-on state consecutively shifted to the second hydrodynamic mode $H_2$ coupled with the 4th acoustic mode $f_4 = 2891$ Hz (for $78.5$ m/s $\leq U \leq 100$ m/s), the third hydrodynamic mode $H_3$ coupled with the 10th acoustic mode $f_{10} = 6328$ Hz (for $113.5$ m/s $\leq U \leq 126.5$ m/s) and again to $H_2$ coupled with $f_7 = 4618$ Hz and simultaneous excitation of $f_{15} = 9152$ Hz (for $126$ m/s $\leq U \leq 149$ m/s). Over the complete range of inflow velocities, the overall maximum pressure amplitude of 185.6 dB was attained during the lock-on state that corresponds to the 7th acoustic mode at $U = 142.5$ m/s. The maximum pressure amplitude of 178.8 dB, corresponding to the first diametral mode of the cavity was attained at $U = 66$ m/s.

Figure 4.3 shows patterns of the instantaneous velocity and the streamlines corresponding to the first hydrodynamic mode at $U = 67$ m/s, i.e. the Strouhal number $St = fL/U = 0.37$. The area of the plots represents the opening of the cavity. The flow in the main pipeline is from left to right, and the cavity extends in the vertical direction. Two shear layers form between the fast flow in the middle of the pipeline and the slowly moving flow inside the cavity. The first hydrodynamic oscillation mode $H_1$ is characterized by the formation of one large-scale vortical structure per acoustic oscillation period in each of the bottom and the top shear layers. In particular, at the time instant shown in Figure 4.3, a negative (clockwise) vortex was forming immediately downstream of the leading edge of the cavity in the bottom shear layer.
At the same time, a fully-formed, large-scale positive (counter-clockwise) vortex in the top shear layer was approaching the downstream edge of the cavity. This instantaneous position of the vortices indicates that the vortex formation in the top and bottom shear layers occurred with a phase shift of 180°.

In the range of the inflow velocities $78 \text{ m/s} \leq U \leq 100 \text{ m/s}$, the flow tone shifted to the fourth diametral acoustic mode of the cavity ($f_4 = 2,891 \text{ Hz}$), which resonated with the second hydrodynamic mode $H_2$. The pressure amplitudes in this range of velocities were between 139.2 dB and 170.7 dB, with the maximum value attained at $U = 93.5 \text{ m/s}$.

Flow patterns corresponding to the second hydrodynamic mode at $U = 91.5 \text{ m/s}$ ($St = 0.8$) are shown in Figure 4.4. In this flow regime, two large-scale vortices were formed in each of the bottom and the top shear layers during a typical acoustic oscillation cycle. In other words, at any instant, two vortices can exist in a shear layer. At the time instant shown in Figure 4.4, two positive vortices can be observed in the top shear layer near the corners of the cavity, while a single vortex was located near the middle of the cavity opening in the bottom shear layer. Thus, similar to the flow regime shown in Figure 4.3, the second hydrodynamic mode also exhibited asymmetric flow oscillation, or out-of-phase formation of vortices in the top and the bottom shear layers.
Figure 4.3: Patterns of instantaneous (a) velocity, (b) streamlines corresponding to the first hydrodynamic mode at $U = 67$ m/s.
Figure 4.4: Patterns of instantaneous (a) velocity, (b) streamlines corresponding to the second hydrodynamic mode at $U = 91.5$ m/s.
The tenth diametral acoustic mode \( (f_{10} = 6,328 \text{ Hz}) \) was excited by the third hydrodynamic mode \( H_3 \) in a narrow range of the inflow velocities approximately centered at \( U = 119 \text{ m/s} \). As the inflow velocity continued to increase, the flow tone lock-on got shifted to both a lower frequency \( (f_7 = 4,618 \text{ Hz}) \) and a lower hydrodynamic mode, \( H_2 \). The corresponding maximum pressure amplitude of 185.6 dB was observed at \( U = 142.5 \text{ m/s} \). The plots of Figure 4.2 also indicate simultaneous strong excitation of the seventh \( (f_7 = 4,618 \text{ Hz}) \) and the fifteenth \( (f_{15} = 9,152 \text{ Hz}) \) diametral acoustic modes, which were excited in the range \( 137 \text{ m/s} \leq U \leq 149 \text{ m/s} \).

### 4.2.2 Case 2: Symmetric chamfers

#### 4.2.2.1 Acoustic response in the case of \( L_C = 1.27 \text{ mm} \)

One of the objectives of the present study is to investigate the influence of the hydrodynamic flow characteristics, specifically the flow conditions in the vicinity of the nominal separation and the impingement points of the shear layer, indicated as A and B, respectively, in Figure 2.4. In order to alter shear layer characteristics in these regions, chamfers of the angle \( \alpha = 15^\circ \) and of the length \( L_C \) ranging from 1.27 mm to 10.16 mm were machined into the upstream and the downstream edges of the cavity.

Variation of the pressure amplitude as a function of the oscillation frequency \( f \) and the inflow velocity \( U \) in the case of the modified cavity geometry with the chamfer length \( L_C = 1.27 \text{ mm} \) is illustrated in Figure 4.5. The acoustic response of the cavity-pipeline system shares several common features with that of the reference case of the cavity with 90° edges (without chamfer). In particular, the single mode locked-on states corresponding to the first, the fourth and the seventh diametral acoustic modes produced the dominant peaks of pressure
Figure 4.5: Pressure amplitude as a function of the frequency $f$ and the inflow velocity $U$ for the case of the symmetric chamfer with chamfer length $L_C = 1.27$ mm: (a) waterfall plot, (b) contour plot. Shear layer oscillation modes: $\frac{f_n L}{U} = 0.52(n - \frac{1}{4}), \quad \frac{f_n L}{U} = \frac{n - \frac{1}{4}}{0.58 + M}$. 
amplitude. Moreover, the ranges of the inflow velocity corresponding to these locked-on states were similar to those in the reference case, which is shown in Figure 4.2.

In contrast to the reference case, however, the modified cavity with $L_C = 1.27$ mm exhibited simultaneous excitation, at different acoustic pressure levels, of the diametral acoustic modes number 1 through 15 ($f_1 = 992$ Hz, $f_3 = 3,449$ Hz, $f_5 = 4,618$ Hz, $f_{12} = 8,189$ Hz, $f_{15} = 9,152$ Hz) in the range of the inflow velocities $140 \text{ m/s} \leq U \leq 149 \text{ m/s}$. Typically, higher order acoustic modes are less prone to generating locked-on states, as the acoustic energy associated with them dissipates relatively quickly, compared to the lower order modes. The observed excitation of higher order modes is likely associated with the relatively deep cavity, which has a greater degree of confinement compared to other shallow cavity systems.

It should be pointed out that in the present case the acoustic energy generated in the system is distributed over multiple acoustic modes. The plot of Figure 4.5(b) also suggests that the acoustic modes are coupled to different hydrodynamic modes of the shear layer oscillation. This condition, although it is associated with relatively high peak pressure levels, is expected to result in an intermittent flow patterns in the vicinity of the cavity opening due to the presence of vortical structures of different scales, which are associated with the different hydrodynamic oscillation modes (Oshkai et al., 2005). Moreover, introduction of the chamfers changes the effective length of the cavity. Thus, the corresponding expression for the cavity length $L$ in Equations (1.2) and (1.3) becomes:

$$L = L + (L_{c_{\text{up}}}^{\text{UP}} + L_{c_{\text{down}}}^{\text{Down}}),$$

(4.1)

where $L_{c_{\text{up}}}^{\text{UP}}$ and $L_{c_{\text{down}}}^{\text{Down}}$ are the lengths of the chamfers at the upstream and the downstream cavity edges, respectively. Since the shear layer oscillations occur at a constant Strouhal number,
Figure 4.6: Pressure amplitude as a function of the frequency $f$ and the inflow velocity $U$ for the case of the symmetric chamfer with chamfer length $L_c = 3.81$ mm: (a) waterfall plot. (b) contour plot. Shear layer oscillation modes: \( \frac{f_{nL}}{U} = 0.52(n - \frac{1}{4}) \), \( \frac{f_{nL}}{U} = \frac{n - \frac{1}{4}}{0.58 + M} \).
introducing the chamfers to the cavity edges effectively shifts the locked-on flow regime to higher inflow velocities. It should be noted that (Bruggeman et al., 1991) concluded that in the case of a cavity formed by the side branches of a gas transport system, the effective cavity length is reduced to: \( L = L + L^{ch}_C \). Only the upper chamfer was relevant in his experiments. This has been confirmed by experiments on Helmholtz resonators by (Dequand et al., 2003). One of the goals of this dissertation was to verify the above findings in the case of the deep, circular, axisymmetric cavity.

4.2.2.2 Acoustic response in the case of \( L_C = 3.81 \text{ mm} \)

Further increase in the length of the 15° chamfers of the cavity edges resulted in a significant change in the acoustic response of the pipeline-cavity system. In the case of the \( L_C = 3.81 \text{ mm} \), shown in Figure 4.6(a), a single locked-on flow tone corresponding to the first diametral acoustic mode \( (f_1 = 992 \text{ Hz}) \) was generated. Simultaneous excitation of the second acoustic diametral mode \( (f_2 = 1,642 \text{ Hz}) \), although at a much lower amplitude, was also observed. This resonant state was achieved at higher values of the inflow velocity \( (73.5 \text{ m/s} \leq U \leq 106.5 \text{ m/s}) \), compared to the reference case (no chamfers). Figure 4.6(b) shows that the theoretical models of Equations (1.2) and (1.3) provide a rather good prediction for the values of the inflow velocity for the locked-on state. This mainly accounts to the inclusion of the chamfered edges of the cavity, which resulted in the increase of the effective cavity length.

Moreover, the amplitude of the dominant pressure peak in the case of the \( L_C = 3.81 \text{ mm} \) was equal to 191.2 dB at 91.5 m/s, which constitutes a substantial increase compared to \( p = 178.8 \text{ dB} \) generated in the reference case at \( U = 66 \text{ m/s} \) shown in Figure 4.2. This increase in the pressure amplitude of the locked-on acoustic mode is directly related to substantially higher value of the inflow velocity, compared to the reference case with no chamfers.
4.2.2.3 Acoustic response in the case of $L_C = 10.16$ mm

The acoustic response of the pipeline-cavity system in the case of the longest chamfer of the cavity edges considered in the present study ($L_C = 10.16$ mm) is presented in Figure 4.7. The plots of acoustic pressure amplitude show broadband excitation of multiple resonant frequencies over a very wide range of the inflow velocities ($U \geq 30$ m/s).

While the locked-on flow states were completely eliminated within the current velocity range, this phenomenon can be attributed to a combination of two factors: (a) increased acoustic radiation into the main pipeline due to the modified geometry of the cavity and (b) increased vorticity thickness (Chapter 6) of the separated shear layer across the cavity, which interfered with formation of coherent vortical structures. It should be also pointed out that small chamfers, by effectively increasing the characteristic cavity length, shift the locked-on flow states to higher inflow velocities, as discussed in Section 4.2.2.1. In practical applications, pipeline systems operate within a certain velocity range. Hence, the ability to shift the locked-on flow states beyond the operating range of the particular system is viewed as a viable passive control strategy.
Figure 4.7: Pressure amplitude as a function of the frequency $f$ and the inflow velocity $U$ for the case of the symmetric chamfer with chamfer length $L_c = 10.16$ mm: (a) waterfall plot. (b) contour plot.
4.3 EFFECT OF DOWNSTREAM CORNER CHAMFER LENGTH VARIATION

In Figure 4.8 through Figure 4.10 one can see the waterfall plot of the pressure spectra as a function of the inflow velocity, along with the contour plot of the pressure amplitude as a function of the pressure oscillation frequency $f$ and the inflow velocity $U$. In the results shown in those figures, the introduction of the chamfered edges, with associated chamfer length of $L_C = 1.27 \text{ mm}, 3.81 \text{ mm} \text{ and } 10.16 \text{ mm}$, to the downstream corner of the cavity produced little effect on the acoustic response of the system. In fact, the acoustic response shown in Figure 4.8 through Figure 4.10 is approximately the same as that of the cavity with unaltered edges. A possible explanation for this fact is that the separated shear layer remains unaffected at the upstream edge of the cavity.

At the downstream edge, where the transverse velocity of the shear layer is typically larger than that at the upstream edge, the interaction of the shear layer with the cavity edge is directly affected by the size of the chamfers, as it influences the feedback mechanism, one of the main components of which is the interaction of the perturbed velocity field with the impingement edge (Naudascher and Rockwell, 2005).

Since the size of the chamfers introduced at the downstream cavity edge was smaller than the length scale of the impinging vortices, these geometric changes were relatively ineffective and resulted only in a slight decrease in the pressure amplitude. These observations are consistent with the results obtained for two-dimensional open cavity reported in (Franke and Carr, 1975).
Figure 4.8: Pressure amplitude as a function of the frequency $f$ and the inflow velocity $U$ for the case of the downstream chamfer length $L_C = 1.27$ mm: (a) waterfall plot, (b) contour plot. Shear layer oscillation modes:

$$f_{nL} = 0.52\left(n - \frac{1}{4}\right), \quad \frac{f_n L}{U} = \frac{n - \frac{1}{4}}{0.58 + M}.$$
Figure 4.9: Pressure amplitude as a function of the frequency $f$ and the inflow velocity $U$ for the case of the downstream chamfer length $L_C = 3.81$ mm: (a) waterfall plot, (b) contour plot. Shear layer oscillation modes:

\[
-\quad -\quad \frac{f_n L}{U} = 0.52(n - \frac{1}{4}), \quad -\quad -\quad \frac{f_n L}{U} = \frac{n - \frac{1}{4}}{0.58 + M}.
\]
Figure 4.10: Pressure amplitude as a function of the frequency $f$ and the inflow velocity $U$ for the case of the downstream chamfer length $L_c = 10.16$ mm: (a) waterfall plot, (b) contour plot. Shear layer oscillation modes:

$$n_{nfL} = 10.52(n - \frac{f}{\sqrt{4}})$$

$$n_{nfL} = \frac{n - \frac{f}{4}}{0.58 + M}.$$
4.4 EFFECT OF CHAMFER LENGTH VARIATION AT THE UPSTREAM CORNER

In this section, three chamfered cavity configurations, with associated chamfer length of \( L_C = 1.27 \) mm, 3.81 mm and 10.16 mm at the upstream edge were tested. The effectiveness of the geometric modifications is discussed below.

4.4.1 Acoustic response in the case of \( L_C = 1.27 \) mm

The acoustic response of the system with the shortest upstream chamfer is shown in Figure 4.11. The locked-on states presented herein were similar to those in the cavity with symmetric upstream and downstream chamfers, with associated chamfer length of \( L_C = 1.27 \) mm. As in the cavity geometry with the chamfer length \( L_C = 1.27 \) mm, illustrated in Figure 4.5, the large amplitude pressure oscillations corresponded to the first, the fourth and the seventh diametral acoustic modes. In addition, the acoustic response of the system indicated excitation of higher order diametral acoustic modes (\( f_5 = 3,449 \) Hz, \( f_{10} = 6,328 \) Hz, \( f_{12} = 8,189 \) Hz, \( f_{15} = 9,152 \) Hz) of smaller amplitudes in the range of the inflow velocities \( 137 \) m/s \( \leq U \leq 149 \) m/s. These higher order diametral acoustic modes were not as pronounced as in the symmetric chamfer case. In Figure 4.11 one can also see that the introduction of the upstream chamfer to the cavity edge resulted in the slight shift of the lock-on intervals to the higher ranges of the inflow velocity. This shift is due to the increase in of effective cavity length, which was discussed in Section 4.2.1.
4.4.2 Acoustic response in the case of $L_C = 3.81$ mm

The results illustrated in Figure 4.12 indicate that by increasing the length of the chamfer at the upstream edge of the cavity one can noticeably change the acoustic response of the system. In general, the results follow the trend for the case of the symmetrical chamfers with $L_C = 3.81$ mm, shown in Figure 4.6, where a single locked-on flow tone corresponding to the first diametral acoustic mode ($f_1 = 992$ Hz) was observed in the range of the inflow velocity of $73$ m/s $\leq U \leq 101$ m/s. In addition to the first acoustic diametral mode, the simultaneous excitation of the second acoustic diametral mode ($f_2 = 1,642$ Hz), although at a much lower amplitude, was observed. The amplitude of the dominant pressure peak in the case of the $L_C = 3.81$ mm was equal to $191.9$ dB, which is comparable to $p = 191.2$ dB generated in the symmetric case shown in Figure 4.6.
Figure 4.11: Pressure amplitude as a function of the frequency $f$ and the inflow velocity $U$ for the case of the upstream chamfer length $L_C = 1.27$ mm: (a) waterfall plot, (b) contour plot. Shear layer oscillation modes:

$$
\frac{f_n L}{U} = 0.52(n - \frac{1}{4}) \quad \text{and} \quad \frac{f_n L}{U} = \frac{n - \frac{1}{4}}{0.58 + M}.
$$
Figure 4.12: Pressure amplitude as a function of the frequency $f$ and the inflow velocity $U$ for the case of the upstream chamfer length $L_c = 3.81$ mm: (a) waterfall plot, (b) contour plot. Shear layer oscillation modes:

$$\frac{f_a L}{U} = 0.52 (n - \frac{1}{4}), \quad \frac{f_0 L}{U} = \frac{n - \frac{1}{4}}{0.58 + M}. $$
Figure 4.13: Pressure amplitude as a function of the frequency $f$ and the inflow velocity $U$ for the case of the upstream chamfer length $L_c = 10.16$ mm: (a) waterfall plot, (b) contour plot.
4.4.3 Acoustic response in the case of $L_C = 10.16 \text{ mm}$

In Figure 4.13, one can see the acoustic response of the system in the case of the longest chamfer of the cavity edges ($L_C = 10.16 \text{ mm}$). As in the corresponding case of the longest symmetrical chamfers, the plots of acoustic pressure amplitude show broadband excitation of multiple resonant frequencies over a very wide range of the inflow velocities ($U \geq 30 \text{ m/s}$). While the locked-on flow states were completely eliminated, the overall level of broadband pressure spectrum was higher than that of the corresponding case of symmetrical chamfers, illustrated in Figure 4.7. This particular result indicates that the presence of the downstream and the upstream chamfered edges is more effective in suppression of the incavity pressure oscillations. The presence of the additional chamfer at the downstream edge in the symmetrical case resulted in additional decrease of the pressure amplitude, by influencing the interaction mechanism of the impinging shear layer with the downstream edge of the cavity.
CHAPTER 5

SPINNING BEHAVIOUR OF DIAMETRAL ACOUSTIC MODES IN DEEP AXISYMMETRIC CAVITIES WITH CHAMFERED EDGES

5.1 AZIMUTHAL CHARACTERISTICS OF THE ACOUSTIC DIAMETRAL MODES

A typical mode shape for the first diametral mode has the form shown in Figure 5.1 (a) where black circles indicate the physical position of the pressure transducers. Each pressure transducer is separated from one another by a 45° angle, and it was assumed that maximum pressure was attained at $P_1$. The amplitude variation of the pressure along the circumference of the cavity follows the sine curve, which is schematically shown in Figure 5.1 (b). The acoustic diametral modes, following classification established in (Aly and Ziada, 2011), can be either: (i) spinning, (ii) stationary, or (iii) partially spinning. The particular type of the acoustic diametral mode can be determined by analyzing the data obtained from the pressure transducers.

The main characteristics of the spinning acoustic mode, when one is looking at the data simultaneously acquired from pressure transducers $P_1$, $P_2$, and $P_3$ is the presence of constant phase shift, as shown in Figure 5.2.
Figure 5.1: (a) First spinning diametral mode, (b) Pressure variation of the spinning diametral acoustic mode recorded simultaneously from transducers P1, P2, and P3

Figure 5.2: Pressure variation of spinning diametral acoustic modes recorded at the same time from transducers P1, P2, and P3

Under ideal conditions, the phase shift between pressure data, illustrated in Figure 5.2, corresponds to the physical angle $\Theta$ that separates each pressure transducer from one another in the case of the first acoustic diametral mode, and to the product $n\Theta$, where $n$ is the mode number, in the case of the higher order acoustic diametral modes. In addition to that, each
pressure transducer will record pressure variation with exactly the same amplitude over a period of oscillation of the particular diametral acoustic mode.

Contrary to spinning diametral acoustic modes, the stationary diametral acoustic modes do not preserve the amplitude of the pressure variation. The data acquired from pressure transducers show either 0º or 180º phase shift. This phase shift can be explained from Figure 5.3. In particular, each point in the acoustic pressure field is oscillating at the frequency of the first acoustic diametral mode. Since the mode is stationary, and assuming the pressure distribution shown in Figure 5.3 (a), each pressure transducer P₁ and P₂ will acquire a sinusoidal pressure variation where the maximum (minimum) amplitude is determined by the physical location of the pressure transducer. As it can be seen from Figure 5.3, the pressure data acquired by pressure transducers P₁ and P₂ have the same phase and different amplitude. In fact, the pressure amplitude is proportional to the physical location of the pressure transducer. On the other hand, the pressure data recorded by pressure transducer P₃ are 180º out of phase from the pressure data recorded by pressure transducers P₁ and P₂.

Figure 5.3: (a) First stationary diametral mode, (b) Pressure variation of the stationary diametral acoustic mode recorded simultaneously from transducers P₁, P₂, and P₃
5.2 MATHEMATICAL INTERPRETATION OF THE SPINNING NATURE OF THE ACOUSTIC DIAMETRAL MODES

The propagation of the sound wave through the fluid medium is accompanied by cyclic displacement of the fluid particles from their equilibrium position and simultaneous increase and decrease of the pressure. The general distribution of the sound pressure in a cylindrical cavity associated with the excitation frequency \( \omega \) is represented by the following expression (Aly and Ziada, 2011):

\[
p_{mn}(x,r,\theta,t) = p_{mn} J_m(k_{mn}r)e^{i(\omega t + m\theta) - d_\omega x}
\]  

(5.1)

where, \( J_m(k_{mn}r) \) is the Bessel function of the first kind, \( m \) and \( n \) are diametral and radial mode numbers, \( t \) is time, \( \omega = 2\pi f \) is the angular frequency, \( \theta \) is a phase angle, and \( d_\omega \) is a decay factor, which is a function of the ratio between the trapped mode frequency and the corresponding main duct cut-off frequency. The general azimuthal behavior of the trapped acoustic diametral modes can be represented by a superposition of two orthogonal stationary modes, phase-shifted by 90° in time (Aly and Ziada, 2011, Hein and Koch, 2008). Following this concept, the general expression for the azimuthal behavior of acoustic diametral mode in terms of two stationary modes is given by (Aly and Ziada, 2011):

\[
p_{mn}(x,r,\theta,t) = (A \cos(m\theta) + iB \sin(m\theta))J_m(k_{mn}r)e^{i\omega t - d_\omega x}
\]  

(5.2)

here, \( A \) and \( B \) are the amplitudes of two stationary modes. The outcome of the Equation (5.2) is a stationary mode whenever \( A \) or \( B \) is zero, a spinning mode when \( A = B \), and a partially spinning mode when \( A \neq B \).
Using Equation (5.2) and following previously established methodology (Aly and Ziada, 2011), one can illustrate the features of the partially spinning acoustic diametral modes that stand somewhat between those of the spinning and stationary acoustic diametral modes. Specifically, as it can be seen from Figure 5.4 (a), the normalized amplitude of the pressure
varied from 0.4 to 1, following a non-sinusoidal distribution. However, as the azimuthal behavior of the acoustic diametral mode approaches the one of a stationary mode, the graph in Figure 5.4 (a), in return, approaches a sinusoidal distribution. On the other hand, as the azimuthal behavior of the acoustic diametral mode approaches the one of a spinning mode, the graph in Figure 5.4 (a) approaches a constant value.

In addition to the azimuthal distribution of the pressure amplitude, the variation of the pressure phase over the outer perimeter of the cavity for a partially spinning acoustic diametral mode is very specific. It is illustrated in Figure 5.4 (b). One can see that the rate of change of the pressure phase varied with the location of the minimum pressure amplitude. In particular, the rate of change in pressure phase is increased around to point where the pressure amplitude attained its minimum, as was shown in (Aly and Ziada, 2011). This behavior illustrate that while the physical angle between pressure transducer is fixed, one can expect to observe different values of the relative phase difference between pairs of pressure transducers at different locations over the outer perimeter of the cavity. This phenomenon was observed in the current study.

5.3 INTERPRETATION OF THE EXPERIMENTAL DATA

In this Section, the methodology developed in (Aly and Ziada, 2011) was applied to experimental data, represented by pressure signals simultaneously measured by the pressure transducers P1, P2 and P3. The concept of two orthogonal modes was used to interpret the azimuthal characteristics of acoustic diametral modes. The cavity modes were defined as: 1) primary acoustic mode, which amplitude corresponds to the maximum amplitude attained during the time cycle of pressure oscillation, and which azimuthal orientation corresponds to
the orientation at which the maximum amplitude was observed, and 2) secondary acoustic mode, orthogonal to the primary acoustic mode. The pressure signals were filtered by a narrow-band filter with a bandwidth of 50 Hz in order to isolate the frequency of the locked-on acoustic diametral mode from a wider bandwidth signal that typically contains low-frequency oscillations along with other acoustic diametral modes of the cavity. Assuming sinusoidal distribution of the pressure over the cavity wall and taking the pressure data collected from pressure transducers $P_1$, $P_2$ and $P_3$ the time dependent pressure amplitude $A(t)$ can be obtained from (Aly and Ziada, 2011):

$$\rho_k(\theta, t) = A(t) \cdot \cos(\theta - \varphi(t)),$$

(5.3)

here, $\rho_k(\theta, t)$, $k = 1,2$ is the acoustic pressure measured by pressure transducer $P_2$ or $P_3$, $A(t)$ is the maximum pressure attained over the cavity wall, $\theta$ is the physical angle of pressure transducer $\rho_k$ relative to the pressure transducer $P_1$, and $\varphi(t)$ is the orientation of the maximum pressure amplitude relative to that of $P_1$. The maximum value of $A(t)$ and the orientation at which it occurs was taken as that of the primary acoustic mode of this cycle.

### 5.4 CHARACTERISTICS OF THE SPINNING MODES

#### 5.4.1 Symmetric chamfers

The plots of Figure 5.5 show the relative phase difference between pressure signals measured by the pressure transducers $P_1$, $P_2$ and $P_3$ as a function of the inflow velocity for the case of symmetric chamfers. The corresponding evolution of the locked-on flow states as a function of the inflow velocity is presented in Figure 5.6. Figure 5.6 also shows theoretical approximations to the first three modes of the transverse shear layer oscillations (the Strouhal
modes), which are labeled H₁, H₂ and H₃, respectively. The dashed lines represent a simplified semi-empirical model of the Strouhal modes defined in Equation (1.3).

The plots in Figure 5.5 show strong correlation between the locked-on states and relative phase difference between pressure signals. Specifically, in the case of $L_C = 0$ mm, one can see that as the inflow velocity increased to $U = 30$ m/s, the values of the relative phase difference $\phi$ between the pressure signals $P_1$, $P_2$ and $P_2$, $P_3$ aggregate mostly around $\phi = 55^\circ$. The amplitude of unsteady pressure fluctuations at this value of inflow velocity is approximately 155 dB, as it was reported in (Oshkai and Barannyk, 2013), which corresponds only to the initial stage of the flow tone lock-on. As such, following the classification established earlier, the excited acoustic diametral mode can be classified as a partially spinning mode, resulted from superposition of two orthogonal modes with the temporal phase shift of $90^\circ$ and an amplitude ratio $A/B < 1$, as defined in Equation (5.2).

For the range of the inflow velocities $50 \leq U \leq 71$ m/s, the locked-on state corresponds to the first diametral mode of the cavity ($f_1 = 992$ Hz) and the first hydrodynamic mode H₁. In this range, as one can see in Figure 5.5 (a), the values of the relative phase difference $\phi$ between the pressure signals $P_1$, $P_2$ and $P_2$, $P_3$ aggregate around $\phi = 45^\circ$. The amplitude ratio $A/B$ in this range of inflow velocities was approximately equal to 1, which indicates that the superposition of two orthogonal modes with a temporal phase shift of $90^\circ$ resulted in a spinning acoustic diametral mode, as per established classification. As the range of inflow velocity increased, as it was shown in Figure 5.6, the predominant locked-on state shifted to the second hydrodynamic mode H₂ coupled with the 4th acoustic mode $f_4 = 2891$ Hz (for $78.5 \leq U \leq 100$ m/s), the third hydrodynamic mode H₃ coupled with the 10th acoustic mode $f_{10} = 6328$ Hz (for $113.5 \leq U \leq 126.5$ m/s) and again the second hydrodynamic mode H₂ coupled
with $f_7 = 4618$ Hz (for $118 \leq U \leq 149$ m/s). The corresponding relative phase difference $\phi$ between the pressure signals $P_1, P_2$ and $P_2, P_3$ fell in the range of $43^\circ \leq \phi \leq 76^\circ$ for the case of $f_4 = 2891$ Hz and $20^\circ \leq \phi \leq 60^\circ$ for the case of $f_7 = 4618$ Hz, respectively. In both cases, the resulting modes can be classified as partially spinning.

The cases of $f_4 = 2891$ Hz and $f_7 = 4618$ Hz exhibit a distinct similarity in terms of the variation of the relative phase difference $\phi$. Specifically, in the first half of their respective ranges of the inflow velocity, the values of $\phi$ are different from $\phi = 45^\circ$. However, as the inflow velocity increases, the values of $\phi$ converge to $\phi = 45^\circ$. This trend indicates the tendency of the system to lock the relative phase difference between signals measured by the pressure transducers $P_1, P_2$ and $P_2, P_3$ to the value $\phi = 45^\circ$, which corresponds to the physical separation azimuthal angle between pressure transducers, contrary to the results reported in (Aly and Ziada, 2011). Thus, these diametral modes are classified as partially spinning.

Figure 5.5 also shows the influence of the symmetric chamfers on the spinning behaviour of acoustic diametral modes of the cavity. As it can be seen in Figure 5.5 (b), introduction of a symmetric chamfer with $L_C = 1.27$ mm lead to noticeable changes in the distribution of relative phase difference $\phi$ between the pressure signals $P_1, P_2$ and $P_2, P_3$. Specifically, at the range of the inflow velocities of $50 \leq U \leq 71$ m/s, where acoustic modes showed fully spinning behaviour in Figure 5.5 (a), the presence of chamfered edges resulted in a deviation of relative phase difference from $\phi = 45^\circ$, which is indicative of the partially spinning state.
Figure 5.5: Relative phase difference between pressure signals obtained by different transducers as a function of the inflow velocity for the case of symmetric chamfers: (a) $L_C = 0$, (b) $L_C = 1.27$ mm, (c) $L_C = 3.81$ mm.
Figure 5.6: Frequency of the acoustic pressure as a function of flow velocity for the case of symmetric chambers: (a) $L_C = 0$, (b) $L_C = 1.27$ mm, (c) $L_C = 3.81$ mm.
A similar trend was observed in the range of the inflow velocities of \( 78.5 \leq U \leq 100 \) m/s, where the hydrodynamic mode \( H_2 \) was coupled with the acoustic mode \( f_4 = 2891 \) Hz. On the other hand, in the range of the inflow velocities of \( 126 \leq U \leq 149 \) m/s, which corresponds to the case of the hydrodynamic mode \( H_2 \) coupled with the acoustic mode \( f_7 = 4618 \) Hz, one can see that the values of \( \phi \) converged to \( \phi = 45^\circ \), indicating, as in the case of \( L_C = 0 \) mm, the partially spinning state.

Finally, as the chamfer length increased to \( L_C = 3.81 \) mm, complete convergence of the relative phase difference \( \phi \) between the pressure signals \( P_1, P_2 \), and \( P_2, P_3 \) to the value of \( \phi = 45^\circ \) was not achieved, although \( \phi \) values clustered in the vicinity of \( \phi = 45^\circ \) in the range of the inflow velocities of \( 75 \leq U \leq 95 \) m/s, as can be seen in Figure 5.5 (c).

It can be concluded that introduction of symmetric chamfers at the upstream and the downstream edges of the cavity can change the temporal behaviour of the acoustic diametral modes of the cavity from spinning to a partially spinning for the lower order modes, while not affecting the higher order modes. This effect becomes more pronounced as the length of the chamfers is increased.

### 5.4.2 Chamfers of the upstream edge of the cavity

In Figure 5.7, one can see the plots of relative phase difference \( \phi \) between the pressure signals \( P_1, P_2, P_2, P_3 \) as a function of the inflow velocity, corresponding to the upstream chamfers of \( L_C = 1.27 \) mm and \( L_C = 3.81 \) mm. The corresponding evolution of the locked-on flow states as a function of inflow velocity is presented in Figure 5.8.

As can be seen from Figure 5.7 (a), introduction of the upstream chamfer with \( L_C = 1.27 \) mm resulted in a different effect on \( \phi \), compared to the case of symmetric chamfers, illustrated in Figure 5.5 (b). Qualitatively, the upstream chamfer led to a larger deviation of the
temporal behaviour of the acoustic modes from the spinning state, which is illustrated by a divergence of the $\phi$ values from $\phi = 45^\circ$ shown in Figure 5.7 (a). In particular, this effect was observed for the first diametral mode of the cavity ($f_1 = 992$ Hz) over the entire range of the inflow velocities where this mode was coupled with the hydrodynamic mode $H_1$. In addition, partially spinning behaviour of the higher order modes $f_4 = 2891$ Hz and $f_7 = 4618$ Hz (corresponding to $\phi = 45^\circ$) was observed over a more narrow range of the inflow velocities, compared to the case of symmetric chamfers.

In contrast to the previously described cases, introduction of a long upstream chamfer ($L_C = 3.81$ mm) resulted in a well-defined spinning temporal behaviour of the acoustic modes, corresponding to $\phi = 45^\circ$. An insight into the physics manifested by this result can be obtained from (Oshkai and Barannyk, 2013), where it was shown that a change in the downstream edge of the cavity can weaken the feedback mechanism of the self-sustained shear layer oscillations, one of the main components of which is the interaction of the perturbed velocity field with the impingement edge (Franke and Carr, 1975, Naudascher and Rockwell, 2005). In turn, the change in the upstream feedback affects the amplitude of the acoustic particle velocity of the coupled acoustic mode. In the case of the upstream chamfer, the downstream cavity edge remained sharp, while in the case of the symmetric chamfers, the interaction between the downstream edge and the velocity field was affected.
Figure 5.7: Relative phase difference between pressure signals obtained by different transducers as a function of the inflow velocity for the case of the upstream chamfer: (a) $L_C = 1.27$ mm, (b) $L_C = 3.81$ mm.

5.4.3 Chamfers of the downstream edge of the cavity

Figure 5.9 shows the evolution of the relative phase difference $\phi$ between the pressure signals as a function of the inflow velocity, for the case of the chamfers at the downstream edge of the cavity. The corresponding evolution of locked-on flow states is presented in Figure 5.12.
Figure 5.8: Frequency of the acoustic pressure as a function of flow velocity of the acoustic diametral modes for the case of upstream chamfer: (a) $L_C = 1.27$ mm, (b) $L_C = 3.81$ mm.

For both values of the chamfer length $L_C$ shown in Figure 5.9, the distribution of the relative phase difference $\phi$ between the pressure signals $P_1$, $P_2$ and $P_2$, $P_3$ was qualitatively similar to the case of the symmetric chamfers, illustrated in Figure 5.5. In particular, the presence of the chamfered downstream edge resulted in a deviation of the $\phi$ values from $\phi = 45^\circ$, when the hydrodynamic mode $H_2$ was coupled with the acoustic modes $f_4 = 2891$ Hz or $f_7 = 4618$ Hz.
Figure 5.9: Relative phase difference between pressure signals obtained by different transducers as a function of the inflow velocity for the case of the downstream chamfer: (a) $L_C = 1.27$ mm, (b) $L_C = 3.81$ mm.

This result agrees with the evolution of the pressure amplitude as a function of the inflow velocity, discussed in (Oshkai and Barannyk, 2013), and indicates that modification (weakening) of the feedback mechanism at the downstream corner of the cavity can change the azimuthal behaviour of the acoustic diametral mode from spinning to a partially spinning by decreasing the contribution from the acoustic particle velocity.
5.5 EFFECT OF SPLITTER PLATE ON THE ROTATIONAL BEHAVIOUR OF THE ACOUSTIC DIAMETRAL MODE

For the next set of experiments, a horizontal splitter plate of two different length ($L_S = 57.15$ mm, $L_S = 81.4$ mm) was inserted into the cavity, as it was illustrated in Figure 1 (c). The acoustic mode shapes and the resonant frequencies, associated with the cavity-splitter plate arrangement, were calculated numerically using the finite-element package Comsol 4.2a.

Similarly to the results reported in (Aly and Ziada, 2011), in the case of the first acoustic mode, the numerical simulations revealed the presence of two acoustic diametral modes, which orientation was locked on the splitter plate, with one mode, denoted as $f_A$, being perpendicular to it (when looking at the nodal diameter with respect to the plate’s orientation), and the other mode, denoted as $f_B$, being almost parallel to the plate with its mode shape being noticeably affected by the presence of the splitter plate, which is illustrated in Figure 5.10. In the case of shorter and longer splitter plates the following identity holds: $f_A > f_B$. Besides that, in the current experimental system the frequency of the acoustic mode $f_A$, was noticeably higher than that of the acoustic mode $f_B$, for $i = 1, 4, 7, 10$, as it can be seen in Figure 5.10. This differences, however, are most likely attributed to the different $L/D = 0.3$ ratio of the current cavity geometry compared to the one used in (Aly and Ziada, 2011), and because of the larger length of the splitter plate used in the present study, which amplified cavity asymmetry and significantly changed the mode shapes and associated with them resonant frequencies. The effect of cavity asymmetry was especially pronounced in the higher order modes.
Table 5.1: Pairs of resonant frequencies obtained numerically and associated with acoustic diametral modes with preferred orientation imposed by a splitter plate.

<table>
<thead>
<tr>
<th></th>
<th>Short splitter plate</th>
<th>Long splitter plate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$f_A$, Hz</td>
<td>$f_B$, Hz</td>
</tr>
<tr>
<td>$A_1$</td>
<td>1001</td>
<td>842</td>
</tr>
<tr>
<td>$A_4$</td>
<td>2887</td>
<td>2583</td>
</tr>
<tr>
<td>$A_7$</td>
<td>4659</td>
<td>4365</td>
</tr>
<tr>
<td>$A_{10}$</td>
<td>6413</td>
<td>6119</td>
</tr>
</tbody>
</table>

In order to investigate this shift in the frequency, the data from three pressure transducers was further evaluated. In Figure 5.11, one can see the evolution of resonant frequencies of the acoustic pressure as a function of inflow velocity, obtained from three pressure transducers, for the case of unmodified cavity corners. In this figure, three different colors, black, red and yellow, represent the frequency measured by pressure transducers P1, P2, and P3 respectively.

Figure 5.10: The mode shapes of the first acoustic diametral mode in the presence of the long splitter plate ($L_s = 81.4$ mm): (a) $f_A^1 = 998$ Hz, (b) $f_B^1 = 713$ Hz.
In the case of the short splitter plate, which is shown in Figure 5.11(a), it can be seen that over the four regions of the inflow velocity: 1) $53.5 \leq U \leq 64.5 \text{ m/s}$, 2) $75 \leq U \leq 98 \text{ m/s}$, 3) $113.5 \leq U \leq 124 \text{ m/s}$, 4) $129.5 \leq U \leq 149 \text{ m/s}$, all three pressure transducers showed a single frequency of approximately $f_i^A$, where $i = 1, 4, 7, 10$.

In the case of the long splitter plate, illustrated in Figure 5.11(b), one can see that for the range of the inflow velocities $53.5 \leq U \leq 64.5 \text{ m/s}$, all three pressure transducers show a single frequency of the acoustic mode which nodal diameter was perpendicular to the plate, of approximately $f_i^A = 998 \text{ Hz}$.

In contrast to the case of short splitter plate, as the range of the inflow velocities increased to $75 \leq U \leq 98 \text{ m/s}$, one can see three distinct ranges of the frequency of acoustic pressure. In particular, for $75 \leq U \leq 82.5 \text{ m/s}$, all three pressure transducers showed a single frequency of approximately $f_4^A = 2710 \text{ Hz}$, for $83 \leq U \leq 85 \text{ m/s}$ the pressure transducers P1 and P2 showed the frequency of approximately $f_4^A = 2882 \text{ Hz}$, while the pressure transducer P3 indicated the presence of the frequency of approximately $f_4^X = 2710 \text{ Hz}$. Finally, for $85.5 \leq U \leq 98 \text{ m/s}$, all three pressure transducers showed a single frequency of $f_4^A = 2882 \text{ Hz}$.

Further increase of the range of the inflow velocities led to the following observations. For $113.5 \leq U \leq 124 \text{ m/s}$, which corresponded to the excitation of the tenth acoustic mode, the pressure transducers P1 and P2 showed the frequency of approximately $f_{10}^A = 6408 \text{ Hz}$, while the pressure transducer P3 indicated the presence of a different frequency of approximately $f_{10}^X = 6297 \text{ Hz}$.

Finally, for $124.5 \leq U \leq 149 \text{ m/s}$, three different ranges of the frequency of the acoustic pressure were observed. Specifically, for $124.5 \leq U \leq 129 \text{ m/s}$, all three pressure transducers showed a single frequency of approximately $f_7^X = 4531 \text{ Hz}$. For $129.5 \leq U \leq 143 \text{ m/s}$, the
pressure transducers $P_1$ and $P_2$ show the frequency about $f_A = 4659$ Hz, while the pressure transducer $P_3$ indicated the presence of a different frequency of approximately $f_X = 4531$ Hz. In addition, for $143.5 \leq U \leq 149$ m/s, all three pressure transducers showed a single frequency of $f_A = 4659$ Hz.

Based on the results obtained for the long splitter plate, it can be seen that the resonant frequencies $f_X$, where $i = 4,7,10$, are different from the frequencies $f_B$, reported in (Aly and Ziada, 2011). These results lead to the conclusion that the singularity represented by the splitter plate, not only introduced a substantial frequency shift between the pair of acoustic diametral modes, but also did not allow the simultaneous excitation of the pair of acoustic diametral modes, as it was shown in (Aly and Ziada, 2011). These results also showed the presence of other acoustic modes with resonant frequencies $f_X$, where $i = 4,7,10$ and indicated a simultaneous excitation of multiple acoustic diametral modes by different azimuthal portions of the cavity shear layer (corresponding to the different locations of the pressure transducers), confirming similar results reported in (Aly and Ziada, 2011).

The results reported above introduced the following constraint on the evaluation of phase difference between pressure signals obtained by different transducers. Figure 5.13 illustrates the effect of splitter plate on the acoustic response of the pipeline-cavity system without chamfers. The plots shown in Figure 5.13 (a) and (b) correspond to the cases of the short splitter plate ($L_S = 57.15$ mm) and the long plate ($L_S = 81.4$ mm), respectively.

In the case of the short splitter plate, since all three pressure transducers showed excitation of the single frequency over its respective velocity regions, the distribution of the relative phase difference $\phi$ between the pressure signals illustrated in Figure 5.13 (a) shows convergence of the $\phi$ values to $\phi = 0^\circ$ when the first diametral acoustic mode of the cavity ($f_1 = $
992 Hz) was excited by the first hydrodynamic mode $H_1$, indicating stationary (non-spinning) behaviour of this acoustic mode.

In the case of the long splitter plate, the distribution of the relative phase difference $\phi$ between the pressure signals is shown in Figure 5.13 (b). The velocity regions that correspond to the presence of resonant flow states were adjusted based on the results shown in Figure 5.11(b), and the velocity sub-regions where simultaneous excitation of multiple acoustic diametral modes was observed is not shown. As it can be seen in Figure 5.13 (b), the $\phi$ values converged to $\phi = 0^\circ$ when the first ($f_1 = 998$ Hz), the fourth ($f_4 = 2882$ Hz) and the seventh ($f_7 = 4659$ Hz) diametral acoustic modes were excited by locked on the hydrodynamic modes $H_1$ and $H_2$. The decrease in the maximum pressure amplitude was accompanied by a noticeable change in the azimuthal behaviour of the acoustic diametral modes.

These results indicate that due to the presence of the splitter plate, the azimuthal behaviour of the diametral acoustic modes can switch from spinning or partially spinning to stationary. In addition, the decrease in the maximum pressure amplitude indicate that the spinning modes are capable of producing more energy compared to stationary modes, as it was indicated in (Aly and Ziada, 2011).
Figure 5.11: Frequency of the acoustic pressure as a function of flow velocity of the acoustic diametral modes, obtained from three pressure transducers, for the case of unmodified cavity corners (no chamfers): (a) Short splitter plate ($L_S = 57.15$ mm), (b) Long splitter plate ($L_S = 81.4$ mm).
Figure 5.12: Frequency as a function of flow velocity of the acoustic diametral modes for the case of down-stream chamfer: (a) $L_C = 1.27$ mm, (b) $L_C = 3.81$ mm.
Figure 5.13: Effect of splitter plate on the rotational behaviour of the acoustic diametral mode for the case of symmetric $L_c = 0$ mm: (a) Short splitter plate ($L_s = 57.15$ mm), (b) long splitter plate ($L = 81.4$ mm).
Figure 5.14: Effect of splitter plate on the pressure amplitude of the acoustic diametral mode for the case of symmetric $L_C = 0$ mm: (a) No splitter plate, (b) Short splitter plate ($L_S = 57.15$ mm), (c) Long splitter plate ($L_S = 81.4$ mm).
CHAPTER 6

QUANTITATIVE VISUALIZATION OF UNSTABLE, ACOUSTICALLY COUPLED SHEAR LAYERS IN DEEP AXISYMMETRIC CAVITIES

This Chapter illustrates the evolution of fully turbulent, acoustically coupled shear layers that form across the deep, axisymmetric cavity shown in Figure 2.4. Effects of geometric modifications of the cavity edges, indicated in Figure 2.4 (b), on the separated flow structure were investigated using digital particle image velocimetry (PIV). The internal flow was non-intrusively accessed by means of a borescope, which allowed illumination and optical recording of flow tracers inside the cavity. Due to strong reflections from the inside surface of the inlet pipe, the region right near the upstream edge of the cavity was masked out in order to avoid error propagation in the vorticity calculation. Instantaneous, phase- and time-averaged patterns of out-of-plane vorticity, root-mean-square values of the streamwise $u$ and transverse $v$ velocity fluctuations, $u_{rms}/U$, $v_{rms}/U$ and their correlations $<u'v'>/U^2$, provided insight into the flow physics during flow tone generation and noise suppression by the geometric modifications.

6.1 INSTANTANEOUS FLOW PATTERNS

Figure 6.1 shows patterns of the instantaneous out-of-plane vorticity corresponding to the first $H_1$, second $H_2$ and third $H_3$ hydrodynamic modes of cavity shear layer oscillation for
the case $L_C = 0$ mm. In Figure 6.1 (a), the first hydrodynamic mode was coupled with the first acoustic mode of the cavity ($f_1 = 992$ Hz) at $U = 67$ m/s, which corresponds to the Strouhal number $St = fL/U = 0.37$. The area of the plots represents the opening of the cavity. The flow in the main pipeline is from left to right, and the cavity extends in the vertical direction. Two shear layers formed between the fast flow in the middle of the pipeline and slowly moving flow inside the cavity. The first hydrodynamic oscillation mode $H_1$ is characterized by the formation of one large-scale vortical structure per acoustic oscillation period in each of the bottom and the top shear layers. In particular, at the time instant shown in Figure 6.1 (a), a positive (counter-clockwise) vortex was forming immediately downstream of the leading edge of the cavity in the upper shear layer.

Figure 6.1: Patterns of instantaneous out-of-plane vorticity ($s^{-1}$) corresponding to the (a) first (St = 0.37, $U = 67$ m/s), (b) second (St = 0.8, $U = 91.5$ m/s), and (c) third (St = 1.32, $U = 121$ m/s) hydrodynamic mode for the case $L_C = 0$ mm. Flow is from left to right.
At the same time, a fully formed, large-scale negative (clockwise) vortex in the bottom shear layer was approaching the downstream edge of the cavity. This instantaneous position of the vortices indicates that the vortex formation in the top and bottom shear layers occurred with a phase shift of 180°.

In Figure 6.1 (b), the instantaneous patterns of out-of-plane vorticity correspond to the inflow velocity of $U = 91.5$ m/s (St = 0.8). In this case, the flow tone represented by the fourth acoustic mode of the cavity ($f_4 = 2,891$ Hz) resonated with the second hydrodynamic mode $H_2$. In this flow regime, two large-scale vortices were formed in each of the bottom and the top shear layers during a typical acoustic oscillation cycle. In other words, at any instant, two vortices can exist in a shear layer. At the time instant shown in Figure 6.1 (b), two negative vortices can be observed in the bottom shear layer near the corners of the cavity, while a single positive vortex was located approximately near the middle of the cavity opening in the top shear layer. Thus, similar to the flow regime shown in Figure 6.1 (a), the second hydrodynamic mode also exhibited asymmetric flow oscillation, or out-of-phase formation of vortices in the top and the bottom shear layers.

Flow patterns of instantaneous out-of-plane vorticity, shown in Figure 6.1 (c), are associated with the flow regime during which the tenth acoustic mode of the cavity ($f_{10} = 2,891$ Hz) resonated with the third hydrodynamic mode $H_3$ at an inflow velocity of $U = 121$ m/s (St = 1.32). In this case, three large-scale vortices were formed in each of the bottom and the top shear layers during a typical acoustic oscillation cycle. Similar to the flow regimes shown in Figure 6.1 (a,b), the third hydrodynamic mode exhibited asymmetric flow oscillation and formation of vortices in the top and the bottom shear layers. The overall amplitude of these flow oscillations is substantially lower than that of the flow regime shown
in Figure 6.1 (a), which is most likely attributed to the stationary behaviour of the tenth acoustic mode of the cavity. As it was shown in Chapter 5, at $U = 67$ m/s and $U = 91.5$ m/s the first and the fourth acoustic modes behaved as a spinning and partially spinning modes, respectively, as such enforcing the asymmetric flow oscillation of the cavity shear layer.

From the analysis of the flow patterns illustrated in Figure 6.1 one can see that patterns of out-of-plane vorticity show the tendency to form a large-scale structure in the top and bottom shear layers, with the highest levels of vorticity located near the center of the cluster of large-scale structure. Another noticeable feature of the vorticity plots in Figure 6.1 is the difference in the shape of the associated shear layers. In particular, the amplitude of shear layer oscillation corresponding to the first $H_1$ hydrodynamic mode is substantially higher than that of $H_2$ and especially of $H_3$, where the oscillation of the shear layer is less pronounced.

**6.2 TIME-AVERAGED FLOW PATTERNS**

**6.2.1 No chamfers**

**6.2.1.1 Average vorticity**

Figure 6.2 through Figure 6.6 show the patterns of time-averaged out-of-plane vorticity, root-mean-square values of the streamwise $u$ and transverse $v$ velocity fluctuations $u_{rms}/U$ and $v_{rms}/U$ respectively, and contours of Reynolds stress correlations $<u'v'>/U^2$, obtained for the case $L_C = 0$ mm of the first hydrodynamic mode of the cavity locked on the first trapped acoustic mode, second hydrodynamic mode of the cavity locked on the fourth trapped acoustic mode, and the third hydrodynamic mode of the cavity locked on the tenth trapped acoustic mode. For correct representation of the time-averaged patterns in Figure 6.2, the procedure outlined in Section 2.2.5 was implemented. A total number of 200 consecutive PIV re-
cordings taken continuously at time intervals $\Delta t$ and with constant mean flow conditions were used for the averaging.

As it can be seen from Figure 6.2, for the case H$_1$A$_1$ the maximum level of time-averaged out-of-plane vorticity $\langle \omega_z \rangle$ of 21800 s$^{-1}$ was attained at (4.9 mm, 8.9 mm) and it decreases in a streamwise direction to a substantially lower value of 4170 s$^{-1}$. For the case H$_2$A$_4$, the level of out-of-plane vorticity close to the upstream edge of the cavity has the maximum value of 28000 s$^{-1}$ at (4.5 mm, 8.9 mm) and it decreases to the value of 12600 s$^{-1}$ at the downstream edge of the cavity. Finally, for the case H$_3$A$_{10}$, the level of vorticity decreases from the maximum value of 52000 s$^{-1}$ at (4.2 mm, 8.9 mm) to the value of 19900 s$^{-1}$ at the downstream edge location of the cavity.

Figure 6.2: Patterns of time-averaged out-of-plane vorticity (s$^{-1}$) corresponding to the (a) first (St = 0.37, $U = 67$ m/s), (b) second (St = 0.8, $U = 91.5$ m/s), and (c) third (St = 1.32, $U = 121$ m/s) hydrodynamic mode for the case $L_c = 0$ mm.
Figure 6.3: Growth of the vorticity thickness across the cavity for the case $L_c = 0$ mm.

The location of peak levels of time-averaged out-of-plane vorticity is associated with the location of flow separation near the upstream edge of the cavity.

Another feature of the patterns of time-averaged out-of-plane vorticity $\langle \omega_z \rangle$ shown in Figure 6.2 is a noticeable change in the vorticity growth rate, which decreases with the increase of the hydrodynamic mode number. This phenomenon can be quantitatively assessed by introducing vorticity thickness, defined as (Schlichting, 1955),

$$\delta_\omega = \frac{U_1 - U_2}{\left[ \frac{d \langle u \rangle}{dy} \right]_{\text{max}}} \quad (6.1)$$

where $U_1$ and $U_2$ are the centerline velocity and free-stream velocity at the lower side of the shear layer, respectively.
Figure 6.3 illustrates the distribution of the normalized vorticity thickness $\delta_\omega/L$ across the cavity opening for the case of no chamfers ($L_C = 0$). Four characteristic flow regimes were considered: no flow tone lock-on as well as the resonant shear layer oscillations corresponding to the first three hydrodynamic modes, $H_1$, $H_2$ and $H_3$. These hydrodynamic modes were coupled to the acoustic modes $f_1 = 992$ Hz, $f_4 = 4,618$ Hz and $f_{10} = 6,328$ Hz, respectively. The wavelength and scale of the vortices in the shear layer are expected to increase as the vorticity thickness increases (Monkewitz and Huerre, 1982). Thus, the plot of Figure 6.3 indicates that, in all cases, small-scale vortices were forming in the vicinity of the upstream cavity corner, and that their scale increased at locations downstream from the flow separation point. In the non-resonant flow regime, the vorticity thickness increased approximately linearly along with a rate of $d\delta_\omega/dx = 0.046$ until $x/L = 0.9$, at which point the values of $\delta_\omega/L$ rapidly decreased indicating the shear layer impingement at the downstream edge of the cavity. In the resonant cases, the vorticity thickness increases more rapidly with the downstream distance. The first hydrodynamic oscillation mode $H_1$ exhibits the highest growth rate of $d\delta_\omega/dx = 0.235$, while the second and the third modes $H_2$ and $H_3$ correspond to approximately equal growth rates of $d\delta_\omega/dx = 0.11$. These results indicate that among the first three hydrodynamic oscillation modes, mode $H_1$ is associated with the most rapid development of the large-scale vortices in the separated shear layer, which in turn leads to the most pronounced transverse velocity fluctuations and the most effective coupling with the standing waves of the acoustic pressure in the cavity. This observation is consistent with the results reported in (Oshkai and Barannyk, 2013), which demonstrated that the highest amplitude of pressure pulsations in the deep circular cavity were associated with the first hydrodynamic mode of the shear layer oscillations.
6.2.1.2 Velocity correlation

In Figure 6.4 through Figure 6.6, one can see the patterns of the normalized velocity fluctuations and their correlation, presented in terms of $u_{rms}/U$ and $v_{rms}/U$ respectively, and contours of Reynolds stress $<u'v'>/U^2$.

Figure 6.4: Patterns of time-averaged $u_{rms}/U$ corresponding to the (a) first (St = 0.37, $U$ = 67 m/s), (b) second (St = 0.8, $U$ = 91.5 m/s), and (c) third (St = 1.32, $U$ = 121 m/s) hydrodynamic mode for the case $L_C = 0$ mm.
Figure 6.5: Patterns of time-averaged $v_{rms}/U$ corresponding to the (a) first ($St = 0.37, U = 67 m/s$), (b) second ($St = 0.8, U = 91.5 m/s$), and (c) third ($St = 1.32, U = 121 m/s$) hydrodynamic mode for the case $L_C = 0$ mm.

Figure 6.6: Patterns of time-averaged $<u'v'>/U^2$ corresponding to the (a) first ($St = 0.37, U = 67 m/s$), (b) second ($St = 0.8, U = 91.5 m/s$), and (c) third ($St = 1.32, U = 121 m/s$) hydrodynamic mode for the case $L_C = 0$ mm.
The common feature among the flow patterns shown in Figure 6.4 through Figure 6.6 is the presence of one, two and three peaks of velocity correlations $u_{\text{rms}}/U$, $v_{\text{rms}}/U$ and contours of Reynolds stress $<u'v'>/U^2$, which are associated with the nature of the particular hydrodynamic mode of the cavity present in each case, i.e. the number of vortices shed per cycle.

As can be seen from Figure 6.4, the peak values of $u_{\text{rms}}/U$ occur in the separated shear layer, with the maximum value $u_{\text{rms}}/U = 0.267$, was attained downstream of the leading edge of the cavity, at $X = 10.3$ mm for the case (a), $u_{\text{rms}}/U = 0.2$, was attained downstream of the leading edge of the cavity, at $X = 21.7$ mm for the case (b). Finally, $u_{\text{rms}}/U = 0.15$, was attained downstream of the leading edge of the cavity, at $X = 21.4$ mm for the case (c). At the downstream edge of the cavity the contours of $u_{\text{rms}}/U$ expand, indicating movement and distortion of large-scale vortical structures through this region. In Figure 6.5, one can also see that the peak values of $v_{\text{rms}}/U = 0.26$, 0.19, 0.11 were mostly prevalent close to the trailing edge of the cavity at $X = 16.7$ mm, 19.4 mm, 22.7 mm for the cases (a), (b), (c), respectively, in the area associated with the formation of large-scale vortical structures. The latter statement is supported by the corresponding instantaneous images in Figure 6.1 where the appearance of large-scale vortical structures is aligned with the regions of peak values of velocity fluctuations $u_{\text{rms}}/U$ and $v_{\text{rms}}/U$ respectively, illustrated in Figure 6.4. At the same time, the noticeably low values of streamwise and transverse velocity fluctuations at the upstream edge of the cavity are associated with the initial region of the shear layer development where the large-scale, organized formation of the vortical structures has not happened yet, which is also evident in Figure 6.1.

Figure 6.6 show the contours of Reynolds stress $<u'v'>/U^2$. It can be seen that noticeably high levels of Reynolds stress of the opposite sign were generated in the top and bot-
tom separated shear layer of the cavity. It is evident that the sign depends on relative strengths of positive and negative contributions. The peak values of the velocity correlations $\langle u'v' \rangle / U^2 = -0.026, 0.03$ were observed at $X = 11.3$ mm, for the cases shown in Figure 6.6 (a), $\langle u'v' \rangle / U^2 = -0.014, 0.015$ at $X = 8.6$ mm, for the cases shown in Figure 6.6 (b), and $\langle u'v' \rangle / U^2 = -0.009, 0.009$ at $X = 20.4$ mm, for the cases shown in Figure 6.6 (c).

For all three types of velocity correlations discussed above, their respective peak values decreased with the increase of hydrodynamic mode number. Substantially higher values of velocity correlations in the case of $H_1A_1$ were associated with the development of vortical structures of much larger scale, compared to the case of $H_2A_4$ and $H_3A_{10}$. In addition to that, as it was shown in Section 4.2.2, the amplitude of the unsteady pressure fluctuations in the case of $H_2A_4$ and $H_3A_{10}$ indicated weaker locked-on regimes associated with organized vortex development of noticeable smaller scales, as it was shown in Figure 6.1 (b,c).

### 6.2.2 Effect of the edge geometry

#### 6.2.2.1 Average vorticity

In this Section, the influence of cavity edge geometry on the flow characteristics was investigated during the locked-on state, in the vicinity of the nominal separation and the impingement points of the shear layers indicated in Section 2.1.2. As shown in Section 4.2.2, the first resonant case $H_1A_1$ resulted in the highest amplitude of pressure pulsations within the cavity, compared to other resonant cases. As such, the effect of cavity edge geometry was investigated only for the case $H_1A_1$. Shear layer characteristics at the upstream and the downstream edges of the cavity were altered by means of chamfers of the angle $\alpha = 15^\circ$ and of the length $L_C$ ranging from 1.27 mm to 10.16 mm, illustrated in Figure 2.4. In Section 4.3 it was shown that introduction of chamfers at the downstream corner of the cavity slightly
decreased the overall amplitude of the self-sustained oscillations but did not lead to the suppression the locked-on flow tones. Based on that result, it was decided to limit current investigation to the case of symmetric chamfers, which were introduced at the upstream and downstream edge of the cavity, and to the case of a chamfer introduced only at the upstream edge of the cavity. The overall effect was analyzed from the set of time-averaged flow patterns of time-averaged out-of-plane vorticity $\langle \omega_z \rangle$ and time-averaged, normalized velocity correlations $u_{rms}/U$, $v_{rms}/U$, $<u'v'>/U^2$. Due to the qualitative similarity between the flow patterns in the case of symmetric and upstream chamfers, only the case for symmetric chamfers will be illustrated in this Section. The images of flow patterns that correspond to the upstream chamfer were moved to APPENDIX A.

In Figure 6.7, one can see the contours of time-averaged out-of-plane vorticity $\langle \omega_z \rangle$ for the case of the symmetric chamfer with chamfer length: (a) $L_C = 1.27$ mm, (b) $L_C = 3.81$ mm, (b) $L_C = 10.16$ mm. Within the region of separated shear layer, which was extended from the upstream to the downstream edge of the cavity, one can see that the peak levels of out-of-plane vorticity are concentrated close to the upstream edge of the cavity. A summary of peak values of out-of-plane vorticity for cases investigated in this section is given in Table 6.1. In the region of high vorticity, the flow drastically changes its behaviour from attached to fully separated.
Figure 6.7: Patterns of time-averaged out-of-plane vorticity ($s^{-1}$) corresponding to the case of the symmetric chamfer with chamfer length: (a) $L_C = 1.27$ mm, (b) $L_C = 3.81$ mm, (c) $L_C = 10.16$ mm.

Figure 6.8: Growth of the vorticity thickness across the cavity corresponding to the case of the symmetric and upstream chamfer with chamfer length: $L_C = 1.27$ mm, $L_C = 3.81$ mm, $L_C = 10.16$ mm.
Table 6.1: Peak values of time-averaged out-of-plane vorticity for the case of symmetric and upstream chamfer length.

<table>
<thead>
<tr>
<th>Symmetric, mm</th>
<th>Max((z\omega_z))s(^{-1})</th>
<th>X, mm</th>
<th>Min((z\omega_z))s(^{-1})</th>
<th>X, mm</th>
</tr>
</thead>
<tbody>
<tr>
<td>(L_C = 1.27)</td>
<td>20700</td>
<td>3.89</td>
<td>-19300</td>
<td>2.86</td>
</tr>
<tr>
<td>(L_C = 3.81)</td>
<td>17400</td>
<td>2.86</td>
<td>-13300</td>
<td>2.86</td>
</tr>
<tr>
<td>(L_C = 10.16)</td>
<td>11000</td>
<td>3.87</td>
<td>-9900</td>
<td>4.19</td>
</tr>
<tr>
<td>Upstream, mm</td>
<td>Max((z\omega_z))s(^{-1})</td>
<td>X, mm</td>
<td>Min((z\omega_z))s(^{-1})</td>
<td>X, mm</td>
</tr>
<tr>
<td>(L_C = 1.27)</td>
<td>20000</td>
<td>3.19</td>
<td>-16100</td>
<td>3.53</td>
</tr>
<tr>
<td>(L_C = 3.81)</td>
<td>16000</td>
<td>2.86</td>
<td>14800</td>
<td>2.86</td>
</tr>
<tr>
<td>(L_C = 10.16)</td>
<td>12000</td>
<td>3.87</td>
<td>11300</td>
<td>4.2</td>
</tr>
</tbody>
</table>

As shown in Chapter 4, between three chamfer lengths \(L_C\) that were investigated in this study the highest amplitude of pressure pulsation was attained in the case (b) \(L_C = 3.81\) mm with the lock-on flow states being completely eliminated in the case (c) \(L_C = 10.16\) mm. These results are supported by the patterns of out-of-plane vorticity \(z\omega_z\) in Figure 6.7. Specifically, in the absence of locked-on flow state, in the case of \(L_C = 10.16\) mm, shown in Figure 6.7 (c), one can see that the top and bottom shear layers develop linearly from the upstream to the downstream edge of the cavity at a steady growth rate, without noticeably, high amplitude oscillations. In contrast, the separated shear layers in Figure 6.7 (a,b) that corresponds to the presence of lock-on flow state, were represented by a wedge-like structure, which indicates the presence of high amplitude oscillation in the shear layer. Another noticeable feature in the patterns of out-of-plane vorticity in Figure 6.7 (a,b) is the pitchfork shape of the separated shear layers. The development of the inner part of this pitchfork is due to the
presence of number of small-scale vortical structures within the shear layer, which is also
evident from the patterns of instantaneous out-of-plane vorticity in Figure 6.1.

A further comparison between cases of symmetric and upstream chamfer variation
was performed from the streamwise variation of vorticity thickness, shown in Figure 6.8,
where the data plotted correspond to shallow chamfers ($\alpha = 15^\circ$) and three values of the
chamfer length $L_C = 1.27$ mm, $3.81$ mm and $10.16$ mm. It should be noted that while the up-
stream and the symmetric chamfer arrangements were similar in terms of the acoustic re-
sponse of the pipeline-cavity system (Oshkai and Barannyk, 2013), the associated growth of
the shear layers was substantially different.

The distribution of the normalized vorticity thickness $\delta_{\omega}/L$ was analyzed for three
types of chamfer length (a) $L_C = 1.27$ mm, (b) $L_C = 3.81$ mm, and (c) $L_C = 10.16$ mm for both
symmetric and upstream chamfers. In the case of the short chamfers ($L_C = 1.27$ mm), the
growth rate of the vorticity thickness was equal to $d\delta_{\omega}/dx = 0.35$ and $d\delta_{\omega}/dx = 0.26$ for the
upstream and the symmetric chamfers, respectively.

This result indicates that the large-scale vortical structures develop more rapidly in the
case of the upstream chamfers. Moreover, the maximum values of the vorticity thickness oc-
curred at $x/L = 0.59$ and $x/L = 0.78$ for the upstream and the symmetric chamfers, respec-
tively. This observation supports the hypothesis that introduction of the downstream chamfers
changes the effective cavity length by postponing the interaction of the large-scale vortical
structures with the downstream corner, thus altering the feedback mechanism of the self-
sustained shear layer oscillations.

In the case of the intermediate chamfer length ($L_C = 3.81$ mm), the growth rate of the
vorticity thickness was equal to $d\delta_{\omega}/dx = 0.48$ and $d\delta_{\omega}/dx = 0.46$ with maximum values of the
vorticity thickness occurred at $x/L = 0.45$ and $x/L = 0.37$ for the upstream and the symmetric chamfers, respectively.

In the case of the long chamfers ($L_C = 10.16$ mm), the resonant shear layer oscillations were effectively eliminated by both the upstream and the symmetric chamfers, and the corresponding growth rate was equal to $d\delta_\omega/dx = 0.09$ and $d\delta_\omega/dx = 0.084$ for the upstream and the symmetric chamfers, respectively. As will be shown in the following Section, the local increase in the growth rate of vorticity thickness as a function of the downstream distance at $x/L = 0.38$ for the case of $L_C = 0$, $x/L = 0.5$ for the case of $L_C = 1.27$ mm and $x/L = 0.2$ for the case of $L_C = 3.81$ mm correspond to the location where discrete large-scale vortices initially form in the separated shear layers. It follows that introduction of chamfers to the upstream and downstream corners of the cavity not only effectively shifted the locked-on flow states, as it was shown in Chapter 4, but also effectively influenced the process at which the large scale vortical structure was detached from the separated shear layer by shifting the separation point closer to the upstream edge of the cavity by approximately $\Delta x/L = 0.38$.

The difference in the growth rate of the vorticity thickness between the cases with symmetric chamfers (lower) and those with only upstream chamfers (higher), as it can be seen in Figure 6.8, supports the results discussed in Chapter 4. At the downstream cavity edge the transverse velocity of the shear layer is typically larger then that at the upstream edge. As such, any change at the downstream edge of the cavity directly influences the behavior of the large scale vortices at that location. In fact, the introduction of the chamfer at the downstream edge disturbs and consequently weakens the feedback mechanism, one of the main components of which is the interaction of the perturbed velocity field with the impingement edge.
6.2.2.2 Velocity correlation

In Figure 6.9 through Figure 6.11 one can see the time-averaged distribution of velocity fluctuations and their correlation, presented in terms of $u_{rms}/U$ and $v_{rms}/U$ and contours of Reynolds stress $<u'v'>/U^2$ respectively. As in the case of time-averaged patterns of vorticity, due to the qualitative similarity between the flow patterns in the case of symmetric and upstream chamfers, only the case for symmetric chamfers will be illustrated in this Section. The images of flow patterns that correspond to the upstream chamfer were moved to APPENDIX A:. The peak values for all cases were summarized in the Table 6.2.

Comparison of streamwise velocity fluctuations $u_{rms}/U$ between the three cases is illustrated in Figure 6.9. It can be seen that case (a) $L_C = 1.27$ mm and case (b) $L_C = 3.81$ mm differ drastically from the case (c) $L_C = 10.16$ in terms of locations of peak values of $u_{rms}/U$ and the size of the area they occupy. Specifically, the peak values of $u_{rms}/U$ occur downstream of the leading edge of the cavity in the separated shear layer with the maximum attained at $X = 6.9$ mm, 4.2 mm, for the cases (a), (b), and at $X = 10.6$ mm, at the downstream edge of the cavity, for the case (c), respectively. Out of three cases illustrated here for symmetric chamfers and analogous cases for upstream chamfers, it can be deduced that peak values of $u_{rms}/U$ in case (b) $L_C = 3.81$ mm extended over substantially larger domain, compared to the case (a) $L_C = 1.27$ mm. In addition to that, the location of peak values of streamwise velocity fluctuation in the cases (a), (b) is associated with the region of initial roll-up and subsequent growth and detachment of large scale vortical structures. In the case of (c) $L_C = 10.16$ mm, as it can be observed in Figure 6.9 (c), the peak values of $u_{rms}/U$ were located way downstream and were mainly due to the interaction of shear layer with the downstream edge of the cavity.
Table 6.2: Peak values of root-mean-square of the streamwise ($u_{rms}/U$) and transverse ($v_{rms}/U$) velocity fluctuations and velocity correlation $<u'v'>/U^2$ for symmetric and upstream cavity chamfers.

<table>
<thead>
<tr>
<th>Symmetric</th>
<th>$u_{rms}/U$</th>
<th>X, mm</th>
<th>$v_{rms}/U$</th>
<th>X, mm</th>
<th>Max($&lt;u'v'&gt;/U^2$)</th>
<th>X, mm</th>
<th>Min($&lt;u'v'&gt;/U^2$)</th>
<th>X, mm</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_c = 1.27$</td>
<td>0.29</td>
<td>6.9</td>
<td>0.3</td>
<td>15.7</td>
<td>0.03</td>
<td>8.3</td>
<td>-0.03</td>
<td>10</td>
</tr>
<tr>
<td>$L_c = 3.81$</td>
<td>0.32</td>
<td>4.2</td>
<td>0.35</td>
<td>11</td>
<td>0.05</td>
<td>4.2</td>
<td>-0.05</td>
<td>4.5</td>
</tr>
<tr>
<td>$L_c = 10.16$</td>
<td>0.2</td>
<td>10.6</td>
<td>0.11</td>
<td>19.3</td>
<td>0.01</td>
<td>18.3</td>
<td>-0.01</td>
<td>19.4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Upstream</th>
<th>$u_{rms}/U$</th>
<th>X, mm</th>
<th>$v_{rms}/U$</th>
<th>X, mm</th>
<th>Max($&lt;u'v'&gt;/U^2$)</th>
<th>X, mm</th>
<th>Min($&lt;u'v'&gt;/U^2$)</th>
<th>X, mm</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_c = 1.27$</td>
<td>0.31</td>
<td>7.24</td>
<td>0.31</td>
<td>15</td>
<td>0.03</td>
<td>9.6</td>
<td>-0.03</td>
<td>8.9</td>
</tr>
<tr>
<td>$L_c = 3.81$</td>
<td>0.33</td>
<td>4.56</td>
<td>0.32</td>
<td>11.7</td>
<td>0.04</td>
<td>6.3</td>
<td>-0.04</td>
<td>7.9</td>
</tr>
<tr>
<td>$L_c = 10.16$</td>
<td>0.22</td>
<td>4.2</td>
<td>0.11</td>
<td>20.4</td>
<td>0.01</td>
<td>20.7</td>
<td>-0.01</td>
<td>20.4</td>
</tr>
</tbody>
</table>

Figure 6.9: Patterns of time-averaged $u_{rms}/U$ corresponding to the case of the symmetric chamfer with chamfer length: (a) $L_c = 1.27$ mm, (b) $L_c = 3.81$ mm, (c) $L_c = 10.16$ mm.
Figure 6.10: Patterns of time-averaged \( v_{rms}/U \) corresponding to the case of the symmetric chamfer with chamfer length: (a) \( L_C = 1.27 \) mm, (b) \( L_C = 3.81 \) mm, (c) \( L_C = 10.16 \) mm.

Figure 6.11: Patterns of time-averaged \( <u'v'>/U^2 \) corresponding to the case of the symmetric chamfer with chamfer length: (a) \( L_C = 1.27 \) mm, (b) \( L_C = 3.81 \) mm, (c) \( L_C = 10.16 \) mm.
Corresponding patterns of the transverse velocity fluctuations, $\nu_{rms}/U$ are shown in Figure 6.10. One can see some degree of similarity to the patterns of $u_{rms}/U$. In particular, the elevated levels of $\nu_{rms}/U$ that occur within shear layer, downstream of the upstream edge of the cavity in the case (b) $L_C = 3.81$ mm, occupy a well-defined area, which is noticeably wider compared to the case (c) $L_C = 10.16$ mm, although comparable to the case (a) $L_C = 1.27$ mm. The main difference, however, between cases (a) and (b) that correspond to the presence of a locked-on flow tone, and the case (c) without one is in the spatial distribution of the elevated levels of $\nu_{rms}/U$. It can be seen that in (a) and (b) cases, elevated levels of $\nu_{rms}/U$ were concentrated around $X = 15$ mm, 10 mm respectively which suggest the presence of isolated acoustic noise structure at that location, while in case (c) the elevated levels of $\nu_{rms}/U$ demonstrated a continuous growth in a streamwise direction with peak levels, as in the case of $u_{rms}/U$, right at the downstream edge of the cavity. These observations, combined with the ones in the case of $u_{rms}/U$ indicate that the quite extensive domain of peak values of $u_{rms}/U$ and $\nu_{rms}/U$ suggests movement and distortion of large-scale vortical structures through this region.

Figure 6.11 illustrates time-averaged distribution of $<u'v'>/U^2$. It was found that the substantially high levels of $<u'v'>/U^2$ of opposite sign were generated in the top and bottom separated shear layer of the cavity and were concentrated around $X = 15$ mm, 10 mm for case (a) and (b) respectively, and were extended over the cavity length with maximum value attained at approximately $X = 20$ mm for case (c). Combining these observations with the similar ones for $u_{rms}/U$ and $\nu_{rms}/U$ allow concluding that the region of elevated peaks of velocity fluctuations and their correlation is associated with severe and rapid flow distortion and highlight the presence of self-sustained oscillations due to lock-on flow tones.
For all three types of velocity correlations discussed above, their respective peak values depended on value of $L_C$ and attained their respective global maximums for $L_C = 3.81$ mm, similarly to the results of Chapter 4, where the global maximum in the amplitude of unsteady pressure oscillations was achieved for the case of $L_C = 3.81$ mm, which allowed to make the following conclusion. The introduction of chamfers to cavity edges effectively shifted the lock-on flow states, beyond the operation range of the system to higher velocities. As a side effect, in the intermediate case of $L_C = 3.81$ mm, the introduced chamfers led to noticeably higher values in the amplitude of unsteady pressure oscillations, accompanied by a substantial increase in the vorticity growth rate.

### 6.3 PHASE-AVERAGED FLOW PATTERNS

Figure 6.12 and Figure 6.13 illustrate phase averaged patterns of out-of-plane vorticity $\langle \omega_z \rangle$, which were used to analyze the flow physics observed in three case: (a) $L_C = 0$ mm, (b) $L_C = 1.27$ mm, (c) $L_C = 3.81$ mm. In Figure 6.12, the first and second rows correspond to the value of phase ($\phi$) of $36^\circ$ and $180^\circ$, respectively. Accordingly, in Figure 6.13, the first and second rows correspond to the value of phase ($\phi$) of $252^\circ$ and $324^\circ$. In the present study, $\phi = 0^\circ$ corresponded to the instant when the acoustic pressure changed sign from negative to positive. The images of flow patterns that correspond to the rest of the phases were moved to APPENDIX B:. In each case, the corresponding flow patterns were ensemble-averaged from up to 100 PIV images, corresponding to the same phase of the acoustic pressure oscillating cycle.
The patterns of phase-averaged out-of-plane vorticity illustrate a number of important features. Specifically, in all three cases shown in Figure 6.12 and Figure 6.13, the magnitude of the out-of-plane vorticity and the cross-stream location of the shear layer fluctuate significantly in the region between upstream and downstream edges of the cavity. In the early phase, one can see the initial deflection of the lower shear layer, at the beginning of new vortex formation. This deflection of the shear layer is due to the dominance of transverse component of acoustic velocity, directed downwards, compared to its streamwise component. At the upper part of the cavity, a fully developed shear layer is evident with a fully formed, large vortical structure close to the downstream edge of the cavity.

Combining the results from phase-averaged patterns of out-of-plane vorticity with those of vorticity growth rate, illustrated in Figure 6.3 and Figure 6.8, one can make the following observations. In the case of $L_C = 0$ mm, in the interval $x/L \in [0.05, 0.37]$ the patterns of out-of-plane vorticity show little variations in the vorticity magnitude and no significant movement of the shear layer in the cross-stream direction due to the presence of relatively small-scale structures involved in separation from the upstream edge of the cavity. However, at $x/L = 0.38$ one can observe a rapid transformation of previously formed small-scale vortical structures into large scale vortex, accompanied by the local increase in the growth rate of vorticity thickness as a function of the downstream distance. Further downstream ($x/L > 0.55$), as it can be observed in Figure 6.3, Figure 6.12 and Figure 6.13, the vorticity agglomerated into a large-scale vortical structure, which eventually gets carried away into the pipeline by the flow. Similar observation can be made for the rest of the cases. Specifically, the local increase in the growth rate of vorticity thickness as a function of the downstream distance occurred at $x/L = 0.5$ for the case of $L_C = 1.27$ mm and at $x/L = 0.2$ for the case of $L_C = 3.81$ mm corre-
spond to the location where discrete large-scale vortices initially form in the separated shear layers.

Figure 6.12: Patterns of phase-averaged out-of-plane vorticity (s⁻¹) corresponding to the (a) $L_C = 0$ (St = 0.37, $U = 67$ m/s), (b) $L_C = 1.27$ mm (St = 0.36, $U = 70$ m/s), and (c) $L_C = 3.81$ mm (St = 0.29, $U = 87$ m/s) at $\varphi = 36^\circ$ and $180^\circ$.
Figure 6.13: Patterns of phase-averaged out-of-plane vorticity (s⁻¹) corresponding to the symmetric cases (a) $L_C = 0$ (St = 0.37, $U = 67$ m/s), (b) $L_C = 1.27$ mm (St = 0.36, $U = 70$ m/s), and (c) $L_C = 3.81$ mm (St = 0.29, $U = 87$ m/s) at $\phi = 252^\circ$ and 324°.
The patterns of phase-averaged out-of-plane vorticity, shown in Figure 6.12 and Figure 6.13 allow one to compare the experimental results with those that can be obtained by the help of several theoretical models. The currently available models of the vorticity field can be categorized into two distinctive groups. In the first group, referred to as a vortex sheet model, it is assumed that the flow is represented by a perturbed vortex sheet (Chatellier et al., 2004, Elder, 1978, Howe, 1981). In these models, the cross-stream distribution of the vorticity is neglected and the shear flow is represented by an infinitely thin vortex sheet. The location of the vortex sheet in the cross-stream direction is assumed to be periodic in time with the shape of the sheet being governed by the set of eigenfunctions. The advantage of this model is that it provides an analytical formulation that can be solved in order to determine the natural instability characteristics of the shear layer.

In the second group, which is categorized as a discrete vortex model, the vorticity at the vicinity of the upstream entrance to the cavity is rolled up into a single vortex core, which convects over the cavity (Bruggeman et al., 1989, Kook and Mongeau, 2002, Mast and Pierce, 1995, Nelson et al., 1983). The main advantage of this model is that it is easy to implement and it allows one to include the effect of unsteady forcing, such as hydrodynamic forcing considered by (Kook and Mongeau, 2002) as a result of a discrete vortex convected over the cavity in a given period of the oscillation.

The flow patterns of Figure 6.12 and Figure 6.13 suggest that the two types of models can be combined to achieve improved analytical representation of the phenomenon of flow-acoustic coupling. In particular, in the vicinity of the upstream corner of the cavity, the shear layer oscillations can be effectively approximated by an oscillating thin sheet of vorticity,
while farther downstream, the shear layer can be represented by discrete vortical structures, which convect across the cavity opening and eventually impinge on the downstream corner.

### 6.4 HYDRODYNAMIC CONTRIBUTIONS TO ACOUSTIC POWER INTEGRAL

The very nature of the free shear layer formed along the mouth of the cavity is that it can be excited over a large range of resonant modes, which are naturally present in the cavity, as shown in Chapter 4. Coupling of the shear layer oscillations with the acoustic cavity modes, during which the frequency of the resonant mode of the cavity corresponds to the frequency of excitation of the separated shear layer, often results in generation of flow tones. Because of the inherent instability of the free shear layer, small disturbances at the upstream edge of the cavity result in the formation of large-scale vortices in the shear layer over the cavity. Each vortex will convect downstream until it impinges on the downstream edge of the cavity where it causes a pressure perturbation. This pressure perturbation will then be acoustically transmitted back to the upstream edge where it can initiate the formation of another vortex.

The process described above will eventually reach its steady state, at which point it can be described according to the concept of Howe’s acoustic power integral (Howe, 1975, Howe, 1980):\[ P = -\rho_0 \iiint_V (\omega \times V) \cdot u_{ac} dV, \tag{6.2} \]

where \( \rho_0 \) is the fluid density, \( V \) is the fluid velocity and \( u_{ac} \) is the acoustic particle velocity. The integral in Equation (6.2) models the excitation mechanism of acoustically-coupled flow,
in which vorticity, as a source of sound, is related to the generation of acoustic power. The essential components of the integral in Equation (6.2) are the vorticity, naturally present in the vortical structures, velocity fluctuations of the hydrodynamic field, and velocity fluctuations of the acoustic field. As such, the acoustic power is efficiently generated only when there is a proper relationship between the vortical structure at the downstream edge of the cavity, and the phase and direction of the acoustic particle velocity in that region (Howe, 1980, Oshkai et al., 2005, Yang et al., 2009).

In order to establish the proper relationship between flow patterns and acoustic power integral, one can decompose the integrant of Equation (6.2) along the streamwise and transverse direction of the flow as follows (Geveci et al., 2003),

\[
\left\{ \left[ (\omega) \times (V) \right]_x \mathbf{i} + \left[ (\omega) \times (V) \right]_y \mathbf{j} \right\} \cdot \left\{ \mathbf{u}_a \times \mathbf{i} + \mathbf{u}_a \times \mathbf{j} \right\},
\]

where \( \mathbf{i} \) and \( \mathbf{j} \) are the unit vectors in the streamwise and transverse directions, respectively. In order to determine the hydrodynamic contributions to the acoustic power integral the vector field defined by \( \omega \times V \) along with its components in the streamwise and transverse directions \( \left[ (\omega) \times (V) \right]_x \), \( \left[ (\omega) \times (V) \right]_y \), respectively, will be considered.

Due to the qualitative similarity between patterns of phase-averaged vorticity, investigated in Section 6.3, only the case of \( L_C = 0 \) will be discussed here.

In Figure 6.14, one can see the evolution of the flow patterns of phase-averaged hydrodynamic contribution to the acoustic power along with transverse and streamwise projections of the magnitude of the hydrodynamic contribution to the acoustic power integral at \( \phi = 36^\circ \) and \( 180^\circ \).
It can be seen in Figure 6.14 (a) that the component of the vector field \( \omega \times V \) that is transverse to the mean flow is dominant, and it reaches its maximum close to the downstream edge of the cavity, at around \( X = 17 \) mm. The streamwise location of the aggregations of large, transversely oriented vectors corresponds to the two major regions within the cavity: (1) the region associated with the presence of relatively small-scale vortical structures involved in separation from the upstream edge of the cavity, and (2) the region where the large-scale vortical structures being present, as can be seen in Figure 6.12 (a). From the patterns of transverse projections of the hydrodynamic contribution to the acoustic power integral, which are illustrated in Figure 6.14 (b), one can see that similar to the vectors in Figure 6.14 (a), the concentration of elevated peaks of vorticity can be associated with the elevated levels of transverse projections of the hydrodynamic contribution to the acoustic power integral. In addition, values of transverse projections of the hydrodynamic contribution to the acoustic power integral preserve the sign within their shear layer. Finally, the patterns of phase-averaged streamwise projections of the hydrodynamic contribution to the acoustic power integral are shown in Figure 6.14 (c). One can see that a large concentration of elevated levels of \( \langle \omega \rangle_p \times \langle V \rangle_p \), which contrary to the values of \( \langle \omega \rangle_p \times \langle V \rangle_p \rangle_y \) can have alternating signs within their shear layer, is located at the downstream edge of the cavity. At the same time, as in the previous cases patterns of \( \langle \omega \rangle_p \times \langle V \rangle_p \rangle_x \) can be also observed at the upstream edge of the cavity, although at noticeably low level. As such, the location of the elevated levels of phase-averaged \( \langle \omega \rangle_p \times \langle V \rangle_p \rangle_x \) can be associated with the large-scale vortical structures. The overall evolution of the maximum positive and negative values in the phase-averaged patterns at \( \varphi = 252^\circ \) and \( 324^\circ \) are generally similar.
In order to determine the overall effect from transverse and streamwise hydrodynamic contributions to the generation of acoustic power, governed by Equation (6.2), one would need to analyze the complete integrand \((\omega \times V) \cdot u_{ac}\), which determines the effectiveness of the acoustic power generation (Geveci et al., 2003) and involves streamwise and transverse components of acoustic particle velocity. However, based on current experimental observations and on the previously obtained results (Oshkai and Velikorodny, 2013, Aly and Ziada, 2012), at certain phases of the acoustic oscillating cycle, one can assume that in the vicinity of upstream and downstream edges of the cavity, the transverse component of acoustic particle velocity dominates the streamwise component. The direction of hydrodynamic contributions will be aligned with that of transverse component of acoustic particle velocity, at the upstream and downstream region of the cavity, which will lead to the significant contribution to the acoustic power integral.
Figure 6.14: Patterns of phase-averaged (a) hydrodynamic contribution to the acoustic power (b) transverse (Y-direction) projections of the magnitude of the hydrodynamic contribution to the acoustic power integral, (c) streamwise (X-direction) projections of the magnitude of the hydrodynamic contribution to the acoustic power integral at $\varphi = 36^\circ$ and $180^\circ$. 
Figure 6.15: Patterns of phase-averaged (a) hydrodynamic contribution to the acoustic power (b) transverse (Y-direction) projections of the magnitude of the hydrodynamic contribution to the acoustic power integral, (c) streamwise (X-direction) projections of the magnitude of the hydrodynamic contribution to the acoustic power integral at $\phi = 252^\circ$ and $324^\circ$. 
CHAPTER 7

SHEAR LAYER INSTABILITIES IN THE CARDIOVASCULAR SYSTEM

In this Chapter, qualitative and quantitative flow visualization study was conducted for the case of a biomimetic pulsatile flow through an artificial heart valve placed into a physiologically accurate model of an aortic root with sinuses of Valsalva. Phase-averaged velocity measurements as well as the associated turbulent statistics were analyzed in tandem to investigate the evolution and the structure of the shear layers formed at the edges of the leaflets of a prototype trileaflet polymeric valve. During evaluation of the experimental data, it was found that elevated levels of turbulent shear stresses and potential for thrombus formation due to activated platelets were only observed at the peak systole (acceleration) phase of the cardiac cycle when $t/T = 0.13$. As such, in this Chapter, only this phase of the cardiac cycle will be investigated in detail. The peak values of respective flow quantities as well as visual representation of the rest of the phases of the cardiac cycle were moved to APPENDIX C: and APPENDIX D:

7.1 FLOW CHARACTERISTICS DOWNSTREAM OF THE VALVE

During the systole phase of the cardiac cycle, the typical nature of the flow through the polymeric valve was characterized by the presence of the central orifice jet due to the opening of valve leaflets. The nominal diameter of the jet was approximately 14 mm, meas-
ured across the edges of the leaflets of the valve. The maximum forward velocity, which is shown in Figure 7.1, of the central orifice jet was greater than 2 m/s, and the overall velocity profile gradually changed from flat top at the leading edge of the valve leaflets to a parabolic velocity profile between 40 mm and 50 mm downstream from the valve, depending on the case and the viewing plane, as it can be seen in Figure 7.1.

As expected, due to different expansion ratios of each of the geometries, summarized in , the maximum forward velocity was higher for the case of geometry resulted from severe valve insufficiency. The geometry caused by valve stenosis was characterized by slightly lower maximum forward velocities. Finally, the lowest value of the maximum forward velocity was found in the case of the normal geometry. During the acceleration phase, formation of the central orifice jet was accompanied by the creation of a vortex ring inside of the aortic sinuses region. The creation of the vortex ring resulted from flow separation occurring at the edge of the orifice formed by the leaflets of the opened valve.

In the case of the severe stenosis geometry, the vortex ring was not substantially confined by the aortic walls. The propagation of central orifice jet in the case of the normal geometry was accompanied by minor vortex stretching at the point where the aortic sinuses transitioned to the straight part of the aortic root.

Table 7.1: Peak values of velocity at $t/T = 0.13$ and location of reattachment points in three experimental cases.

<table>
<thead>
<tr>
<th></th>
<th>Plane 1</th>
<th>Plane 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$V_{max}$ (m/s)</td>
<td>Reattachment point $(X,Y)$ mm</td>
</tr>
<tr>
<td>Normal</td>
<td>2.37 (-14,40)</td>
<td>2.45 (-16,32) (14,44)</td>
</tr>
<tr>
<td>Severe Stenosis</td>
<td>2.51 (-16,64)</td>
<td>2.5 (-16,56)</td>
</tr>
<tr>
<td>Severe Insufficiency</td>
<td>2.64 (-14,34) (14,52)</td>
<td>2.53 (-14,28) (14,38)</td>
</tr>
</tbody>
</table>
The vortex stretching was identified based on Kelvin’s theorem and by looking at the change in the cross-sectional area of the vortex ring at a particular location. In the essence, any shrinking of the cross-sectional area must be accompanied by a longitudinal stretching. Finally, in the case of the severe insufficiency geometry, the flow was substantially confined, which resulted in strong interaction between the vortex ring and the aortic walls in and immediately downstream of the sinuses.

The propagation of the central orifice jet was also accompanied by formation of recirculation zones between shear layers and the walls of the aortic root. Flow reattachment points were strongly influenced by the aortic root geometry. The mean positions of primary reattachment $L_1$ and $L_2$ (defined in Figure 7.1 (a)) on both aortic root side walls were evaluated at the locations where the mean streamwise velocity component changes sign. The reattachment was determined by extrapolating the PIV data up to the wall. The locations of the reattachment points at $t/T = 0.13$ are presented in Table 7.1. Out of three test cases, the reattachment points closest to the base of the valve were observed for geometry associated severe insufficiency. On the other hand, the severe stenosis geometry resulted in the location of the reattachment points farthest from the valve among all three cases. The difference in $Y$ coordinates of the reattachment points, observed for each of three cases, was due to the asymmetry of the jet, caused by the aortic root geometry, and in particular, by the differences in the depth and the width of the aortic sinuses. Out of three test cases, the reattachment points closest to the base of the valve were observed for geometry associated severe insufficiency. On the other hand, the severe stenosis geometry resulted in the location of the reattachment points farthest from the valve among all three cases.
Figure 7.1: Streamline patterns and contours of velocity magnitude ($V_{avg}$, m/s) at $t/T = 0.13$. (a) Normal geometry, (b) Severe stenosis, (c) Severe insufficiency.

The difference in $Y$ coordinates of the reattachment points, observed for each of three cases, was due to the asymmetry of the jet, caused by the aortic root geometry, and in particular, by the differences in the depth and the width of the aortic sinuses. In each case, flow recirculation zones were observed. The largest recirculation zone was produced by the severe
stenosis geometry, while the smallest recirculation zone was present in the severe insufficiency geometry, as shown in Figure 7.1.

7.2 TURBULENT CHARACTERISTICS OF THE FLOW

In this section, turbulent characteristics of the flow are summarized. The patterns of Reynolds shear stress (RSS), defined in Section 2.2.8, are shown in Figure 7.2, and the peak values of RSS, as well as the axial and the transverse turbulence intensities $u_{rms}$ and $v_{rms}$, measured in Plane 1, are presented in Table 7.2. While evaluating the peak values from two planes is not sufficient in order to accurately describe the 3D flow-structure interaction, it is, however, believed that variation of RSS, $u_{rms}$ and $v_{rms}$ values in two orthogonal planes and the respective location of those planes allows one to follow a general trend throughout the particular phase of the cardiac cycle.

7.2.1 Normal geometry

When the aortic root is not affected by a valve disease, which corresponds to the normal geometry case, the following observations were made throughout the selected phases of the cardiac cycle.

After the valve opened at $t/T = 0.01$ (not shown here), the central orifice jet emerged from the opening created by the valve leaflets. At this time, shear layers were formed at the trailing edge of the valve leaflets. Consequently, detectable levels of the RSS appeared in these high-shear regions.

As the jet developed through the systole phase, its direction of propagation was influenced by the asymmetry of the aortic root and by the dynamics of the leaflets during valve opening.
Figure 7.2: Contours of RSS (dyne/cm²) at $t/T = 0.13$; (a) Normal geometry, (b) Severe stenosis, (c) Severe insufficiency.
Figure 7.3: Contours of $u_{rms}$ (top column) and $v_{rms}$ (bottom column) in Plane 1 at $t/T = 0.13$; (a) Normal geometry, (b) Severe stenosis, (c) Severe insufficiency.
As the result, as it can be seen in Figure 7.1, the jet was forced towards left wall (in Plane 1) of the aortic root geometry. The consequence of this change of direction is the appearance of a high-shear region. At $t/T = 0.05$, the largest peak of the RSS in this zone were observed to be $-873$ dyne/cm$^2$ at $X = -5.8$ mm, $Y = 16.2$ mm (Figure 7.2).

At the peak systole phase, $t/T = 0.13$, large recirculation zone developed at the right wall, when looking at Plane 1, which is shown in Figure 7.1. As the center of this recirculation zone interacted with periphery of the jet, the region of high shear appeared at $X = 8.2$ mm, $Y = 31.0$ mm, with the peak value of the RSS equal to 1294 dyne/cm$^2$. At $t/T = 0.22$, the recirculation cell moved upstream towards the valve, with a central vortex been at $X = 4.5$ mm, $Y = 18.2$ mm. As a result, a region of elevated RSS developed, with a peak value of 520 dyne/cm$^2$. During the diastole phase magnitude of RSS diminished to 11 dyne/cm$^2$.

### 7.2.2 Severe aortic valve stenosis

As the flow gradually progressed through the acceleration phase, two recirculation zones had developed on both sides of the central orifice jet, as seen in Figure 7.1 (b). These recirculation zones influenced the propagation of the jet and resulted in high-shear regions near the periphery of the jet.

At $t/T = 0.05$, the peak RSS was equal to 1047 dyne/cm$^2$ at $X = 5.3$ mm, $Y = 19.4$ mm (Figure 7.1 (b)). As the flow reached the peak systole phase, $t/T = 0.13$, the peak value of the RSS equal to 1373 dyne/cm$^2$ appeared at $X = 6.1$ mm, $Y = 42$ mm. At $t/T = 0.22$, one of the recirculation areas was pushed upstream, with a central vortex located at $X = 4.2$ mm, $Y = 32$ mm. An additional recirculation zone appeared in one of the sinus cavities. Peak value of the RSS equal to 574 dyne/cm$^2$ was measured at $X = 1.6$ mm, $Y = 55$ mm. After flow transitioned to the diastole phase, peak values of RSS dropped to 14 dyne/cm$^2$. 
7.2.3 Severe aortic valve insufficiency

The beginning of the acceleration phase was accompanied by the development of two recirculation zones on both sides of the central orifice jet, and one additional recirculation cell in the sinus cavity, as can be seen in Figure 7.1. These recirculation zones resulted in high-shear regions near the periphery of the jet and at the walls of the aortic root.

At $t/T = 0.05$, the peak RSS was equal to -1227 dyne/cm$^2$ at $X = -6.5$ mm, $Y = 17.3$ mm. At the peak systole phase, $t/T = 0.13$, two recirculation zones induced elevated levels of RSS -638, 1718 dyne/cm$^2$ as indicated in Figure 7.1. The locations of the peak value of the RSS was at $X = 1$ mm, $Y = 43.5$mm. At $t/T = 0.22$, one of the recirculation zones moved upstream, with a central vortex located at $X = 7.2$ mm, $Y = 19$ mm. An additional recirculation zone appeared in one of the sinus cavities. The peak value of the RSS equal to -435 dyne/cm$^2$ were observed at $X = -8.1$ mm, $Y = 46.7$ mm. During the diastole phase, the peak values of the RSS decreased further to -5 dyne/cm$^2$.

7.2.4 Turbulent intensities

Figure 7.3 shows patterns of $u_{rms}$ and $v_{rms}$ corresponding to the three considered geometries of the aortic root at $t/T = 0.13$. In Table 7.2 and Table 7.3, the peak values of $u_{rms}$ and $v_{rms}$ are shown in selected phases along the cardiac cycle, indicated by circular symbols in Figure 2.8. The highest values of $v_{rms}$, concentrated at the valve leaflets, were observed during the acceleration phase, at $t/T=0.05$. These high values of $v_{rms}$ can be attributed to the valve design and the resulting shear layers that exhibited fluctuations in the transverse direction.
Table 7.2: Elevated levels of $u_{rms}$, $v_{rms}$ and RSS at various phases of the cardiac cycle.

<table>
<thead>
<tr>
<th>Phase</th>
<th>Plane1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$u_{rms}$</td>
</tr>
<tr>
<td></td>
<td>(m/s)</td>
</tr>
<tr>
<td>t/T = 0.05</td>
<td>Normal</td>
</tr>
<tr>
<td></td>
<td>Severe Stenosis</td>
</tr>
<tr>
<td></td>
<td>Severe Insufficiency</td>
</tr>
<tr>
<td>t/T = 0.13</td>
<td>Normal</td>
</tr>
<tr>
<td></td>
<td>Severe Stenosis</td>
</tr>
<tr>
<td></td>
<td>Severe Insufficiency</td>
</tr>
<tr>
<td>t/T = 0.22</td>
<td>Normal</td>
</tr>
<tr>
<td></td>
<td>Severe Stenosis</td>
</tr>
<tr>
<td></td>
<td>Severe Insufficiency</td>
</tr>
<tr>
<td>t/T = 0.29</td>
<td>Normal</td>
</tr>
<tr>
<td></td>
<td>Severe Stenosis</td>
</tr>
<tr>
<td></td>
<td>Severe Insufficiency</td>
</tr>
<tr>
<td>t/T = 0.69</td>
<td>Normal</td>
</tr>
<tr>
<td></td>
<td>Severe Stenosis</td>
</tr>
<tr>
<td></td>
<td>Severe Insufficiency</td>
</tr>
</tbody>
</table>
Table 7.3: Elevated levels of $u_{rms}$, $v_{rms}$ and RSS at various phases of the cardiac cycle.

<table>
<thead>
<tr>
<th>Phase</th>
<th>Plane2</th>
<th>$u_{rms}$ (m/s)</th>
<th>$v_{rms}$ (m/s)</th>
<th>RSS (dyne/cm$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t/T = 0.05$</td>
<td>Normal</td>
<td>0.26</td>
<td>0.84</td>
<td>-1044, 1090</td>
</tr>
<tr>
<td></td>
<td>Severe Stenosis</td>
<td>0.30</td>
<td>0.88</td>
<td>-1053, 1008</td>
</tr>
<tr>
<td></td>
<td>Severe Insufficiency</td>
<td>0.20</td>
<td>0.79</td>
<td>-896, 1054</td>
</tr>
<tr>
<td>$t/T = 0.13$</td>
<td>Normal</td>
<td>0.34</td>
<td>0.63</td>
<td>-869, 1224</td>
</tr>
<tr>
<td></td>
<td>Severe Stenosis</td>
<td>0.40</td>
<td>0.75</td>
<td>-1154, 1029</td>
</tr>
<tr>
<td></td>
<td>Severe Insufficiency</td>
<td>0.30</td>
<td>0.60</td>
<td>-495, 1601</td>
</tr>
<tr>
<td>$t/T = 0.22$</td>
<td>Normal</td>
<td>0.17</td>
<td>0.30</td>
<td>-263, 341</td>
</tr>
<tr>
<td></td>
<td>Severe Stenosis</td>
<td>0.20</td>
<td>0.37</td>
<td>-296, 563</td>
</tr>
<tr>
<td></td>
<td>Severe Insufficiency</td>
<td>0.15</td>
<td>0.27</td>
<td>-210, 247</td>
</tr>
<tr>
<td>$t/T = 0.29$</td>
<td>Normal</td>
<td>0.14</td>
<td>0.27</td>
<td>-212, 300</td>
</tr>
<tr>
<td></td>
<td>Severe Stenosis</td>
<td>0.18</td>
<td>0.32</td>
<td>-186, 391</td>
</tr>
<tr>
<td></td>
<td>Severe Insufficiency</td>
<td>0.12</td>
<td>0.27</td>
<td>-153, 148</td>
</tr>
<tr>
<td>$t/T = 0.69$</td>
<td>Normal</td>
<td>0.05</td>
<td>0.07</td>
<td>-14, 11</td>
</tr>
<tr>
<td></td>
<td>Severe Stenosis</td>
<td>0.06</td>
<td>0.08</td>
<td>-14, 15</td>
</tr>
<tr>
<td></td>
<td>Severe Insufficiency</td>
<td>0.04</td>
<td>0.05</td>
<td>-4, 5</td>
</tr>
</tbody>
</table>
After the values of $v_{rms}$ reached its maximum, and as the central orifice jet undergoes through the systole phase, the peak values of $v_{rms}$ stayed concentrated at the upper part of the central orifice jet, which can be seen in Figure 7.3, in the region where the jet becomes highly unstable and breakdown of the shear layers occurred.

7.3 THE EFFECT OF AORTIC ROOT GEOMETRY ON POTENTIAL THROMBUS FORMATION

One of the goals of this work was to establish how a deformation in the aortic root geometry leads to the elevated levels of the Reynolds shear stresses.

It was shown in (Lu et al., 2001, Leverett et al., 1972, Goncalves et al., 2005) that elevated levels of the RSS, caused by an artificial heart valve, can impose damage on blood elements. In particular, it was reported that the breakage of a red blood cell’s membrane, called hemolysis, can occur for peak values of the RSS in the range from 400 dyne/cm$^2$ to 5,600 dyne/cm$^2$ with exposure time as low as 10 ms (Sallam and Hwang, 1984).

In addition to hemolysis, the levels of the RSS in the range between 100 to 1000 dyne/cm$^2$ can lead to the activation of platelets, which when activated, aggregate together and lead to formation of blood clots. The blood clot can eventually detach from the aggregation site and form a free floating blood clot, which is extremely dangerous as it is capable of blocking an artery in the brain, disrupt the blood supply and cause a stroke.

In all of the studied geometries, the elevated levels of the RSS were higher than 400 dyne/cm$^2$ and within the range for polymeric valves, published in (Leo et al., 2006). These abnormally high levels of the RSS were typically present in the regions of interaction of recirculation zones with the periphery of the central orifice jet.
At the peak acceleration phase, at $t/T = 0.13$, the levels of RSS were the highest in the geometry resulted from severe aortic valve insufficiency, and the lowest in the normal geometry. These results indicated that implanting a heart valve without taking into consideration changes in the aortic root geometry caused by valve diseases might result in sub-lethal and/or lethal damage to blood elements and platelet activation.
CHAPTER 8

CONCLUSIONS AND RECOMMENDATIONS

8.1 LINKS BETWEEN TWO MAIN RESEARCH FOCUSES IN THE DISSERTATION

In this dissertation, two research focuses in the general area of unsteady shear flows were investigated experimentally. The primary research focus is the pipe-cavity flows, and the associated flow-acoustic coupling. The secondary research focus is the flow through the heart valve, and the associated regions of elevated Reynolds shear stresses. The direct links between the two flows are: (i) shear layer instabilities and dynamics, which are predominant in both flows; (ii) flow-acoustic coupling phenomena that are mainly present in the first part of the dissertation, but are also applicable to second part as a nonintrusive method of diagnostics of the heart valve problems.

The results of this dissertation indicate that the unstable disturbances in the shear layers can be effectively amplified not only by the presence of the acoustic mode of the system, which is in charge of sustaining the oscillations at the upstream edge of the cavity in the model of the gate valve, but also by the pulsatile upstream forcing, resulted from the c of the heart, that initiated strong flow-induced oscillations and amplification of the unstable disturbances in the shear layers formed at the trailing edges of the heart valve leaflets. In the latter
case, the flexible walls of the aorta can also undergo displacement that is large enough to exert feedback on the shear layers.

In both parts of this dissertation, the unstable disturbances in the shear layers were associated with a certain type of the destructive aftermath, although on a very different scale. In the case of pipe-cavity flows, the flow-acoustic coupling in the gate valve caused severe vibration, high noise levels, and, in certain cases wear and fracture of the components of the pipe-cavity flow system. The disturbances associated with the pipe-cavity flows act on the macro scale. In the case of the flow through the heart valve, the presence of strong flow-induced oscillations and amplification of the unstable disturbances in the shear layers at the trailing edges of the heart valve leaflets led to the appearance of the regions of elevated Reynolds shear stresses. The shear forces, induced by unstable shear layers, can act destructively on the blood elements such as platelets and, in certain cases can induce a hemolysis and/or lead to thrombus formation. The disturbances associated with the flow through the heart valve act on the micro scale, comparable to the size of red blood cells or platelets.

The flow-acoustic coupling, phenomena predominately present in the first part of the dissertation is also applicable in the context of the heart valve as one of the main tools used to detect heart valve problems and showing the interrelationship of the various cardiac sounds and murmurs (Johnson et al., 1973, Dimond and Benchimol, 1961). The operation of the normal heart is associated with the generation of two sounds referred as the first and the second heart sounds (Dimond and Benchimol, 1961). The first sound is due to the closure of mitral and tricuspid valves. Typically, a loud, sharp and delayed first sound implies the presence of a good, flexible and mobile valve, while a small, muffled first sound in common to the patients with unquestionable mitral stenosis and indicates the presence of rigid, nonflexible and
calcified cusps. Conduction defect, either right or left bundle branch block, is also capable in delaying closure of the tricuspid or mitral valves (Dimond and Benchimol, 1961).

In contrast to the first sound, a careful analysis of the second sound provides very useful information regarding hemodynamic factors in the pulmonary circulation. Specifically, the valve rigidity and the low diastolic pressure in the pulmonary artery with pulmonary stenosis are factors responsible for the delay in the closure of the pulmonary valve (Dimond and Benchimol, 1961).

The methodology for investigation of azimuthal characteristics of the acoustic modes of the cavity, developed in this dissertation, can be potentially employed in appraisal of congenital heart disease, associated with the presence of rotational flow, and pulmonary hypertension because it reflects the duration of right ventricular systoles.

In the following Sections, the major findings of this dissertation are summarized.

8.2 SHALLOW CIRCULAR AXISYMMETRIC CAVITY

It was confirmed that flow across a shallow axisymmetric cavity can strongly excite the acoustic diametral modes of the cavity. The broadband excitation of the flow tones was observed for a range of inflow velocities up to 30 m/s. It was shown that the predominant acoustic response corresponded to the partially trapped second diametral acoustic mode of the cavity. Simultaneous excitation of the longitudinal acoustic modes of the main pipeline was also observed.

The acoustic response of the system showed qualitative similarity for all values of the angle of the convergence-divergence of the pipeline section in the vicinity of the cavity. In particular, the predominant mode switching from the diametral acoustic modes of the cavity
to the longitudinal acoustic modes of pipeline was observed at low inflow velocities. At the higher inflow velocities, simultaneous excitation of both the diametral and the longitudinal acoustic modes was observed.

As the convergence-divergence angle of the pipeline section increased, a substantial decrease in the maximum pressure values was achieved. This drop in the peak pressure levels corresponded to a decrease in the degree of confinement of the diametral modes. The increased radiation of acoustic energy into the main pipeline could be effectively prevented by increasing the length of the constant-diameter section of the pipe immediately upstream and downstream of the cavity.

8.3 DEEP CIRCULAR AXISYMMETRIC CAVITY

Flow-acoustic coupling in a deep, circular cavity mounted in a pipeline was investigated using a combined approach that involved numerical simulation of the resonant acoustic mode shapes, measurements of acoustic pressure and quantitative flow imaging using PIV.

The acoustic response of the cavity-pipeline system manifested as high-amplitude, self-sustained pressure oscillations corresponding to the first, the fourth and the seventh diametral acoustic modes of the cavity, which were excited by the first three hydrodynamic oscillation modes of the separated shear layers that formed across the cavity opening. In addition, simultaneous excitation of the higher order diametral acoustic modes were observed in a few cases in the higher end of the range of the inflow velocities, from $137 \text{ m/s} \leq U \leq 149 \text{ m/s}$. 
Introduction of symmetric chamfers to the upstream and downstream corners of the cavity effectively shift the lock-on flow states to higher inflow velocities. In this study, the angle of the chamfers was kept constant, while several values of the chamfer length were considered. As the chamfer length increased to $L_C = 10.16$ mm, resonant acoustic response was completely eliminated.

Introduction of chamfers at the downstream corner of the cavity slightly decreased the overall amplitude of the self-sustained oscillations but did not lead to suppression of the locked-on flow tones. In particular, the shape of the downstream edge does not influence much the critical Strouhal number for oscillation nor the pulsation amplitude. On the other hand, the presence of the chamfers at the upstream corner of the cavity allowed eliminating the lock-on flow states at $L_C = 10.16$ mm but exhibited higher amplitude of the overall level of broadband pressure spectrum, compared to the case with symmetric chamfers, indicating the importance of having both upstream and downstream chamfers for more effective suppression of the pressure oscillations.

Introduction of shallow chamfers to the upstream and downstream edges of the cavity resulted in changes of azimuthal orientation and spinning behaviour of the acoustic modes. In addition, introduction of splitter plates in the cavity led to pronounced change in the spatial orientation and the spinning behaviour of the acoustic modes and to a decrease in the maximum pressure amplitude. The short splitter plates changed the behaviour of the dominant acoustic modes from partially spinning to stationary, while the long splitter plates enforced the stationary behaviour across all resonant acoustic modes.

Flow-acoustic coupling in a deep, circular cavity mounted in a pipeline was also investigated using a quantitative flow imaging approach. Introduction of symmetric chamfers to
the upstream and downstream corners of the cavity not only effectively shifted the locked-on flow states, as it was shown earlier, but also influenced the process at which the large scale vortical structures were detached from the separated shear layer by shifting the separation point closer to the upstream edge of the cavity.

Introduction of chamfers at the downstream corner of the cavity slightly decreased the overall amplitude of the self-sustained oscillations and consequently weakened the feedback mechanism, one of the main components of which is the interaction of the perturbed velocity field with the impingement edge, indicating the importance of having both upstream and downstream chamfers for more effective elimination of the pressure oscillations.

8.4 CARDIOVASCULAR SYSTEM

The PIV technique was employed to investigate the flow through a polymeric heart valve implanted in patients that had developed certain types of valve diseases prior to the valve replacement. Those valve diseases led to the pathological deformation of the aortic root.

The locations of flow regions with elevated levels of the RSS and high velocity gradients were identified for each of the cases. As the peak levels of RSS were substantially higher than the recognized dangerous threshold, it was concluded that these regions of high fluid stresses may contribute to the platelet activation and to the formation of blood clots. The results suggest that the type of the replacement valve should be considered in conjunction with the aortic root geometry, as the improper choice of the latter might lead to the elevated levels of the RSS.
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APPENDIX A: TIME-AVERAGED FLOW PATTERNS

Figure A.1: Patterns of time-averaged out-of-plane vorticity (s⁻¹) corresponding for the case of the upstream chamfer with chamfer length: (a) $L_C = 1.27$ mm, (b) $L_C = 3.81$ mm, (c) $L_C = 10.16$ mm.

Figure A.2: Patterns of time-averaged $u_{rms}/U$ corresponding to the case of the upstream chamfer with chamfer length: (a) $L_C = 1.27$ mm, (b) $L_C = 3.81$ mm, (c) $L_C = 10.16$ mm.
Figure A.3: Patterns of time-averaged $\nu_{rms}/U$ corresponding to the case of the upstream chamfer with chamfer length: (a) $L_C = 1.27$ mm, (b) $L_C = 3.81$ mm, (c) $L_C = 10.16$ mm.

Figure A.4: Patterns of time-averaged Reynolds stress corresponding to the case of the upstream chamfer with chamfer length: (a) $L_C = 1.27$ mm, (b) $L_C = 3.81$ mm, (c) $L_C = 10.16$ mm.
Figure B.1: Patterns of phase-averaged out-of-plane vorticity (s⁻¹) corresponding to the symmetric case $L_c = 0$, $\phi = 36^\circ$ through $216^\circ$. 
Figure B.2: Patterns of phase-averaged out-of-plane vorticity \( (s^{-1}) \) corresponding to the symmetric case \( L_c = 0, \varphi = 252^\circ \) through \( 360^\circ \).
Figure B.3: Patterns of phase-averaged out-of-plane vorticity (s$^{-1}$) corresponding to the symmetric case $L_c = 1.27$ mm, $\phi = 36^\circ$ through $216^\circ$. 
Figure B.4: Patterns of phase-averaged out-of-plane vorticity (s$^{-1}$) corresponding to the symmetric case $L_c = 1.27$ mm, $\phi = 252^\circ$ through $360^\circ$. 
Figure B.5: Patterns of phase-averaged out-of-plane vorticity (s^{-1}) corresponding to the symmetric case $L_c = 3.81$ mm, $\phi = 36^\circ$ through $216^\circ$. 
Figure B.6: Patterns of phase-averaged out-of-plane vorticity (s⁻¹) corresponding to the symmetric case $L_C = 1.27$ mm, $\varphi = 252°$ through $360°$. 
Figure B.7: Patterns of phase-averaged out-of-plane vorticity (s$^{-1}$) corresponding to the upstream case $L_c = 1.27$ mm, $\phi = 36^\circ$ through $216^\circ$. 
Figure B.8: Patterns of phase-averaged out-of-plane vorticity (s\(^{-1}\)) corresponding to the upstream case \(L_c = 1.27\) mm, \(\phi = 252^\circ\) through 360\(^\circ\).
Figure B.9: Patterns of phase-averaged out-of-plane vorticity (s$^{-1}$) corresponding to the upstream case $L_C = 3.81$ mm, $\phi = 36^\circ$ through $216^\circ$. 
Figure B.10: Patterns of phase-averaged out-of-plane vorticity (s$^{-1}$) corresponding to the upstream case $L_C = 3.81$ mm, $\phi = 252^\circ$ through 360$^\circ$. 
APPENDIX C: NORMAL GEOMETRY, PHASE-AVERAGED FLOW PATTERNS

Figure C.1: Streamline patterns and contours of velocity magnitude ($V_{avg}$, m/s) in Plane 1, Normal geometry.
Figure C.2: Streamline patterns and contours of velocity magnitude ($V_{avg}$, m/s) in Plane 2, Normal geometry.
Figure C.3: Contours of RSS (dyne/cm²) in Plane 1, Normal geometry.
Figure C.4: Contours of RSS (dyne/cm²) in Plane 2, Normal geometry.
Figure C.5: Contours of \( u_{rms} \) (m/s) in Plane 1, Normal geometry.
Figure C.6: Contours of $u_{rms}$ (m/s) in Plane 2, Normal geometry.
Figure C.7: Contours of $v_{rms}$ (m/s) in Plane 1, Normal geometry.
Figure C.8: Contours of $v_{rms}$ (m/s) in Plane 2, Normal geometry.
APPENDIX D: SEVERE STENOSIS, PHASE-AVERAGED FLOW PATTERNS

Figure D.1: Streamline patterns and contours of velocity magnitude ($V_{avg}$, m/s) in Plane 1, Severe stenosis.

$t/T = 0.05$  $t/T = 0.13$  $t/T = 0.22$
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Figure D.2: Streamline patterns and contours of velocity magnitude ($V_{avg}$, m/s) in Plane 2, Severe stenosis.
Figure D.3: Contours of RSS (dyne/cm²) in Plane 1, Severe stenosis.
Figure D.4: Contours of RSS (dyne/cm²) in Plane 2, Severe stenosis.
Figure D.5: Contours of $u_{rms}$ (m/s) in Plane 1, Severe stenosis.
Figure D.6: Contours of $u_{rms}$ (m/s) in Plane 2, Severe stenosis.
Figure D.7: Contours of $v_{rms}$ (m/s) in Plane 1, Severe stenosis.
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Figure D.8: Contours of $v_{rms}$ (m/s) in Plane 2, Severe stenosis.
Figure E.1: Streamline patterns and contours of velocity magnitude ($V_{avg}$, m/s) in Plane 1, Severe insufficiency.
Figure E.2: Streamline patterns and contours of velocity magnitude ($V_{avg}$, m/s) in Plane 2, Severe insufficiency.
Figure E.3: Contours of RSS (dyne/cm²) in Plane 1, Severe insufficiency.
Figure E.4: Contours of RSS (dyne/cm²) in Plane 2, Severe insufficiency.
Figure E.5: Contours of $u_{rms}$ (m/s) in Plane 1, Severe insufficiency.
Figure E.6: Contours of $u_{rms}$ (m/s) in Plane 2, Severe insufficiency.
Figure E.7: Contours of $v_{rms}$ (m/s) in Plane 1, Severe insufficiency.
Figure E.8: Contours of \(v_{rms}\) (m/s) in Plane 2, Severe insufficiency.
APPENDIX F: ISSUES, LIMITATIONS AND FUTURE WORK

Shallow circular axisymmetric cavity

The size of the experimental apparatus, and, in particular, the diameter of the inflow pipeline imposed a great limitation on the range of inflow velocity. As a result of this limitation the pipeline-cavity system was only tested over the low range of inflow velocity, typically used in the actual power plant. In addition to that, the physical dimensions of the cavity did not allow for any flow visualisation, which in turn limited the current study to the analysis of the acoustic pressure data and finite element numerical simulations.

As a possible extension of this work, one might consider adjusting inflow velocity conditions to match those of the cold-reheat section of the actual power plant. In addition to that, it would be fruitful to analyze the change in the oscillation structural amplitude of the pipeline-cavity system on the route to resonance and test various designs of passive and active vibration isolation systems, as an alternative to geometry modifications of the converging/diverging section of the original pipeline-cavity system.

Deep circular axisymmetric cavity

In this part of the dissertation, the cavity geometry represented an idealized case, related to circular, axisymmetric cavities of the gate valves that are present in the steam delivery system of a power plant. Although the gate valves are typically associated with relatively shallow cavities, the usage of deeper circular cavity allowed increasing the degree of confinement of the diametral modes to the vicinity of the cavity and provide results that might be relevant to annular combustion applications and high speed axial compressors (Hellmich and
In addition to the limitations induced by the design of experimental apparatus, the following challenges and constrains were experienced:

1) Optical challenges during PIV experiments
   a. Optical access into a highly-constrained geometry
   b. Reflections from the interior cavity walls
   c. Accumulation of the DEHS oil in the cavity and in the inlet/outlet pipelines

2) Presence of out-of-plane particles in the field of view

During the preparation stage of the experiments, it was possible to address some the issues listed above. In particular, the way how constraints associated with item 1) a. and b. were addressed is summarized in Section 2.2.2.

In the case of item 1)c., a routine for regular maintenance of the pipeline-cavity system was adopted, which completely negated the critical accumulation of the oil in the inlet/outlet pipelines and in the cavity itself.

In the case of constraint 2), one deals with a high level of background noise as a result of illumination of out-of-plane particles. In order to overcome this difficulty, it was ensured that the laser sheet thickness was thin enough, typically about 1 mm to avoid spatial averaging of the velocity (Hirahara et al., 2007). In this work, a combination of thin laser sheet in conjunction with very shallow depth of field, introduced by a 50 mm f/1.4 camera lens allowed to reduce the effects from out-of-plane particles to a minimum. Due to strong reflections from the inside surface of the inlet pipe, the region right near the upstream edge of the cavity was masked out in order to avoid error propagation in the vorticity calculation.
In the attempt to experimentally validate the effectiveness of passive control methods on generation of noise and vibration, two different approaches were implemented. The first approach was associated with geometric modifications of the cavity edges and was aimed at controlling the development of fee shear layer at the upstream cavity edge and the way how it interacts with the downstream edge of the cavity. The second approach attempted to control the azimuthal behaviour of acoustic diametral modes of the cavity, by introducing either short or long splitter plate. Both approaches can be successfully extended to a more robust set of passive or active counter measures that can be introduced in the industrial environment. In particular, one can consider the following future extensions of this work:

1. In this work, it was shown the effectiveness of modifying the upstream edge of the cavity in order to shift the development of strong acoustic resonance beyond the operation limits of the system. In addition to that, in one of the earlier works (Bolduc et al., 2013), it was shown that introduction of chevron-shaped spoilers or vortex generators to the upstream edge of the cavity can be very effective when dealing with the same problem. As it was shown in this dissertation, at the highest range of inflow velocity, the system experienced a simultaneous excitation of several acoustic diametral modes, in which case a single geometric modification of the cavity edge might not always be optimal. As an alternative, one can consider development of an active control mechanism, represented by a flexible strip, introduced at the leading edge of the cavity, with variable and controllable mass/stiffness distribution that would allow tuning its natural frequency to an optimal value that would lead to noise and vibration suppression at the full range of inflow velocity.
2. In this dissertation, control on the azimuthal behaviour of acoustic diametral modes of the cavity was attempted by introducing either short or long splitter plate. Only a single plate of each size was used. The natural extension of this work would be to optimize the effective length of the plate and then verify the minimal number of splitter plates required for optimal control of the azimuthal behaviour of acoustic diametral modes of the cavity.

3. This dissertation was aimed for experimental verification of passive noise and vibration control mechanisms. A natural extension of this work would be to develop a model of the vorticity filed, which could achieve good analytical approximation of the experimental results, reported in this work. In particular, at the upstream region of the cavity, the shear layer oscillations can be approximated by a flapping sheet of vorticity, while at the center and close to the downstream edge of the cavity the shear layer can be represented by the formation of a discrete vortical structure, which partially detaches from the rest of the vorticity in the region.

**Cardiovascular system**

The results presented in this part of the dissertation revealed the dependence of Reynolds shear stress (RSS), and consequently possibility of platelet activation, on the geometry of aortic root. However, the exact mechanism behind rapid increase of RSS, the exposure time of fluid to the elevated levels of RSS, the influence of aortic root compliance on the flow patterns and the effect of aortic arch on the development of flow patterns still need to be ad-
dressed. For that purpose, it is suggested that the material presented in Chapter 7 should be expanded to address the above mentioned questions.

The future extension of the results reported in Chapter 7 will help to answer the following questions:

1. How does aortic root compliance influence hemolysis in polymeric heart valve prostheses? This study would be a natural extension of the current work and would require usage of current models of aortic root connected to the ViVitro Superpump root compliance chambers, along with the same models but made of an elastic material. Compliance reduction due to the aging of patients can be also successfully explored.

2. In this work, the effect of aortic torsion, branching, and curvature on blood flow was not considered, although, as it was shown in Chapter 7, the flow tend to bend towards the upper part of the aortic root, which suggests the helical nature of the flow in that region. Using a physiologically accurate mode of the aorta, one can evaluate the role of the torsion in the formation of the helical flow in the aortic arch and how the later one can be used in order to stabilizing the flow of blood in the aorta, and compensated the adverse effects of the aortic curvature on blood flow, thus reducing risk of atherosclerosis in the ascending aorta and in the aortic arch.
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