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Abstract
A new method for the design of robust minimax far-field broadband beamformers with optimized microphone positions is proposed. The method is formulated as an iterative optimization problem where the maximum passband magnitude response error is minimized and the microphone positions are optimized while ensuring that the minimum stopband attenuation is above a prescribed level. To maintain robustness, we constrain a sensitivity parameter, namely, the white noise gain, to be above prescribed levels across the frequency band. An additional feature of the method, which is quite useful in certain applications, is that it provides the capability of constraining the gain in the transition band to always lie below the maximum gain in the passband. Performance comparisons with existing methods show that the optimization of the microphone positions results in beamformers with superior performance.
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1. Introduction
Microphone arrays are widely used in speech communication applications such as hands-free telephony, hearing aids, speech recognition, and teleconferencing systems. A technique that is widely used with microphone arrays to enhance a speech signal from a preferred spatial direction is beamforming [1]. In general, the beamforming approach can be fixed or adaptive, depending upon whether the spatial directivity pattern is fixed or varies adaptively on the basis of incoming data. Though adaptive beamforming performs better when the acoustic environment is time-varying, fixed beamforming is preferred in applications where the direction of the sound source is fixed, such as in in-car communication systems [2] or in hearing aids. In addition, fixed beamformers also have lower computational complexity and are easier to implement.

In many beamformer applications, such as in-car communication systems, voice recognition systems, video conferencing systems, etc., there is often a need to ensure that the gain across the passband has little variation from unity while that in the stopband is below a prescribed level. Consequently, for the design of such beamformers a straightforward approach is to formulate the problem as a minimax optimization problem [3]. In applications where high quality speech or audio is desired, a passband with good linear-phase characteristics is usually preferred to minimize signal distortion.

In broadband beamformer design, better frequency invariance can be achieved by arranging the microphone elements non-uniformly in an optimal manner. This is because the more widely separated sensors facilitate better performance at lower frequencies, while the closely spaced ones prevent spatial aliasing at higher frequencies. In [4]-[8], the microphone elements are arranged in the form of a nested array by appropriately combining several uniformly-spaced sub-arrays. Alternatively, in [9]-[11], the microphone positions are obtained by approximating a continuously distributed sensor as a discrete set of filtered broadband omnidirectional array elements. In both the methods, the signal from each microphone is appropriately filtered to adjust the time delay and to prevent spatial aliasing, which

---

1In this paper, unless explicitly stated, the terms passband, stopband, and transition band refer to the angular passband, angular stopband, and angular transition band of the beamformer, respectively.
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happens when the wavelength of the signal exceeds twice the distance between the adjacent microphones. However, the microphone positions computed by using the above methods have two serious drawbacks. The first is that the positions are computed on the assumption that the array filters can have any length thereby making their performance sub-optimal when the prescribed filter length is not sufficiently long. The second drawback is the assumption that the array can have any length; such an assumption may not be applicable in certain applications such as in hearing aids and in-car communication systems where there are physical constraints on the array aperture size. Furthermore, as evident from earlier designs for superdirective narrowband arrays [12]-[16], broadband beamformers designed for physically-compact applications can likewise become very sensitive to errors in array imperfections and therefore robustness constraints need to be incorporated in the design [3, 17]-[23]. In [17]-[21], the statistics of microphone characteristics are taken into account to derive broadband beamformers that are robust to microphone mismatches, while in [3, 22, 23] the white noise gain (WNG) is incorporated in the design to ensure that the beamformer is robust to spatial white noise and array imperfections. The use of the WNG constraint is not new and has been used in earlier beamformer designs to ensure robustness in superdirective beamformers [12]-[14]. More recently, a least-squares approach [24] that uses mixed stochastic and analytic optimization to synthesize both the sensor arrays and filter coefficients for robust wideband beamformers has been proposed. In the approach, a trade-off parameter is provided so that the user can tune the mainlobe width and sidelobe energy of the beamformer.

In this paper, we propose a design method where the maximum passband magnitude response error is minimized and the microphone positions are optimized while ensuring that the minimum stopband attenuation is above a prescribed level. Although the transition region is usually treated as a “don’t care” region, in many practical applications excessive gain in this region could be undesirable. Our method provides the capability of controlling the gain in transition bands so that it does not exceed the maximum gain in the passband. To maintain robustness, we constrain a sensitivity parameter, namely, the white noise gain, to be above prescribed levels across the frequency band. The method is formulated as an iterative second-order cone programming problem (SOCP) as was done for the design of nearly linear-phase beamformers [3] and IIR filters [25, 26]. Numerical results on various types of beamformers show that the proposed method, with optimized microphone positions, results in beamformers with much lower maximum passband ripple for the same stopband attenuation when compared with beamformers where the microphone positions are fixed and not optimized.

The paper is organized as follows. In Section 2, we describe the filter-and-sum beamformer and the associated error formulations of the beamformer response and WNG for a linear array in far-field. Then in Section 3, we develop formulations for solving the optimization problem. In Section 4, performance comparisons between the proposed method and two existing methods for computing the microphone positions are carried out. Conclusions are drawn in Section 5.

2. Far-field Broadband Beamforming

In this paper, we assume a far-field signal impinging on a linear microphone array that is realized as a filter-and-sum beamformer, as shown in Fig. 1. The microphones are assumed to be omnidirectional and the filters are FIR. If \( N \) is the number of microphones and \( L \) is the length of each filter, the response of the filter-and-sum beamformer is given by [3]

\[
B(x, d, \omega, \theta) = \sum_{n=0}^{N-1} \hat{g}(d_n, \omega, \theta)^T x_n = g(d, \omega, \theta)^T x
\]
where

\[ x^T = \begin{bmatrix} x_0^T & x_1^T & \cdots & x_{N-1}^T \end{bmatrix} \]  
(2)
\[ d^T = [d_0 \ d_1 \ \cdots \ d_{N-1}] \]  
(3)
\[ g(d, \omega, \theta)^T = [\tilde{g}(d_0, \omega, \theta)^T \ \tilde{g}(d_1, \omega, \theta)^T \ \cdots \ \tilde{g}(d_{N-1}, \omega, \theta)^T] \]  
(4)
\[ x_n = [x_{n,0} \ x_{n,1} \ \cdots \ x_{n,L-1}]^T \]  
(5)
\[ g_l(d, \omega, \theta) = \exp \left[ -j \omega \left( \frac{d l \cos \theta}{c} + l \right) \right] \]  
(6)
and \( \omega \) is the frequency in radians, \( \theta \) is the direction of arrival, \( c \) is the speed of sound in air, \( f_s \) is the sampling frequency, \( d_n \) is the distance of the \( n \)th microphone from the origin, and \( x_{n,l} \) is the \( l \)th coefficient of the \( n \)th FIR filter.

If \( \theta_d \) is the desired steering angle of the beamformer, the WNG of the beamformer is given by [3]

\[ G_w(x, d, \omega) = \frac{|g(d, \omega, \theta_d)^T x|^2}{\|A(\omega)x\|_2^2} \]  
(8)
where

\[ A(\omega) = I_N \otimes a(\omega)^T \]  
(9)
\[ a(\omega)^T = [1 \ e^{-j \omega} \ \cdots \ e^{-j(L-1)\omega}]^T \]
and \( I_N \) is an \( N \times N \) identity matrix, \( \otimes \) is the Kronecker product, and \( \|v\|_2 \) is the \( L_2 \) norm of vector \( v \).

### 2.1. Passband Error

If \( B_d(\omega, \theta) \) is the desired beampattern at a certain frequency and direction, the squared magnitude error between the beamformer response and the desired beampattern is given by

\[ e_b(z, \omega, \theta, \delta) = |B(x, d, \omega, \theta)|^2 - |B_d(\omega, \theta)|^2 \]  
(10)
where

\[ z^T = [x^T \ d^T] \]  
(11)
If \( z_k \) is the value of \( z \) at the start of the \( k \)th iteration and \( \delta \) is the update to \( z_k \), the updated value of the squared magnitude error can be estimated by a linear approximation

\[ e_b(z_k + \delta, \omega, \theta) \approx e_b(z_k, \omega, \theta, \delta) + \nabla e_b(z_k, \omega, \theta)^T \delta \]  
(12)
which becomes more accurate as \( \|\delta\|_2 \) gets smaller.

The \( L_p \)-norm of the passband squared magnitude error for the \( k \)th iteration is given by [3]

\[ E_p^{(pb)}(z_k) = \left[ \int_{\Omega} \int_{\Theta_{pb}} |e_b(z_{k+1}, \omega, \theta)|^p d\theta d\omega \right]^{1/p} \approx \kappa_{pb} \left[ \sum_{r=1}^{R} \sum_{s=1}^{S_{pb}} |e_b(z_{k+1}, \omega_r, \theta_s)|^p \right]^{1/p} \approx \left[ \sum_{r=1}^{R} \sum_{s=1}^{S_{pb}} \kappa_{pb} e_b(z_k, \omega_r, \theta_s)^T \delta \right]^{1/p} \]  
(13)
where $\Omega$ is the frequency band of interest, $\Theta_{pb} = [\theta_{pl}, \theta_{ph}]$ is the angular passband, and $\kappa_{pb}$ is a constant. Expressing (13) in matrix form we get

$$
E_{p}^{(pb)}(z_k) \approx \| C_k \delta + u_k \|_p 
$$

where

$$
C_k = \begin{bmatrix}
\kappa_{pb} \nabla e_b(z_k, \omega_1, \theta_1)^T \\
\vdots \\
\kappa_{pb} \nabla e_b(z_k, \omega_R, \theta_{S_{pb}})^T
\end{bmatrix} 
$$

$$
u_k = \begin{bmatrix}
u_{11} \\ u_{12} \\ \vdots \\ u_{RS_{pb}}
\end{bmatrix}^T, 
$$

$$
v_{rs} = \kappa_{pb} e_b(z_k, \omega_r, \theta_s), \quad \omega_r, \theta_s \in \Omega, \Theta_{pb} 
$$

where $\kappa_{pb}$ is a constant and $\delta$ is the update to $z_k$ that is constrained to be small so that the linear approximation in (14) is accurate. The right-hand side of (14) is the $L_p$-norm of an affine function of $\delta$ and, therefore, it is convex with respect to $\delta$ [27].

### 2.2. Stopband Error

Setting $B_d(\omega, \theta)$ to zero in (10), the resulting beamformer response error can be defined as

$$
e_{b0}(z, \omega, \theta) = B(x, d, \omega, \theta) 
$$

and as in the previous subsection, the corresponding $L_p$-norm of the error in the stopband for the $k$th iteration can be expressed as

$$
E_{p}^{(sb)}(z_k) \approx \| D_k \delta + v_k^{(sb)} \|_p 
$$

where

$$
D_k^{(ab)} = \begin{bmatrix}
\nu_{ab1} \\ \vdots \\ \nu_{abRS_{sb}}
\end{bmatrix} 
$$

$$
v_k^{(ab)} = \begin{bmatrix}
u_{ab1} \\ \vdots \\ v_{abRS_{sb}}
\end{bmatrix}^T, 
$$

$$
v_{rs}^{(ab)} = \kappa_{sb} e_b(z_k, \omega_r, \theta_s), \quad \omega_r, \theta_s \in \Omega, \Theta_{sb} 
$$

where $\kappa_{sb}$ is a constant and $\Theta_{sb}$ is the angular stopband. Note that if the sensor positions are not optimized, $d$ is a constant and, as a consequence, the $L_p$-norm of (18) in the stopband can be expressed as a convex function given by [3]

$$
E_p^{(sb)}(x) = \| U_{sb} x \|_p 
$$

where

$$
U_{sb} = \begin{bmatrix}
\nu_{sb1} \\ \vdots \\ \nu_{sbRS_{sb}}
\end{bmatrix} 
$$

$$
\nu_{rs}^{(sb)} = \kappa_{sb} e_b(z_k, \omega_r, \theta_s), \quad \omega_r, \theta_s \in \Omega, \Theta_{sb} 
$$

### 2.3. Transition band Error

In some applications it is desirable that the gain in the transition band does not exceed the maximum gain in the passband. To this end, we compute the $L_p$-norm of (18) in the transition band, given by

$$
E_{p}^{(tb)}(z_k) \approx \| D_k^{(tb)} \delta + v_k^{(tb)} \|_p 
$$
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where

\[
D_{tb}^{(tb)} = \begin{bmatrix}
\kappa_{tb} \nabla e_{tb}(z_k, \omega_1) \nabla e_{tb}(z_k, \omega_2) \\
\vdots \\
\kappa_{tb} \nabla e_{tb}(z_k, \omega_R, \theta) \nabla e_{tb}(z_k, \omega_{R+1})
\end{bmatrix}
\]

(26)

\[
v_k^{(tb)} = \begin{bmatrix} v_{11}^{(tb)} & v_{12}^{(tb)} & \cdots & v_{RS_{tb}}^{(tb)} \end{bmatrix}^T,
\]

(27)

\[
v_{\Omega}^{(tb)} = \kappa_{tb} e_{tb}(z_k, \omega_1, \theta), \quad \omega_r, \Omega, \theta_s \in \Theta_{tb}
\]

(28)

and \( \Theta_{tb} \) is the angular transition-band. Like the \( L_p \)-norm of the stopband error in (23), the \( L_p \)-norm of (18) in the transition band can be expressed as a convex function if the sensor positions are not optimized, given by

\[
E_{\Omega}^{(tb)}(x) = \| U_{tb} x \|_p
\]

(29)

where

\[
U_{tb} = \begin{bmatrix}
\kappa_{tb} g(d, \omega_1, \theta_1) \cdots \kappa_{tb} g(d, \omega_1, \theta_{S_{tb}}) \\
\vdots \\
\kappa_{tb} g(d, \omega_R, \theta_1) \cdots \kappa_{tb} g(d, \omega_R, \theta_{S_{tb}})
\end{bmatrix}^T, \quad \theta_k \in \Theta_{tb}
\]

(30)

2.4. White Noise Gain

If \( \Gamma_{\text{wng}}(\omega) \) is the prescribed lower bound of the WNG at frequency \( \omega \), the difference between the WNG of the beamformer and the prescribed lower bound is given by

\[
e_w(z, \omega) = G_w(x, d, \omega) - \Gamma_{\text{wng}}(\omega)
\]

(31)

As in [3], the update of \( e_w(z, \omega) \) for the \( k \)th iteration can be approximated as

\[
e_w(z_k + \delta, \omega) \approx e_w(z_k, \omega) + \nabla e_w(z_k, \omega)^T \delta, \quad \omega \in \Omega
\]

(32)

and the RHS of (32) can be expressed in matrix form across \( \Omega \) as

\[
w(z_k) = Q_k \delta + h_k
\]

(33)

where

\[
Q_k = \begin{bmatrix}
\nabla e_w(z_k, \omega_1) \nabla e_w(z_k, \omega_2) \\
\vdots \\
\nabla e_w(z_k, \omega_R)
\end{bmatrix}
\]

(34)

\[
h_k = [e_w(z_k, \omega_1) \cdots e_w(z_k, \omega_R)]^T,
\]

(35)

and \( \omega_r \in \Omega \). The right-hand side of (33) is an affine function of \( \delta \) and, therefore, it is convex with respect to \( \delta \).

3. The Optimization Problem

The optimization problem is solved by minimizing the passband magnitude response error, \( E^{(pb)}_p \), while constraining the stopband error to be below a prescribed threshold, the WNG to be above prescribed levels across the frequency band, and the \( L_2 \) norm of the update to be small; in addition, we also include an optional constraint to ensure that the gain in the transition-band is always below the maximum gain in the passband. Consequently, we have the optimization problem

\[
\text{minimize} \quad E^{(pb)}_p(z)
\]

subject to:

\[
E^{(sb)}_p(z) \leq \Gamma_{sb}
\]

\[
E^{(tb)}_p(z) \leq \Gamma_{tb} \quad \text{(optional)}
\]

\[
G_w(x, d, \omega_m) \geq \Gamma_{\text{wng}}(\omega_m) \quad \forall \omega_m \in \Omega
\]

\[
\| \delta \|_2 \text{ is small}
\]
where $\Gamma_{sb}$ is the minimum stopband attenuation, $\Gamma_{wng}(\omega)$ is the minimum WNG at frequency $\omega$, and $\Gamma_{pb}$ is the maximum gain in the passband.

The value of $p$ in the above optimization problem can be any positive integer. The most significant values for $p$ are 2 and 1. In the first case, the $L_2$-norm would be minimized, which would result in a least-squares solution, whereas, in the second case, the $L_\infty$-norm would be minimized, which would result in a minimax solution. In this paper, we explore the minimax design and therefore set $p = 1$. Consequently, substituting $E_p(p_{pb})$, $E_p(s_{sb})$, $E_p(t_{tb})$, and $G_w$ by the expressions in (14), (19), (25), and (33), respectively, the optimization problem for the $k$th iteration can be expressed as

$$
\begin{align*}
\text{minimize} & \quad \| C_k \delta + u_k \|_\infty + W \delta_{rlx} \\
\text{subject to:} & \quad \Omega_k \delta + h_k \geq 0 - \delta_{rlx} 1 \\
& \quad \| D_{k}^{(sb)} \delta + v_{k}^{(sb)} \|_\infty \leq \Gamma_{sb} + \delta_{rlx} \\
& \quad \| D_{k}^{(tb)} \delta + v_{k}^{(tb)} \|_\infty \leq \Gamma_{pb}(k) + \delta_{rlx} \text{ (optional)} \\
& \quad \| \delta \|_2 \leq \Gamma_{d}(k) + \delta_{rlx} \\
& \quad \delta_{rlx} \geq 0
\end{align*}
$$

where $\delta \in \mathbb{R}^{LN+N}$ and $\delta_{rlx} \in \mathbb{R}^1$ are the optimization variables, $W > 0$,

$$
\Gamma_{pb}(k) = \sup_{\omega \in \Omega, \theta \in \Theta_{pb}} | B(x_k, d_k, \omega, \theta) |
$$

and [3]

$$
\Gamma_{d}(k) = \begin{cases} 
\gamma_k & k < T \\
\gamma_{small} & \text{otherwise}
\end{cases}
$$

such that $\gamma_i > \gamma_{i+1}$. Note that $W$ is a weighting factor that is made sufficiently large so that $\delta_{rlx}$ converges to 0. To speed up the convergence, $\Gamma_{d}(k)$ is made relatively large during the starting iteration and gradually reduced to a small fixed value after a certain number of iterations. As in [3], parameter $\delta_{rlx}$ is a slack variable that is introduced in the optimization to ensure that the problem does not become infeasible if the stopband or WNG constraint is not satisfied during the starting phase of the optimization iterations. The optimal value, $\delta_{opt}$, obtained by solving the convex optimization problem in (37) is then used to update $z_k$, i.e.,

$$
z_{k+1} = z_k + \delta_{opt}
$$

### 3.1. Deriving the Initializing Beamformer

To derive the initializing beamformer for the optimization problem above, we consider the optimization problem where the beamformer passband response error is minimized under the constraint that the stopband attenuation and WNG are above prescribed levels. In [3], it is shown that such a problem is nonconvex since the WNG is nonconvex, but can be made convex by approximating the magnitude of the numerator of the WNG to unity. In addition, it is observed in [3] that a regularized version of the convex formulation facilitates faster convergence. Therefore, to derive the initialization beamformer we solve the regularized convex formulation as in [3, c.f. eqn. (55)]. The microphone positions for the initializing beamformer are nonuniformly spaced and either symmetric or nonsymmetric as per the design requirement.

### 3.2. Perfect linear-phase and maximum array length constraints

Depending on whether or not a beamformer with perfect linear-phase across the frequency band is desired, the location of the microphones along the linear array can be either symmetric or non-symmetric. In [3], it is shown that for perfect linear-phase beamformers, the sensor array should be symmetric about the array center such that

$$
d_{N-n-1} = -d_n
$$
and the filter coefficients should satisfy the condition

\[ x_{n,l} = x_{N-n-1,L-l-1} \]  

(42)

with a resulting group-delay of \((L - 1)f_s^{-1}/2\). The two conditions above are satisfied by incorporating the following constraints in the iterative optimization problem:

\[ d^{(k)}_n + \delta d_n = -d^{(k)}_{N-n-1} - \delta d_{N-n-1} \]  

(43)

\[ x^{(k)}_{n,l} + \delta x_{n,l} = x^{(k)}_{N-n-1,L-l-1} + \delta x_{N-n-1,L-l-1} \]  

(44)

where \( n \in [0, N-1] \), \( l \in [0, L-1] \), and \( \delta d_n \) and \( \delta x_{n,l} \) are the updates for \( d_n \) and \( x_{n,l} \), respectively, during the \( k \)th iteration. Note that if the initialization filter coefficients do not satisfy the constraint in (44) the optimization problem may become infeasible. To avoid the possibility, we can frame the constraint by including the slack parameter \( \delta_{rlx} \) as

\[ |x^{(k)}_{n,l} + \delta x_{n,l} - x^{(k)}_{N-n-1,L-l-1} - \delta x_{N-n-1,L-l-1}| \leq \delta_{rlx} \]  

(45)

which becomes equal to (44) when \( \delta_{rlx} \) is minimized to 0.

If a perfectly linear-phase beamformer is not required, ignoring the constraints in (41) and (42) will result in greater degrees of freedom in the optimization thereby improving the passband and stopband performances further.

In applications where the maximum length of the array should be less than a prescribed length, \( d_{max} \), we can incorporate a convex inequality constraint in the optimization problem in (37) to ensure that the array length of the optimized microphone positions is always below \( d_{max} \). Such a constraint is given by

\[ \sup_i \{|d^{(k)}_i + \delta d_i| - (d^{(k)}_n + \delta d_n) \leq d_{max} \} \forall n \in [0, N-1] \]  

(46)

3.3. Practical Considerations

To significantly reduce the computational complexity in the optimization, the 2-D nonuniform variable sampling technique in [3] is used. The weights \( W \) for the slack parameter, \( \delta_{rlx} \), in (37) should not be too small as this can make the optimization algorithm unstable and prevent it from converging; at the same time, it should also not be too large as this can slow down the convergence process. Typical values of \( W \) that have been found to work well range between 500 to 5000.

To ensure that the optimization is not prematurely terminated, the termination condition is decided by monitoring the values of the objective function typically for the last 5 iterations as was done in [3].

4. Numerical Results

In this section, we compare the performance of beamformers with optimized microphone positions proposed in this paper with those that use the microphone positions derived by two existing methods. The experiments are divided into two subsections. In the first subsection, the beamformer is symmetric about \( \theta = \pi/2 \) while in the second subsection the beamformer is nonsymmetric.

To compare our proposed method, we consider the methods in [9],[11] and [5]-[8]. In [9] and [11] the microphone positions are derived for symmetric and nonsymmetric beampatterns, respectively, by approximating a continuously distributed sensor. In [5]-[8] the microphone positions are computed by using the harmonic nesting approach.

Performance Comparison Procedure

In each subsection, we consider design examples of beamformers with perfect linear phase and no linear phase requirements. As described in Section 3.2, the perfect linear phase designs are obtained by incorporating the constraints in (43) and (45) in the optimization problem. Consequently, depending upon the specifications, we have the following design choices for the proposed variants:

Design P: The initializing microphone array is non-symmetric and is obtained by using the method in [11]. The beamformer is obtained by solving the optimization problem in (37).
Design P(LP): The beamformer has perfect linear phase, which implies that conditions (41) and (42) are satisfied. The initializing microphone array is symmetric to satisfy condition (41) and is computed using the harmonic nested array method in [5]-[8] or the method in [9]2. The beamformer is obtained by solving the optimization problem in (37); to satisfy conditions (41) and (42), the linear-phase constraints in (43) and (45) are incorporated in the optimization.

For a fair comparison, the competing beamformers are designed using an algorithm that is equivalent to the proposed optimization method but where the microphone positions are fixed and not optimized; such an optimization problem is given by (59) in the Appendix. As a consequence, we have the following competing methods for comparison:

Design C: The microphone array is non-symmetric and the microphone positions are computed using the method in [11]. The beamformer is obtained by solving the optimization problem in (59) where the microphone positions are fixed and not optimized.

Design C(LP): The beamformer has perfectly linear phase. The microphone array is symmetric in order to satisfy condition (41) and the microphone positions are computed using the harmonic nested array method in [5]-[8]. The beamformer is obtained by solving the optimization problem in (59) where the microphone positions are fixed and not optimized. To satisfy condition (42) for linear phase, constraint (45) is incorporated in the optimization.

For the symmetric beampattern case, the desired steering angle $\theta_d$, which is used in (8), is set to $\pi/2$ and for the nonsymmetric case to $2\pi/3$. In all designs the WNG is constrained to be above 0 dB, and therefore $\Gamma_{wng} = 1$.

The initializing beamformer for the optimization problem in (37) is designed using the method described in Section 3.1 by setting the desired beamformer response in the passband to be

$$B_d(\omega, \theta) = e^{-j\omega \tau_d}$$

(47)

where $\tau_d = (L - 1)f_s^{-1}/2$.

For the iterative optimization problem in (37), $W$ is set to 1000, $\gamma_{small}$ to 0.001, and $\Gamma_\delta(k)$ is defined as

$$\Gamma_\delta(k) = \begin{cases} \gamma_k & k < 20 \\ 0.001 & k \geq 20 \end{cases}$$

(48)

where

$$\gamma_k = \frac{(\gamma_1 - \gamma_{19})(k - 1)}{20 - 1}$$

(49)

$\gamma_1 = 0.5$ and $\gamma_{19} = 0.001$. The speed of sound, $c$, is assumed to be 340 m/s while the sampling frequency, $f_s$, is assumed to be 8 kHz. The frequency and angle dependent parameters are evaluated using the 2-D nonuniform variable sampling technique as described in [3] where the number of virtual points along the angular and frequency dimensions are 500 and 200, respectively. For each passband, stopband or transition-band, we set one actual sampling point to correspond to approximately 9 virtual sampling points along each of the angular and frequency dimensions; however, near the band edges, we set one actual sampling point to correspond to one virtual sampling point, for the last three actual sampling points from an edge, as illustrated in Fig. 2. In our experiments, we have always included the optional constraints in (37) and (59) to ensure that the transition-band gain is always below the maximum passband gain.

Performance Measures

The performance of the beamformer is evaluated using the following parameters:

**Maximum passband ripple**: The parameter is defined as

$$A_p = 20 \log \frac{M_{\max}^{(p)}}{M_{\min}^{(p)}}$$

(50)

where

$$M_{\max}^{(p)} = \max_{\omega \in \Omega, \theta \in \Theta_{pb}} B(\omega, \theta)$$

(51)

2When the aperture size, $Q$, in the method in [9] is set to 2, the resulting array is identical to the harmonic nested array.
Figure 2: Diagram to illustrate nonuniform variable sampling across the angular and frequency dimensions of a desired region where each point corresponds to a virtual sampling point. From each rectangular block, a virtual point with the minimum error is selected as the actual sampling point for that block, as described in [3]. Note that close to the edges the number of virtual points per actual sampling point is reduced in order to minimize undesirable error peaks at the edges.

\[
M_{\min}^{(p)} = \min_{\omega \in \Omega, \theta \in \Theta_p} B(\omega, \theta) \tag{52}
\]

**Minimum stopband attenuation:** The minimum stopband attenuation is defined as the negative of the maximum stopband gain, given by

\[
A_s = -20 \log M_{\max}^{(a)} \tag{53}
\]

where

\[
M_{\max}^{(a)} = \max_{\omega \in \Omega, \theta \in \Theta_a} B(\omega, \theta) \tag{54}
\]

**Passband average group delay:** The average group delay is evaluated by taking the average of the maximum and minimum group delay in the passband, given by

\[
\tau_{\text{avg}} = \frac{\tau_{\min} + \tau_{\max}}{2} \tag{55}
\]

where

\[
\tau_{\min} = \min_{\omega \in \Omega, \theta \in \Theta_p} \tau(\omega, \theta) \tag{56}
\]

\[
\tau_{\max} = \max_{\omega \in \Omega, \theta \in \Theta_p} \tau(\omega, \theta) \tag{57}
\]

**Passband group-delay deviation:** The passband group delay deviation is given by

\[
\sigma_{\tau} = \tau_{\max} - \tau_{\min} \tag{58}
\]

4.1. Examples 1 and 2: Symmetric Beampatterns

Here we consider the design of beamformers that are symmetric about \( \theta = \pi/2 \). The design specifications for both the examples are given in Table 1. The first example requires no phase linearity across the frequency band while the second example requires perfect linear phase. Consequently, for the first example we compare designs P and C, while for the second example we compare designs P(LP) and C(LP).

The comparison results for examples 1 and 2 are summarized in Tables 2 and 3 and the beamformer response, white noise gain, and sensor positions for the two examples are plotted in Figs. 3 & 4 and Figs. 5 & 6, respectively. As
Table 1: Design specifications for beamformers symmetric about $\theta = \pi/2$ for Examples 1 and 2

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of elements of beamformer, $N$</td>
<td>7</td>
</tr>
<tr>
<td>Sampling frequency, $f_s$, (Hz)</td>
<td>8000</td>
</tr>
<tr>
<td>FIR filter length</td>
<td>20</td>
</tr>
<tr>
<td>Passband region, $\Theta_{pb}$, (deg)</td>
<td>[80$^\circ$ - 100$^\circ$]</td>
</tr>
<tr>
<td>Stopband region, $\Theta_{sb}$, (deg)</td>
<td>[0$^\circ$ - 60$^\circ$] \cup [120$^\circ$ - 180$^\circ$]</td>
</tr>
<tr>
<td>Frequency band, $[f_l - f_h]$, (Hz)</td>
<td>[400 - 3500] (example 1)</td>
</tr>
<tr>
<td>[600 - 3500] (example 2)</td>
<td></td>
</tr>
<tr>
<td>Perfect Linear Phase</td>
<td>No (example 1)</td>
</tr>
<tr>
<td>Minimum stopband attenuation (dB)</td>
<td>6.5</td>
</tr>
<tr>
<td>Minimum WNG (dB)</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 2: Design results for example 1 of beamformers with symmetric beampatterns and no linear-phase requirement

<table>
<thead>
<tr>
<th>Parameters</th>
<th>P</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max PB ripple $A_p$, dB</td>
<td>0.095</td>
<td>0.696</td>
</tr>
<tr>
<td>Min SB atten. $A_a$, dB</td>
<td>6.99</td>
<td>6.97</td>
</tr>
<tr>
<td>$\sigma_{\tau_{exp}}$, samples</td>
<td>9.14</td>
<td>9.47</td>
</tr>
<tr>
<td>$\sigma_{\tau_{exp}}$, samples</td>
<td>4.32</td>
<td>1.96</td>
</tr>
</tbody>
</table>

PB: passband; SB: stopband; BP: beampattern

Figure 3: Beampattern plots for designs P and C for example 1. The plots are obtained by plotting the responses across 20 uniformly sampled frequency-points in the frequency band.

Table 3: Design results for example 2 of beamformers with symmetric beampatterns and perfect linear phase

<table>
<thead>
<tr>
<th>Parameters</th>
<th>P(LP)</th>
<th>C(LP)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max PB ripple $A_p$, dB</td>
<td>0.72</td>
<td>2.02</td>
</tr>
<tr>
<td>Min SB atten. $A_a$, dB</td>
<td>6.99</td>
<td>6.87</td>
</tr>
<tr>
<td>$\sigma_{\tau_{exp}}$, samples</td>
<td>9.5</td>
<td>9.5</td>
</tr>
<tr>
<td>$\sigma_{\tau_{exp}}$, samples</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

PB: passband; SB: stopband; BP: beampattern
Figure 4: Plots of the white noise gain and sensor positions for designs P and C for example 1.

Figure 5: Beampattern plots for the design P(LP) and C(LP) for example 2. The plots are obtained by plotting the responses across 20 uniformly sampled frequency-points in the frequency band.
can be seen in Tables 2 and 3 and in the beampattern plots in Figs. 3 and 5, the proposed designs in both the examples have the smallest passband ripple for nearly the same stopband attenuation values. From Figs. 4(a) and 6(a), we observe that the proposed designs have greater minimum-WNG in both the examples. In addition, the sensor-position plots in Figs. 4(b) and 6(b) reveal that the microphone positions of the proposed designs have expanded outward, resulting in a slight increase in their array lengths.

Comparing design P in example 1 with design P(LP) in example 2, we observe that design P has a much smaller passband ripple despite having a wider bandwidth due to the lower cutoff frequency $f_l$. Therefore, this implies that the perfect linear-phase constraint severely restricts the degree of freedom and is attained at the cost of a larger passband ripple.

4.2. Examples 3 and 4: Nonsymmetric Beampatterns

In examples 3 and 4, we consider the design of beamformers with nonsymmetric beampatterns. The design specifications for the two examples are given in Table 4. Example 3 requires no phase linearity across the frequency

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of elements of beamformer, N</td>
<td>7</td>
</tr>
<tr>
<td>Sampling frequency, $f_s$, (Hz)</td>
<td>8000</td>
</tr>
<tr>
<td>FIR filter length</td>
<td>20</td>
</tr>
<tr>
<td>Passband region, $\Theta_{pb}$, (deg)</td>
<td>$[80^\circ – 100^\circ]$</td>
</tr>
<tr>
<td>Stopband region, $\Theta_{sb}$, (deg)</td>
<td>$[0^\circ – 60^\circ] \cup [120^\circ – 180^\circ]$</td>
</tr>
<tr>
<td>Frequency band, $[f_l – f_h]$, (Hz)</td>
<td>$[400 – 3500]$ (example 3)</td>
</tr>
<tr>
<td>Frequency band, $[f_l – f_h]$, (Hz)</td>
<td>$[600 – 3500]$ (example 4)</td>
</tr>
<tr>
<td>Perfect Linear Phase</td>
<td>No (example 3)</td>
</tr>
<tr>
<td>Minimum stopband attenuation (dB)</td>
<td>Yes (example 4)</td>
</tr>
<tr>
<td>Minimum WNG (dB)</td>
<td>5.5</td>
</tr>
</tbody>
</table>

![Figure 6: Plots of the white noise gain and sensor positions for design P(LP) and C(LP) for example 2.](image)
Table 5: Design results for example 3 of beamformers with nonsymmetric beampatterns and no linear-phase requirement

<table>
<thead>
<tr>
<th>Parameters</th>
<th>P</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max PB ripple $A_p$, dB</td>
<td>0.88</td>
<td>1.04</td>
</tr>
<tr>
<td>Min SB atten. $A_a$, dB</td>
<td>6.97</td>
<td>6.9</td>
</tr>
<tr>
<td>$\tau_{avg}$, samples</td>
<td>6.92</td>
<td>8.07</td>
</tr>
<tr>
<td>$\sigma_e$, samples</td>
<td>10.49</td>
<td>8.71</td>
</tr>
</tbody>
</table>

PB: passband; SB: stopband; BP: beampattern

Figure 7: Beampattern plots for designs P and C for example 3. The plots are obtained by plotting the responses across 20 uniformly sampled frequency-points in the frequency band.

The comparison results for examples 3 and 4 are summarized in Tables 5 and 6 and the beamformer response, white noise gain, and sensor positions for the two examples are plotted in Figs. 7 & 8 and Figs. 9 & 10, respectively. From Tables 5 and 6, it is apparent that the proposed designs in both examples 3 and 4 have smaller passband ripple than the competing designs, for similar stopband attenuation. From Figs. 8(a) and 10(a), we observe that the minimum-WNG of the proposed and competing designs in Examples 3 and 4 are at their prescribed lower limit of 0 dB. It is also interesting to observe that in example 3 the passband ripple improvement over the competing design design is not as high as in example 4. This implies that the microphone positions computed by the competing method in example 3 is close to the optimal solution; this can be confirmed from Fig. 8(b) where we observe that the sensor positions of the proposed and competing designs are almost identical, except for the 6th sensor. For example 4, we observe from

Table 6: Design results for example 4 of beamformers with nonsymmetric beampatterns and perfect linear phase

<table>
<thead>
<tr>
<th>Parameters</th>
<th>P(LP)</th>
<th>C(LP)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max PB ripple $A_p$, dB</td>
<td>0.83</td>
<td>2.6</td>
</tr>
<tr>
<td>Min SB atten. $A_a$, dB</td>
<td>6.98</td>
<td>5.85</td>
</tr>
<tr>
<td>$\tau_{avg}$, samples</td>
<td>9.5</td>
<td>9.5</td>
</tr>
<tr>
<td>$\sigma_e$, samples</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

PB: passband; SB: stopband; BP: beampattern
Figure 8: Plots of the white noise gain and sensor positions for designs P and C for example 3.

Figure 9: Beampattern plots for designs P(LP) and C(LP) for example 4. The plots are obtained by plotting the responses across 20 uniformly sampled frequency-points in the frequency band.
Fig. 10(b) that the sensor positions for the proposed design are more spread out thereby resulting in a slightly longer array length than the competing design.

The above design examples have shown that optimizing the microphone positions always result in beamformers with better performance. Note that in all the design examples in this paper, we have imposed the condition where the gain in the transition band cannot exceed the maximum gain in the passband; if this condition is relaxed, it may be possible to achieve smaller passband ripple in some of the examples. It should also be pointed out that the optimization of the microphone positions, passband-magnitude error, and WNG is a highly nonlinear and nonconvex problem and there is no guarantee that the optimized microphone positions and beamformer solution are globally optimal. In effect, the proposed method gives quality suboptimal designs that may sometime be globally optimal.

Due to the non-convex nature of the optimization problem, a good initialization point is important for fast convergence and for obtaining a good solution. For example, initializing with non-uniform sensor positions derived from the competing methods would, in general, yield better solutions than initializing with uniformly spaced sensors. This is because a good solution usually has sensor positions that bear greater resemblance to a non-uniformly spaced array and often much longer than a uniformly spaced array, where the adjacent sensor distance is constrained to be less than half the minimum wavelength to avoid spatial aliasing. Consequently, when initializing with uniformly spaced arrays, the optimization algorithm will take more iterations to converge to a good solution; furthermore, due to the highly non-linear and non-convex nature of the problem, there is also a much higher possibility that the algorithm will converge to a poorer suboptimal solution.

The optimization problems in the examples were solved on a computer running an Intel Core i7-640LM processor using the SeDuMi optimization toolbox for MATLAB [28]. There were no significant differences in the running time between the optimization algorithms with optimized and fixed sensor positions in (37) and (59), respectively. In both algorithms, the running time for each iteration takes less than a minute to compute and the optimization usually converges to a good solution in less than 25 minutes.

5. Conclusions

A new method for the design of minimax robust far-field broadband beamformers with optimized microphone positions has been described. The method is formulated as an iterative optimization problem where the maximum
passband magnitude error is minimized and the microphone positions are optimized while ensuring that the minimum stopband attenuation is above a prescribed level. To maintain robustness, we constrain a sensitivity parameter, namely, the white noise gain, to be above prescribed levels across the frequency band. An additional feature of the method, which is very useful in certain applications, is the inherent capability of constraining the gain in transition bands to be below the maximum gain in the passband. This facilitates the elimination of transition-band anomalies which sometimes occur in beamformers designed by optimization. Numerical results have shown that beamformers designed by optimizing the microphone positions have much lower maximum passband ripple for the same stopband attenuation when compared with those where the microphone positions are fixed.

6. Appendix

6.1. Simplified optimization problem when the microphones positions are fixed

When the positions of the microphones are not required to be optimized we simply constrain the updates of the microphone positions to zero in (37). Additionally, the stopband and transition-band constraints also become convex and can be replaced by the convex formulations in (23) and (29). Consequently, the simplified optimization problem becomes

\[
\begin{align*}
\text{minimize} & \quad ||C_k \delta + d_k||_\infty + W \delta_{rlx} \\
\text{subject to:} & \quad Q_k \delta + g_k \geq 0 - \delta_{rlx} \\
& \quad ||U_{ab}(x_k + \delta_x)||_\infty \leq \Gamma_{ab} + \delta_{rlx} \\
& \quad ||U_{tb}(x_k + \delta_x)||_\infty \leq \Gamma_{pb}(k) + \delta_{rlx} \quad \text{(optional)} \\
& \quad \delta_{d_n} = 0 \quad \forall \ n \in [0, N - 1] \\
& \quad \delta_{rlx} \geq 0
\end{align*}
\]

where \( \delta_x \in \mathbb{R}^{L \times N} \) corresponds to the update for \( x \) during the \( k \)th iteration and is part of variable \( \delta \) such that

\[
\delta^T = [\delta_x^T \delta_{d_n} \cdots \delta_{d_{N-1}}]
\]
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