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Abstract

This thesis presents the steady-state and dynamic analysis of the series-parallel resonant converter (SPRC), which is a popular configuration of the resonant power converters. The dynamic analysis includes both large and small-signal analysis. This converter is operated in variable frequency as well as fixed frequency control modes.

For the variable frequency operation, various operating modes, including the multiple conduction modes, of the converter have been identified. A generalized steady-state solution for these modes is obtained using the state-space approach. Design curves for converter gain and peak component stresses, versus the normalized load current, have been obtained. The boundaries between the various modes of operations (continuous capacitor voltage mode and discontinuous capacitor voltage mode as well as leading and lagging power factor modes) have been obtained. Experimental results obtained from a 100 W converter are presented to verify the theory.

Discrete time domain large-signal models have been derived for the converter operating in variable frequency mode for continuous and discontinuous current modes. These models have been used to study the large-signal behavior of the converter for step change in input supply voltage, step change in load, etc. The models are also used to determine the peak component stresses and discrete state response of the converter for large-signal transients. Theoretical results have been verified using SPICE simulation and experiments. It is shown by an experimental converter that most of the drawbacks of the open loop system can be overcome by operating the converter with a closed loop.

The large-signal equations for the converter operating in variable frequency and continuous current mode have been linearized about the steady-state operating point.
to obtain a linearized small-signal state-space model in discrete time domain. Multiple loops have been used to control the dynamics of the converter. An outer voltage feedback loop takes care of the output voltage regulation. An inner state variable feedback loop is also incorporated to improve the dynamics of the converter. The small-signal models obtained are used to study the small-signal behavior of the converter for parameters like control to output transfer function and audio-susceptibility. Experimental results are presented to verify the key theoretical results.

A small-signal equivalent circuit model has also been obtained to study the small-signal behavior of the converter. This model represents the converter dynamics in a more accessible and flexible format. It gives more physical insight into the converter dynamics and can be solved for the various transfer functions conveniently. Both exact (discrete time domain) and approximate (continuous time domain) models are obtained. When the exact model is used, the results are found to be accurate up to the switching frequency. Analytical results are verified using an experimental converter.

The different operating modes of the fixed frequency pulse-width modulated SPRC have been identified. The steady-state analysis and a discrete time domain model for the large-signal analysis are presented for the predominant mode for a capacitor ratio of 1. The large-signal model has been linearized to perform the small-signal analysis much on the same lines as for the variable frequency operation. These models have been used to study the large and small-signal dynamics of the SPRC.
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Chapter 1

Introduction

The recent advancement in microelectronics, very large scale integration (VLSI) and fast switching power semiconductor devices have made possible compact, light weight and efficient power electronic systems. The frequency at which the power semiconductor devices can operate affects the size and weight of the converters. The advancement in power semiconductors and control circuits has given rise to high frequency power converters with more reliability. A major research area in power electronics tries to find ways of designing, analyzing and controlling these converters. This thesis is concerned with the steady-state and dynamic analysis of the series-parallel resonant converter (SPRC) operating in both variable and fixed frequency modes.

This chapter begins with a brief introduction to the topics of DC to DC converters and resonant converters, discussed in sections 1.1 and 1.2, respectively. The series-parallel resonant converter (SPRC) is the most popular configuration of the resonant converters. Its operation is described in section 1.3. A literature survey on the topics related to SPRC and resonant converters in general is given in section 1.4. And finally, section 1.5 gives an outline of this thesis.
1.1 DC to DC Converters

DC to DC converters are used to convert one level of DC voltage to another. Various configurations of these converters have been proposed so far based on the way the devices are switched and the way they are connected in the circuit. All these converters can be classified into two major categories.

(1) The pulse-width modulated (PWM) converters.
(2) The resonant converters.

The PWM converters suffer from the following drawbacks:
(a) High switching stresses on the switches,
(b) high power losses during the switching, and
(c) electromagnetic interference (EMI) produced due to large $di/dt$ and $dv/dt$.

The disadvantages of PWM converters become more pronounced as the switching frequency is increased. However, an increase in the switching frequency facilitates the use of smaller magnetic components like the transformer and the filters. This is desirable because the converter size and weight goes down (and power density goes up).

1.2 Resonant Converters

Resonant converters [1-87] offer a novel solution to this problem. In resonant converters, it is possible to have switching at either zero current or zero voltage. This overcomes some of the drawbacks mentioned above. The switching frequency can be high resulting in light, efficient and less costly converters. As mentioned earlier, the development of fast switching devices has spurred interest in the concept of resonant power conversion.
In the past, three main resonant converter configurations have been discussed [1-87]. They are the series resonant converter (SRC) [1, 2, 24, 25, 41, 42, 48], parallel resonant converter (PRC) [3, 29, 32], and the series-parallel resonant converter (SPRC) [5-23]. The SRC has a simple circuit configuration and a good power conversion efficiency. But since the link appears to the load as a high frequency current source, the SRC is more suitable for loads with small and slow impedance variations [8]. The SRC has the following main disadvantages:

(1) The voltage regulation is difficult when the range of load resistance is too wide or when it changes too rapidly.

(2) For a small output voltage and a large output current, the output filter capacitor is quite bulky because it has to handle large ripple current.

The PRC overcomes some of these drawbacks, but introduces some of its own. For example, the fast changing loads are more compatible with the load connected across the resonating capacitor, as is indeed the case with PRC which appears as voltage source. The PRC is self protected under load short circuit conditions because the resonating inductor offers considerable impedance at the high switching frequency, thereby limiting the resonating current to a safe value. On the other hand, a PRC needs protection against open load conditions. Another problem with the PRC is that the peak resonating current carried by the switches and resonating elements does not decrease with a reduction in load current. Therefore the efficiency of a PRC falls down under low load conditions. The SPRC configuration was proposed to combine the desirable features of SRC and PRC. Using a proper design, the SPRC has the following main advantages over the first two [7, 8]. They are:

(1) Full power control range with a small variation in frequency.

(2) High efficiency from full load to part load.
1.3 Operation of the SPRC

Fig. 1.1 shows the basic circuit diagram of SPRC. The SPRC has an extra capacitor in series with the resonating inductor, as compared to the PRC. Hence the SPRC is also called as LCC-type parallel resonant converter [7]. The diagram shows a half bridge configuration, which is sufficient for explaining the concept and can easily be extended to a full bridge configuration. The parallel resonating capacitor can be placed either on the primary side or on the secondary side of the high frequency transformer. In Fig. 1.1, the parallel capacitor has been placed on the secondary side. With this modification, it is possible to use the leakage inductances of the transformer as part of the resonating inductance, thereby taking into account the effect of high frequency transformer [14, 30]. The high frequency inverter stage of Fig. 1.1 consists of a resonant circuit switched by means of power semiconductor switches. This hf inverter in the resonant converter of Fig. 1.1, can be operated at a frequency which is either below or above the resonant frequency of the resonating elements mentioned above. Depending upon value of \( f_n \), the ratio of switching frequency to the resonant frequency, various modes of operation are possible. These modes can be identified on the basis of the parallel capacitor voltage wave shape and the phase relation of resonant current with respect to the square voltage \( v_{ab} \). When the current leads \( v_{ab} \), it is called leading power factor (below resonance) mode operation. When the current lags \( v_{ab} \), it is called lagging power factor (above resonance) mode operation. Depending on the value of load current, the converter may also enter the discontinuous capacitor voltage mode (DCVM) in which the parallel capacitor is shorted for certain intervals of operation. The following section describes the operating modes of the SPRC reported in the literature [7, 8, 12].
Figure 1.1: Complete circuit diagram of the LCC-type parallel resonant converter. Details of the snubbers are not shown in the diagram.
1.3.1 Operation in Leading p.f. (Below Resonance) Mode

Depending on the switching frequency, the operation of the converter in leading p.f. (below resonance) mode can either be continuous current mode (CCM) or the discontinuous current mode (DCM). Operation of the resonant converter operating in leading p.f. mode in the CCM is briefly explained below.

Fig. 1.2(a) shows typical waveforms for the converter operating in leading p.f. mode in the CCM. The resonating current leads the square-wave voltage $v_{ab}$. During the positive half cycle, when switch $S_1$ is switched ON, the current is transferred from $D_2$ to $S_1$. This current through $S_1$ goes to zero sinusoidally and as it tries to reverse itself, diode $D_1$ takes over conduction. The same sequence is repeated in the other half cycle with $S_2$, $D_2$ pair. The switching losses in the inverter devices and rectifiers are low in the circuits of the type explained above due to the sine waves that occur from the use of resonant circuits as opposed to square wave in the conventional converter. This results in easier EMI filtering. These converter circuits offer improvements over PWM converters due to higher efficiency, higher switching frequency, smaller high-frequency (HF) transformer and lower switching stresses.

The leading p.f. mode operation results in natural commutation of switches, allowing the use of fast thyristors including Asymmetric SCR’s. The main problems associated with the operation in leading p.f. mode are the need for lossy RC snubbers, fast recovery feedback diodes and $di/dt$ limiting inductors [11]. Power control is obtained by varying the frequency of operation below the frequency corresponding to full load, demanding the design of reactive elements and associated output filters for the lowest frequency of operation.

When SCR’s (or transistors with proper gating signals) are used as switches and the switching frequency is decreased to control the output power, the inverter output
current can become discontinuous [11, 13]. Typical waveforms are shown in Fig. 1.3 for resonant inductor current (i), the parallel capacitor voltage ($v_{ct}$) and the rectifier input current. Same problems as discussed above for the leading p.f. mode operation, namely the need for lossy RC snubbers and fast recovery diodes, etc. occur in this case also. As the switching frequency is decreased the ripple level goes up. In order to meet the low ripple requirements, larger output filters are required for such operating conditions. The main advantage of operating the converter in this mode is that the switch current is zero both at the time of turn-on and turn-off, resulting in negligible switching losses. Also the ratings of lossy RC snubbers are much less in this case. Thus, the converter may be operated at higher frequencies. But the switch peak currents are higher for the same output power compared to the CCM.

The aforementioned disadvantages can be overcome by operating the converter in above resonance mode when gate or base turn off switches are used. In this case, the switches are forced to turn off before the current in the resonating components reverses. The operation of resonant inverters in lagging p.f. (above resonance) mode is described in section 1.3.2.

1.3.2 Operation in Lagging p.f. (Above Resonance) Mode

Fig. 1.4 shows waveforms for lagging p.f. (above resonance) mode of operation. The resonating current is lagging the square-wave voltage $v_{ab}$. Assume that D1 is conducting initially. When the current goes to zero sinusoidally and as it tries to reverse its direction, switch S1 takes over since the gating signal for S1 is already present. S1 is turned-off at the end of half-period ($T_s$). This causes D2 to turn-on. When the current through D2 goes to zero, S2 is turned-on. S2 is turned-off at $2T_s$, completing the cycle. It is clear from the operation that the commutating
Figure 1.2: Typical waveforms of the SPRC operating in leading p.f. (below resonance) and continuous current mode.

Figure 1.3: Typical waveforms of the SPRC operating in discontinuous current mode.
Figure 1.4: Typical waveforms of the SPRC operating in lagging p.f. (above resonance) mode.
components here have the function of merely wave-shaping the voltage and current in the converter circuit. Further, the switches turn on with zero voltage when the adjacent diodes are conducting. Hence, there are no turn-on losses associated with such operation. The input dc supply is not subjected to short circuits during current commutation from one pair of switches to the other pair. Hence, there is no need of current limiting inductances. Since the switches in this type of operation take over conduction from their anti-parallel diodes, there is no snubber discharge into the switch. This results in lossless snubber operation as the snubbers need not have current limiting resistances. Further, the voltage across the diodes remain negative for the duration of the conduction of the switches. Hence the diodes have considerable time to turn-off. However, the diodes should turn off before the next cycle starts. Thus the diodes need not be of fast recovery type. Nevertheless, in order to increase the frequency of operation, medium speed diodes are still required. Generally, the internal parasitic diode of power semiconductor switches (eg: MOSFETs) can be used for this purpose. It must be noted that the converter operates only in the CCM for lagging p.f. mode of operation. Power control for load (or line) variations in this case is achieved by increasing the switching frequency above the value corresponding to the full load case.

The operation of the resonant converter in lagging p.f. mode of operation reduces many disadvantages of leading p.f. mode of operation. But it also has some drawbacks. It should be noted that very high frequency switching has limitations from the converter operation point of view. At high switching frequencies, the effect of stray wiring inductance becomes significant. The turn-off and the transformer core losses go up. Design of control circuit becomes more difficult.

Whether the converter operates in leading or lagging p.f. mode, the parallel capacitor voltage can be continuous or discontinuous. Based on this, the operation
of converter can also be classified as continuous capacitor voltage mode (CCVM) or discontinuous capacitor voltage mode (DCVM) [12]. Although CCVM is the predominant mode, DCVM occurs when the load current goes above a critical value [12, 33]. Fig. 1.5 shows the DCV, lagging p.f. mode case. In this mode the parallel capacitor voltage becomes zero for certain intervals of operation.

1.4 Literature Survey

Resonant converters were known as early as 1960's [1-3]. N. Mapham [3] was the first one to report the use of parallel resonant converters. The basic circuit configuration and the operation of the circuit was well documented in this paper. But due to the non availability of fast switches at that time, the frequency of operation was quite low. Also, an extensive analysis was not possible due to lack of computing facilities required to solve the complex mathematical equations.


References [67] and [5] are the first ones to report the use of the SPRC configuration. Later, Steigerwald compared the relative merits and demerits of the three different resonant converter topologies in [8]. He clearly showed the advantages of SPRC over the other two configurations. An analysis using state-space approach and design of SPRC was reported in [7, 12] for operation in the leading power factor mode. This converter has been analyzed for operation in the lagging power factor
Figure 1.5: Typical Waveforms of the SPRC operating in above resonance, discontinuous capacitor voltage mode.
mode in [12], including the discontinuous capacitor voltage mode. In both the cases, constant current model was used. An approximate analysis and design using complex AC circuit analysis approach using fundamental components of the waveforms has been reported in [8]. Recently, a lot of work has been reported on the analysis and design aspects of SPRC [10-23].

The DC analysis (or the steady-state analysis) is very important to get a complete understanding of the steady-state working of a resonant converter. A complete DC analysis for the SRC and the PRC are available in the literature [24, 51]. However a complete DC analysis for the SPRC is not available in the literature. The different modes of operation of the SPRC, including the multiple conduction modes, are not known.

The specifications of any converter includes the criteria for load regulation, fluctuations in supply voltage, stability, response time, variations in frequency and duty ratio and input harmonic generation, etc. How the converter will respond to a perturbation in any (or all) of these quantities, is very crucial for performance evaluation and design considerations. Also important is the transient response of the system. Thus there was a need for developing large-signal and small-signal models for the different resonant converter configurations, which could be used for studying the effects of transients and perturbations. Over the years many authors have reported many such models [41-57], each different from each other in one or the other aspect and each having its own drawbacks and advantages as compared to the others. These are discussed next.

A large-signal model, such as the one reported in [48] is useful for determining the dynamic and transient response of the converters. This model stresses more on transient conditions as against the steady-state conditions. This model is simple and useful for determining component ratings, which are mostly determined by the
transient conditions, for example, a sudden short circuit. The small-signal analysis on the other hand is concerned with the effect of small perturbations (and hence the name "small-signal") on the steady-state operating conditions.

Reference [51] has described a sample-data modeling approach leading to a discrete time model for small-signal analysis. But it is not easy to use this model for compensator design. The model described in [56] has limited accuracy and hence its use is limited. A small-signal continuous time model for SPRC, with diode conduction angle control, derived from the large-signal model of [48] is given in [42]. This model was actually obtained by linearizing the non-linear discrete time equations about the steady-state values. The non-linear equations prevent the derivation of a general input-output transfer function. This small-signal model is based on low ripple approximations of the supply and the output voltages which actually amounts to a low frequency approximation. Thus the model of [42] is valid only for frequencies lower than the sampling frequency, which is usually the case. Another model was proposed in [49]. In this model, which is discrete in nature, the converter is modeled by a lumped parameter equivalent circuit. Just like the model of [42] this model also assumes low frequency approximations. Reference [43] describes yet another model based on the extended describing function concept. In the small-signal modeling of converters presented in [50], the inherently non-linear blocks of the control system, namely the control block and the rectifier are modeled as delay elements. This model is easy to use for compensator design.

All the models described above are for SRC or PRC. Thus there is a need to formulate such models for the SPRC. During the course of this work, an approximate small-signal analysis for the SPRC was performed in [73], where in all the resonant tank waveforms were approximated by their fundamental components.

Most of the dc power conditioning applications involve a regulated voltage output.
For this purpose, a feedback loop is included as part of the control strategy, to regulate the voltage [42]. In some other suggested control strategies, some more feedback loops (called inner feedback loops [54]) are also incorporated to limit the output current or the resonant tank current or voltage. In one feedback loop system, the output voltage is regulated by comparing it with a reference voltage and using the error signal as a control signal. This error signal is used for modulating the conduction angle of the transistor [42]. In the multi feedback loop systems the inner feedback loops provide a pulse by pulse control of the inductor current or capacitor voltage while the outer loop as usual takes care of the output voltage regulation [54]. Such multi-loop systems have been found to show excellent stability and dynamic performances. Reference [54] describes a discrete time model involving an inner feedback loop. This model is simple and is based on more commonly used frequency control (or \(\gamma\) control). In fact this model follows the same approach as in [42].

The output power of a resonant converter can be controlled by varying the switching frequency. However, controlling the output power by varying the frequency either in lagging p.f. mode or leading p.f. mode, has some disadvantages. Some of these drawbacks have already been described in section 1.3. In addition to these, the design of filter components is more difficult for operation in variable frequency mode.

This was the motivation to look for an alternate power control strategy. This gave rise to "fixed frequency control" of resonant converters. Reference [15] summarizes the various methods of fixed frequency control. All these methods offer some or the other advantage. But at the same time they all suffer from one or the other drawback.

Some authors [15, 16, 18] have reported the fixed frequency operation and its analysis for the SPRC. Reference [15] has described the method based on fixed-frequency PWM control (using the phase-shifting technique) of the SPRC. This scheme offers advantages such as high efficiency for large load variations with a narrow range of
duty-cycle ratio control and protection against load short circuit conditions. An analysis and design procedure based on complex ac circuit theory has been presented with an approximate model. This approach uses only the fundamental components of the waveforms.

Reference [18] on the other hand gives the steady-state analysis of one of the modes (leading p.f. continuous current mode) based on the state-plane technique. However the different operating modes for the fixed frequency operation are not known. Apart from that, there is a limited treatment of the dynamic analysis of the SPRC for the fixed frequency operation. An approximate small-signal analysis was presented in [73], using the extended describing function method. Small-signal analysis was also reported in [84] using a combination of extended describing function method and the state-space approach. These two papers appeared during the course of this thesis work. In this thesis, however, the small-signal analysis has been performed independently using only the state-space technique.

1.5 Thesis Outline

All that explained in the last few paragraphs was the motivation for the work included in this thesis. The various objectives set forth, based on the literature survey presented in section 1.4, were realized and included here in the various chapters of this thesis, whose outline is given next.

A complete DC analysis of the series-parallel resonant converter is presented in chapter 2. Chapter 3 is devoted to the large-signal analysis using a discrete time domain model. This model is very convenient to predict the large-signal behavior of the converter because of the simplification it offers in the calculations. Chapter 4 is based on the small-signal modeling of the converter for variable frequency op-
eration. For this purpose the large-signal state equations derived in chapter 3, to perform the large-signal analysis, have been linearized about a steady-state operating point to obtain a linearized small-signal model. This model has been used to study the small-signal behavior of the converter. A more convenient way of predicting the small-signal behavior of the converter is to use a small-signal equivalent circuit model. Such a model is more practical to handle because the various transfer functions can be obtained using the laws of linear circuit theory. Details of the small-signal equivalent circuit modeling of the SPRC are presented in chapter 5. As explained earlier, the variable frequency operation has some disadvantages, which can be overcome by operating the converter in fixed frequency mode. The steady-state analysis of the converter operating in fixed frequency mode is presented in chapter 6. The predominant modes are identified and their dynamic (both large and small signal) analysis is also presented in the same chapter. Finally, chapter 7 summarizes the important contributions of this thesis work and ends with suggestions for future work on this topic. The following sections briefly describe the contents of the various chapters.

1.5.1 The DC Analysis of the Series-Parallel Resonant Converter (Chapter 2)

The SPRC can operate in various modes over a wide switching frequency range. Although the DC analysis and the different operating modes of the SRC and PRC are available in [24, 51], such an analysis and the operating modes for the SPRC, including the multiple conduction modes, were not available in the literature. Therefore this part of the thesis work was devoted to the following:

(1) To identify the different operating modes (including the multiple conduction modes) of the transistorized SPRC over a wide range of switching frequency using SPICE-3 simulation.
(2) To present the DC analysis of transistorized SPRC.

(3) To obtain the various design curves, gain (ratio of the converter output voltage referred to primary side to the input supply voltage) versus normalized load current, and component stresses versus normalized load current.

(4) To analyze the simulation results theoretically, using the state-space approach.

(5) To verify the results experimentally.

1.5.2 Large-Signal Analysis of SPRC using Discrete Time Domain Modeling (Chapter 3)

Large-signal analysis determines the response of a system to large variations in its steady-state operating condition. The dynamic response of the converter during the transients is quite significant because it determines the choice of appropriate component ratings. The operation of the resonant converter being inherently discrete, it is only natural to go for discrete time domain modeling. Such a modeling, as is shown in this chapter, reduces the computer simulation time drastically and the key design parameters like the peak component stresses and the state response can be determined fairly easily. The main objectives of this chapter are:

(1) To develop discrete time domain large-signal models of the SPRC operating in the CCM and DCM.

(2) To obtain the large-signal discrete state-space models from the large-signal equations of (1).

(3) To determine the expressions for the peak component stresses.

(4) To use the developed models to study the different types of transients.

(5) To verify the theoretical results using SPICE and experiments.
1.5.3 Small-Signal Analysis using Discrete Time Domain Modeling (Chapter 4)

Small-signal analysis is concerned with the response of the converter to small perturbations in its steady-state operating conditions. The goals of this chapter are:

1. To linearize the non-linear discrete time domain, large-signal model of chapter 3 about a steady-state operating point to obtain a linearized small-signal model.
2. To use the small-signal model so developed to study the small-signal dynamics of the converter.
3. To realize a multiple feedback loop system [54] to control the SPRC. An outer loop is used to regulate the output voltage. Whereas, an inner loop, based on state variable feedback is also used to improve the dynamics.
4. To obtain experimental verification of the key theoretical results.

1.5.4 Small-Signal Equivalent Circuit Modeling of the SPRC (Chapter 5)

While performing the small-signal analysis of the resonant converters, mainly two approaches have been followed.

1. Obtaining a purely theoretical model, based on the state-space method or the transfer function approach.
2. Obtaining a somewhat more practical equivalent circuit model.

In this context the small-signal equivalent circuit models are more convenient to handle as they can be solved for the various transfer functions fairly easily. Therefore, this chapter is devoted to obtaining a two port hybrid parameter model for studying the small-signal behavior of the SPRC. Again the small-signal modeling is done in discrete time domain. However, an approximate continuous time domain model is
also derived. Experimental verification is presented for the key theoretical results.

1.5.5 Constant Frequency, Pulse-Width Modulated Operation of the SPRC (Chapter 6)

The advantages of a fixed frequency operation over a variable frequency one have been discussed earlier in this chapter. Constant frequency operation of the SPRC using PWM control is presented in this chapter. The objectives of this chapter are:

(1) To identify the different operating modes of the SPRC operating in fixed frequency mode and to present the steady-state analysis.

(2) To present the large-signal analysis.

(3) To present the small-signal analysis by linearizing the large-signal state equations developed for the large-signal analysis.

(4) To verify the theoretical results using SPICE.
Chapter 2

DC Analysis of the LCC-Type Parallel Resonant Converter

In this chapter, the various operating modes of a transistorized series-parallel resonant converter (SPRC), (including multiple conduction modes) are identified. A generalized steady-state solution for these modes is obtained using the state-space approach. As an example two of the predominant modes are treated as particular cases. The equations are numerically solved using the PRO-MATLAB software. Design curves for converter gain versus the normalized load current have been obtained. Peak component stresses have also been plotted against the normalized load current. The boundaries between the various modes of operations (CCVM and DCVM as well as leading and lagging power factor mode) have been obtained. Experimental results are included to verify the theoretical results.
2.1 Introduction

The LCC type parallel resonant converter (also called as series-parallel resonant converter (SPRC)) [7,8,10,12] has become quite popular because of its relative advantages over other configurations, namely, the series resonant converter (SRC) and the parallel resonant converter (PRC) [8]. Some of these advantages are reproduced again:

1. Full power control range with a small variation in frequency.
2. High efficiency from full load to part load.

The various operating modes and the DC analysis are very important to get a complete understanding of the steady-state working of a resonant converter. The complete DC analysis for the SRC and the PRC is available in the literature [24,25,70]. However, a complete DC analysis for the transistorized SPRC is not available in the literature. The transistorized SPRC is capable of operating in various other modes, other than the ones reported in [7,12]. These modes include the "multiple conduction modes" also. In the multiple conduction modes, the voltage and current waveforms repeat themselves a number of times because the resonant frequency is much higher than the switching frequency. This results in a number of submodes which must be analyzed. For classification purposes, it has been found more appropriate to classify on the basis of parallel capacitor voltage waveforms, because it is this waveform which is rectified, filtered and applied across the load. This is in direct contrast to the case of SRC, presented in [24], where the resonating capacitor current is rectified and filtered to get the load voltage.

Multiple conduction modes (MCM) were first reported in [24] (for SRC) and [70] (for PRC). It is shown in this chapter, that the MCM are capable of both the leading and lagging power factor mode of operation, as the normalized switching frequency
is reduced below 0.5.

While the ideal SRC and the PRC are second order systems, the SPRC is a third order system. This makes the DC analysis of SPRC with multiple conduction modes quite complex. Therefore, there is a need to represent the system model compactly. Use of matrix notation greatly simplifies the handling of the equations.

The remaining chapter is divided into the following sections. Section 2.2 deals with the identification of the various modes (including multiple conduction modes) and also explains the operation of the converter. Section 2.3 presents a general method of analysis for any mode of operation. As an example, analysis of two of the modes, with 2 and 4 intervals respectively is presented. The state-space system model equations are represented in matrix notation to simplify the presentation. PRO-MATLAB was used for solving the transcendental equations. In section 2.4, plot of converter gain versus normalized load current has been obtained both analytically and by SPICE simulation. The component stresses are also plotted against normalized load current. The plot of gain versus \( f_n \) (normalized switching frequency) has been obtained for different values of \( Q \). Section 2.5 is devoted to determination of the boundaries between the different modes of operation. Section 2.6 gives the complete design of the converter for steady-state operation. All the results have been verified experimentally in section 2.7. All the experimental plots are presented along with the other plots for the sake of comparison. Finally section 2.8 states the conclusions.

2.2 SPICE Simulation and the Operating Modes

In this section, the different operating modes (including the multiple conduction modes) are identified using SPICE-3 simulation program. In the simulation it is assumed that bipolar transistors or MOSFET’s are used as the switches. Therefore,
the resonating current does not become discontinuous at any time [11]. The operating modes and the analysis presented in the earlier papers[7,12] were mainly concentrated for values of $f_n > 0.5$, where,

$$f_n = \omega_t/\omega_0;$$

$\omega_t = \text{angular switching frequency}$ and $\omega_0 = 1/(LC_e)^{1/2}$ is the angular resonance frequency and $C_e = C_sC_t/(C_s + C_t)$.

Multiple conduction modes, however, occur in the range $f_n < 0.5$. The present chapter is concerned with a complete range of $f_n$ and accordingly different operating modes will be presented in this section. The switch and diode capacitances were included in the SPICE model to make it as close to the practical converter as possible.

As the parallel capacitor voltage $v_{ct}$ switches polarity, the rectifier input current does it too. Based on this there are two major intervals of operation, A and B, [Fig. 2.1(a), 2.1(b)] respectively. A third interval, C, is also present in the discontinuous capacitor voltage mode in which the parallel capacitor is shorted [Fig. 2.1(c)]. Some of the typical waveforms obtained from SPICE simulation are shown in Fig. 2.2. The values of the components used in the SPICE simulation are also given in Fig. 2.2. In the figures shown, the sequence in which different intervals occur are also marked. The following two modes were identified [Figs. 2.2(a)-2.2(g)] using the parallel capacitor voltage.

### 2.2.1 Continuous Capacitor Voltage Mode (CCVM)

In this mode the parallel capacitor voltage is always continuous [Figs. 2.2(a) - 2.2(d)]. Only intervals A and B occur either once or repeatedly.

In Fig 2.2(a), the current $i$ is lagging the voltage $v_{ab}$ and the converter is operating in lagging power factor (above resonance) mode. During this mode the switches
Figure 2.1: Equivalent Circuits for the three different intervals: (a) Interval A, (b) Interval B, and (c) Interval C. \( L = L_s + L_t \), where \( L_t \) is the leakage inductance of the hf transformer.)
Figure 2.2: Typical operating waveforms of the LCC-type PRC (Fig. 2.1) for various modes of operation, obtained using SPICE. The current waveforms are magnified by a factor of 20 for the sake of clarity.
Fig. 2.2 (continued)
Fig. 2.2 (continued)
undergo zero voltage switching (ZVS) because the tank current is transferred to them from their anti-parallel diodes. Fig. 2.2(b) waveforms correspond to leading power factor (below resonance) mode of operation since the resonating current \(i\) is leading the voltage \(v_{ab}\). This corresponds to the zero current switching (ZCS). The intervals and the devices conducting in each of them have been marked in all the Figures, which explains the converter operation.

As the switching frequency is decreased as compared to that in Fig. 2.2(a) or 2.2(b), the converter enters the multiple conduction modes. Figs. 2.2(c) and 2.2(d) show two such waveforms. It must be noted that both the switch and the diode conduct more than once in every half cycle.

The CCVM can have only an even number of intervals, if the symmetry condition has to be satisfied. For example [Fig. 2.2(b)], if the first interval of the half cycle is “A” then the last interval in that half cycle must be B, or else the symmetry condition will be violated since if A occurs at the end, then the next half cycle starts with B. Therefore, this condition ensures that the number of “A” intervals is same as the number of “B” intervals, irrespective of which one of them is the first to occur in a half cycle.

2.2.2 The Discontinuous Capacitor Voltage Mode (DCVM)

The mode in which the parallel capacitor voltage is discontinuous, i.e. the capacitor voltage \(v_c\) is zero for certain intervals of operation. [Figs. 2.2(e) - 2.2(g)]. However, the resonating current is still continuous.

Fig. 2.2(e) shows an example of leading power factor mode operation, where as, Fig. 2.2(f) shows lagging power factor mode operation. In Fig. 2.2(e), the parallel capacitor voltage becomes discontinuous towards the end of each half cycle while in
Fig. 2.2(f) the discontinuity in parallel capacitor voltage occurs in between intervals B and A. However, the current still remains continuous.

Just like in CCVM, in DCVM also we get multiple conduction modes as the switching frequency is decreased. Where as the CCVM multiple conduction modes appear for low values of load current, the DCVM multiple conduction modes occur for high values of load current. Fig. 2.2(g) shows one such example. It corresponds to lagging power factor mode operation.

The DCVM can have both even and odd number of intervals. For example, in Fig. 2.2(e) and 2.2(f) each of the interval occurs only once, where as, in Fig. 2.2(g), each interval occurs twice causing an even number of intervals. It should be noted that interval “C” can appear either at the beginning of the half cycle or at the end. If it occurs at the end only, then interval “A” or “B” in the successive half cycle must have a zero initial parallel capacitor voltage condition.

2.3 Analysis

The SPRC converter is analyzed using the state-space approach for different modes identified in section 2.2. Steady-state solutions are derived. In order to obtain the initial state vector, lengths of the different intervals are to be calculated. They have been obtained numerically, using the PRO-MATLAB software. The complexity of the solution increases as the number of intervals in a mode increases. The CCVM with two intervals [Fig 2.2(a)] and the DCVM with three intervals [Fig. 2.2(f)] have been analyzed in [7,12] respectively.

First we present a general method of analysis. The general formulae so obtained, are subsequently used to analyze two of the predominant modes. They contain 4 intervals [Fig. 2.2(c)] and 2 intervals [Fig. 2.2(b)], respectively. Note that the modes
shown in Fig. 2.2(c) and Fig. 2.2(b) occur only within some specified range of load current \( J \) and for selected values of \( f_n \) only.

### 2.3.1 General Solutions

As given in [7], starting with the basic differential equations, one can get the general solutions. Then the steady-state solutions can be obtained by matching the boundary conditions. The three state variables namely the resonating current \( i \), the series capacitor voltage \( v_{cs} \) and the parallel capacitor voltage \( v_{ct} \) are represented by column matrix \([x(\theta)]\). Similarly, \([x_{\theta i}]\) is the column matrix containing the values of all the three state variables at the beginning of an interval. Further, \( \theta = \omega_0 t \), where \( t = 0 \) implies the beginning of the interval considered.

For the A and B intervals, the general solution is given by [7]:

\[
[x(\theta)] = [F(\theta)][x_{\theta i}] + [G(\theta)][u_M]
\]  

(2.1)

While for the C interval, it is given by [12]

\[
[x(\theta)] = [F_1(\theta)][x_{\theta i}] + [G_1(\theta)][u_C]
\]

(2.2)

where, \([x(\theta)]^T = [i(\theta) \ v_{cs}(\theta) \ v_{ct}(\theta)]\)

(2.3)

\([x_{\theta i}]^T = [i_i \ v_{ces} \ v_{cti}]\)

(2.4)

\[
[F(\theta)] = \begin{pmatrix}
 b_1 & -b_2/Z & -b_2/Z \\
 Z(C_c/C_s)b_2 & 1 - (C_c/C_s)b_3 & -(C_c/C_s)b_3 \\
 Z(C_c/C_t)b_2 & -(C_c/C_t)b_3 & 1 - (C_c/C_t)b_3
\end{pmatrix}
\]

(2.5)

\[
[G(\theta)] = \begin{pmatrix}
 b_2/Z & (C_c/C_t)b_3 \\
 (C_c/C_s)b_3 & (C_c/C_s)((1/C_t)t - Z(C_c/C_t)b_2) \\
 (C_c/C_t)b_3 & -(C_c/C_s)(1/C_t)t - Z(C_c/C_t)^2b_2
\end{pmatrix}
\]

(2.6)
\[
[F_1(\theta)] = \begin{pmatrix}
\cos(\omega_s t) & -\frac{1}{2}(\frac{C_s}{C_e})^{1/2}\sin(\omega_s t) & 0 \\
Z(\frac{C_s}{C_e})^{1/2}\sin(\omega_s t) & \cos(\omega_s t) & 0 \\
0 & 0 & 0
\end{pmatrix}
\] (2.7)

\[
[G_1(\theta)] = \begin{pmatrix}
\frac{1}{2}(\frac{C_s}{C_e})^{1/2}\sin(\omega_s t) & 0 \\
1 - \cos(\omega_s t) & 0 \\
0 & 0
\end{pmatrix}
\] (2.8)

\[
[u_M]^T = [u_A]^T = [E \ 1] \quad \text{for interval A}
\]

\[
[u_M]^T = [u_B]^T = [E \ -I] \quad \text{for interval B}
\]

\[
[u_C]^T = [E \ 0] \quad \text{for interval C}
\]

\[
b_1 = \cos\omega_0 t; \quad b_2 = \sin\omega_0 t; \quad b_3 = 1 - \cos\omega_0 t
\] (2.9)

\[
Z = (L/C_e)^{1/2}; \quad C_e = C_eC_i/(C_s + C_i); \quad \omega_s = \frac{1}{\sqrt{LC_s}}
\] (2.10)

The general solutions given by (2.1) and (2.2) are normalized using the base quantities given below:

\[
V_B = E_{\min} = \frac{V_{\text{amin}}}{2} \quad V; \quad Z_B = Z \Omega; \quad I_B = V_B/Z; \quad T_B = 1/f_0
\] (2.11)

The value of the state-variables at the end of any interval can be obtained by evaluating the corresponding state equations at that instant. Also note that the notation \([F(\theta_k)]\) or \([G(\theta_k)], k = 1, 2..\) means the value of matrices \([F(\theta)]\) and \([G(\theta)]\) evaluated at \(\theta = \theta_k\) where \(\theta_k\) denotes the length of \(k^{th}\) interval. \([x_0]\) is used to define the initial state vector evaluated at \(\theta_t = 0\).

For the CCVM case with A as the first interval, using the general solution (2.1), we can obtain the following:
At the end of the first interval (interval A), the state variable matrix is given by the following:

\[
[x_1] = [F(\theta_1)]x_0 + [G(\theta_1)][u_A] \tag{2.12}
\]

At the end of the second interval (B interval), the state variable matrix is given by:

\[
[x_2] = [F(\theta_2)][x_1] + [G(\theta_2)][u_B] \tag{2.13}
\]

The value of \( x_1 \) can be substituted to obtain:

\[
[x_2] = [F(\theta_2)][F(\theta_1)][x_0] + [F(\theta_1)][u_A] + [G(\theta_2)][u_B] \tag{2.14}
\]

This yields:

\[
[x_2] = [F(\theta_2)][F(\theta_1)][x_0] + [F(\theta_2)][G(\theta_1)][u_A]
+ [G(\theta_2)][u_B] \tag{2.15}
\]

Proceeding in a similar way, one can get:

\[
[x_3] = [F(\theta_3)][F(\theta_2)][F(\theta_1)][x_0] + [F(\theta_2)][F(\theta_2)][G(\theta_1)][u_A]
+ [F(\theta_3)][G(\theta_2)][u_B] + [G(\theta_3)][u_A] \tag{2.16}
\]

\[
[x_4] = [F(\theta_4)][F(\theta_3)][F(\theta_2)][F(\theta_1)][x_0] + [F(\theta_3)][F(\theta_2)][F(\theta_2)][G(\theta_1)][u_A]
+ [F(\theta_4)][F(\theta_3)][G(\theta_2)][u_B] + [F(\theta_4)][G(\theta_3)][u_A] + [G(\theta_4)][u_B] \tag{2.17}
\]

\::

\[
[x_n] = [F(\theta_n)][F(\theta_{n-1})][F(\theta_{n-2})]...[F(\theta_1)][x_0]
+ [F(\theta_n)][F(\theta_{n-1})]...[F(\theta_2)][G(\theta_1)][u_A]
+ [F(\theta_n)][F(\theta_{n-1})]...[F(\theta_3)][G(\theta_2)][u_B]
+ [F(\theta_n)][G(\theta_{n-1})][u_{(-1)n}] + [G(\theta_n)][u_m] \tag{2.18}
\]

\( u_m = u_B; \) if \( n \) is even

\( = u_A; \) if \( n \) is odd
Equation (2.18) leads to the following general form for the value of state vector at the end of $n^{th}$ interval.

$$[x_n] = \prod_{i=0}^{n-1} [F(\theta_{n-i})][x_0] + \sum_{j=1}^{n} (\prod_{k=0}^{n-j-1} [F(\theta_{n-k})]) [G(\theta_j)] [u_m]$$ \hspace{1cm} (2.19)

### 2.3.2 Determination of the Initial State Vector $[x_0]$

#### Case(I): Continuous $v_{ct}$, with interval A first ($n$ is even)

Applying the symmetry condition $[x_n] = -[x_0]$ to (2.19), we get:

$$-[x_0] = \prod_{i=0}^{n-1} [F(\theta_{n-i})][x_0] + \sum_{j=1}^{n} (\prod_{k=0}^{n-j-1} [F(\theta_{n-k})]) [G(\theta_j)] [u_m]$$

$$-[x_0] = \prod_{i=0}^{n-1} [F(\theta_{n-i})][x_0] + \sum_{j=1}^{n} (\prod_{k=0}^{n-j-1} [F(\theta_{n-k})]) [G(\theta_j)] [u_m]$$

$$[x_0] = -((I_3 + \prod_{i=0}^{n-1} [F(\theta_{n-i})])^{-1} \sum_{j=1}^{n} (\prod_{k=0}^{n-j-1} [F(\theta_{n-k})]) [G(\theta_j)] [u_m]) \hspace{1cm} (2.20)$$

where $[I_3]$ denotes a $3 \times 3$ identity matrix.

#### Case(II): Continuous $v_{ct}$, with interval B first ($n$ is even)

The expression for $[x_0]$ can be obtained from (2.19) if $u_m$ is replaced by $u_A$ if $n$ is even and by $u_B$ if $n$ is odd. Apart from that $u_A$ and $u_B$ are interchanged.

#### Case(III): Discontinuous $v_{ct}$

Depending on whether $n$ is even or odd, $n^{th}$ interval is B or A respectively.

For the Discontinuous parallel capacitor voltage mode (DCVM) [e.g. Fig. 2.2(g)], the discontinuous portion of $v_{ct}$ is represented by the general solution given by (2.2), which yields the state vector at the end of interval C,
\[ [x_{n+1}] = [F_1(\theta_{n+1})][x_n] + [G_1(\theta_{n+1})][u_C] \]  

(2.21)

Substituting the value of \([x_n]\) from (2.18), we get:

\[ [x_{n+1}] = [F_1(\theta_{n+1})][\prod_{i=0}^{n-1} [F(\theta_{n-i})][x_0] + \sum_{j=1}^{n} (\prod_{k=0}^{n-j-1} [F(\theta_{n-k})])[G(\theta_j)][u_m]] \\
+ [G_1(\theta_{n+1})][u_C] \]  

(2.22)

Using the symmetry condition \([x_{n+1}] = -[x_0]\);

\[ [x_0] = -[[I_3] + [F_1(\theta_{n+1})][\prod_{i=0}^{n-1} [F(\theta_{n-i})]]^{-1}(\sum_{j=1}^{n} (\prod_{k=0}^{n-j-1} [F(\theta_{n-k})])[G(\theta_j)][u_m]] \\
+ [G_1(\theta_{n+1})][u_C]] \]  

(2.23)

### 2.3.3 Determination of the Interval Durations

For operating modes involving more than two intervals, no closed form solutions are possible for the interval durations (denoted by \(\theta\)'s) [12]. They must be obtained using the numerical techniques. Since the multiple conduction modes involve more than two intervals, the lengths of the various intervals must be obtained numerically. What follows is a general method of determining the durations of these intervals.

**(a) Continuous Capacitor Voltage Case**

Let there be \(n\) intervals (\(n\) is always even for CCVM) denoted by \(\theta_1 \ldots \theta_n\), a total of \(n\) unknowns. Let \(\theta_s\) be the length of one half cycle of the driving frequency and is known. Then;

\[ \theta_s = \theta_1 + \ldots + \theta_n \]  

(2.24)
All we need to determine is \((n - 1)\) unknowns. The \(n^{th}\) one can be determined using (2.24). However, to determine the first \((n - 1)\) unknowns, we need as many equations. These equations can be derived from the fact that parallel capacitor voltage is zero at the end of each of these intervals (except the \(n^{th}\)). Equation (2.19) leads to the following \((n - 1)\) transcendental equations.

\[
\begin{align*}
\xi(1) &= 0 = \psi_1(\theta_1) \\
\xi(2) &= 0 = \psi_2(\theta_1, \theta_2) \\
& \quad \vdots \\
\xi(n - 1) &= 0 = \psi_{n-1}(\theta_1 \ldots \theta_{n-1})
\end{align*}
\]

(2.25)

where \(\xi\) denotes the third element of the state variable matrix corresponding to \(v_{\text{cf}}\) and \(\psi\) is a non linear transcendental function evaluated at \(\theta = (\theta_1, \theta_2 \ldots \theta_{n-1})\), using the RHS of (2.19).

(b) Discontinuous Capacitor Voltage Case

The same set of equations hold except that now the expression for \([x_0]\) is given by (2.23) and \(n\) is replaced by \((n + 1)\).

The Numerical Solution

Set of equations (2.25) need to be solved numerically. Newton Raphson method can be used as below:

**Step 1.** \(\theta_1(\theta) \ldots \theta_{n-1}(\theta)\) are assigned as initial guess values to first \((n - 1)\) intervals yielding the vector \([\theta_\theta]\)

**Step 2.** Determine \([x_0]\) using (2.20) or (2.23).
Step 3. Determine $\xi = [\xi(1) \, \xi(2) \ldots \xi(n - 1)]$. Check if they are all zero. If yes, go to step (7). Else proceed.

Step 4. Evaluate the following $(n - 1) \times (n - 1)$ matrix at the guessed value $\theta_g$.

$$[J] = \begin{bmatrix}
\frac{\partial \psi_1}{\partial \theta_1} & \cdots & \frac{\partial \psi_{n-1}}{\partial \theta_{n-1}} \\
\vdots & \ddots & \vdots \\
\frac{\partial \psi_{n-1}}{\partial \theta_1} & \cdots & \frac{\partial \psi_{n-1}}{\partial \theta_{n-1}}
\end{bmatrix}$$

Step 5. Determine the increment in the value of $\theta_g$ as below:

$$[\delta \theta_g] = -[J]^{-1}[\xi]^T$$ (2.26)

Step 6. Determine $[\theta_g(\text{new})] = [\theta_g] + [\delta \theta_g]$

Go to Step (2).

Step 7. $\theta_g$ is the actual value of the lengths of the intervals. Use them to determine the gain of the converter.

2.3.4 Particular Cases

The general and steady-state solutions derived in section 2.3 can be used directly to obtain solutions of particular cases. Two particular cases are presented below to illustrate the procedure.
(a) (CCVM) - Four Interval Mode [Fig. 2.2(c)]

Using (2.20), the initial state vector \( x_0 \) for the four interval mode (Fig. 2.2(c)) can be obtained directly as below:

\[
[x_0] = -[P_1]^{-1}[Q_1] \tag{2.27}
\]

where

\[
[P_1] = [I + [F(\theta_{A_2})][F(\theta_{B_2})][F(\theta_{A_1})][F(\theta_{B_1})]] \tag{2.28}
\]

\[
[Q_1] = [F(\theta_{A_2})][F(\theta_{B_2})][F(\theta_{A_1})][G(\theta_{B_1})][u_B]
+ [F(\theta_{A_2})][G(\theta_{A_1})][u_A] + [F(\theta_{A_2})][G(\theta_{B_1})][u_B] + [G(\theta_{A_2})][u_A] \tag{2.29}
\]

where \( \theta \)'s are marked in Fig. 2.2(c) for the 4 interval mode. They can be evaluated using the method of section 2.3.

As another example, the two interval mode of Fig. 2.2(b) has been analyzed in the following section following the same technique.

(b) (CCVM) - Two Interval Mode [Fig. 2.2(b)]

The initial state vector for the two interval mode (Fig. 2.2(b)) can be obtained using (2.20) as

\[
[x_0] = [P_2]^{-1}[Q_2] \tag{2.30}
\]

where

\[
[P_2] = [I + [F(\theta_{B_1})][F(\theta_{A_1})]] \tag{2.31}
\]

\[
[Q_2] = -[F(\theta_{B_1})][G(\theta_{A_1})][u_A] - [G(\theta_{B_1})][u_B] \tag{2.32}
\]

PRO-MATLAB was used to evaluate the durations of different intervals for the two cases of section 2.3.4.
2.4 Converter Gain and Component Stresses

Once the initial state vector and the various intervals are known, the gain can be obtained by integrating the expression for the parallel capacitor voltage $v_{ct}$, in the different intervals. For example, the expression for gain for the two interval mode discussed in the previous section is as given below.

$$M = \frac{1}{T_s} \left[ \int_0^{t_{A1}} v_{ctA}(\omega t_1) \, dt_1 + \int_0^{t_{B1}} v_{ctB}(\omega t_2) \, dt_2 \right] \quad (2.33)$$

where the expressions for $v_{ctA}$ ($v_{ct}$ corresponding to interval A, $0 < t < t_{A1}$) and $v_{ctB}$ ($v_{ct}$ corresponding to interval B, $0 < t' < t_{B1}, t' = t - t_{A1}$) can be obtained from (2.1).

The analysis presented above was used to obtain the converter gains, plotted in Fig. 2.3 for two values of $f_n$ for which the particular cases analyzed in section 2.3.4 occur. In the same figure, the converter gain plots obtained with SPICE are also given for comparison. It is observed that the results for the two interval mode ($f_n = 0.6$) are closer to SPICE as compared to the four interval mode ($f_n = 0.35$). This is due to the problems associated with the convergence of numerical solutions in MATLAB, as the number of variables (lengths of the various intervals) increases. The SPICE results on the other hand are affected by the simulation time step. Also, conduction losses of the switches and the passive elements are taken into account in SPICE simulation.

The plot of gain versus $f_n$ with $Q = \frac{\omega m L}{R_L}$ as the parameter, and the peak component stresses, obtained using SPICE are plotted in Figs. 2.4 and 2.5, respectively. Fig. 2.4 also shows a second resonant peak at $f_n \approx 0.3$. There are infinite resonant peaks such as this one as we reduce the switching frequency further (eg. $f_n = 1/5, 1/7$ etc.). This type of phenomenon was also observed and explained in [24] for the SRC.
Figure 2.3: Comparison of MATLAB (state-space analysis) and SPICE simulation results. Plots of gain versus $J$ for two values of $f_n$ are given.
Figure 2.4: Plot of gain versus $f_n$ with $Q$ as a parameter (for $\frac{C_s}{C_i} = 1$) obtained using SPICE simulation. 3-dimensional plot is also included.
Fig. 2.5 Normalized design curves (obtained using SPICE simulation).
2.5.1(a),(b) Normalized peak inductor current ($J_{lp}$) vs $J$, with $f_n$ as a parameter.
2.5.1(c) 3-Dimensional view of the plots of 2.5.1(a) and (b).
Fig. 2.5 (continued)
2.5.2(a),(b) Normalized peak series capacitor voltage (m_{cap}) Vs J, with $f_n$ as a parameter. 
2.5.2(c) 3-Dimensional view of the plots of 2.5.2(a) and (b).
Fig. 2.5 (continued)
Fig. 2.5 (continued)
2.5.3(a),(b) Normalized peak parallel capacitor voltage ($m_{c+p}$) Vs J, with $f_n$ as a parameter.
2.5.3(c),(d) 3-Dimensional view of the plots of 2.5.3(a) and (b).
2.5 Boundaries Between the Various Modes of Operation

2.5.1 Boundary Between Leading and Lagging Power Factor Mode of Operation

When the load current exceeds a critical value called $J_{AR}$, the converter enters the above resonance mode. Naturally, this value depends on the value of $f_n$. Fig. 2.6(a) shows the boundaries between the lagging and leading power factor modes of operations. While the converter operates in lagging p.f. mode for all values of $f_n > 1.0$ [4], it is found to operate in leading p.f. mode between values $0.5 < f_n < 0.7$. The region below $f_n < 0.5$ does not follow any fixed pattern regarding leading or lagging power factor mode of operation. However, as will be shown subsequently, the multiple conduction modes do enter lagging power factor mode (above resonance).

An expression for $J_{AR}$ in the range $0.7 < f_n < 1.0$ was determined by fitting a curve in the data obtained by repeated spice simulations. The idea is to fit the most appropriate polynomial expression into this data. Standard techniques, like the least square fitting, are available for this purpose. It can be shown that the boundary between the two modes can be described by the following polynomial.

$$J_{AR} = K_5f_n^5 + K_4f_n^4 + K_3f_n^3 + K_2f_n^2 + K_1f_n + K_0$$  \hspace{1cm} (2.34)

where,

$K_5 = -0.15; \quad K_4 = 0.64; \quad K_3 = -1.13; \quad K_2 = 0.96; \quad K_1 = -0.42 \quad K_0 = 0.07$

The curve obtained with this polynomial is plotted along with the actual one in Fig. 2.6(b).
Fig. 2.6(a) The boundaries between the various modes of operation. (b) Comparison between the actual boundary and the approximate one using curve fitting. The two are very close.
2.5.2 Boundaries Between DCVM and CCVM Operation

Boundary between DCVM and CCVM is determined by a critical value of the load current (called $J_{\text{crit}}$), beyond which the DCVM operation occurs. Boundary obtained with repeated spice simulations is shown in Fig. 2.7(a). The zone of multiple conduction modes is separately marked. A polynomial expression was fit into this boundary. It is found that more accurate expressions can be obtained if they are obtained separately for the multiple and non multiple modes. Fig. 2.7(b) shows the boundary for the non multiple modes. It can be approximated by the following polynomial:

$$J_{\text{crit}} = k_7 f_n^7 + k_6 f_n^6 + k_5 f_n^5 + k_4 f_n^4 + k_3 f_n^3 + k_2 f_n^2 + k_1 f_n + k_0$$  \hspace{1cm} (2.35)

where,

- $k_7 = 0.33$;
- $k_6 = -1.10$;
- $k_5 = 1.81$;
- $k_4 = -1.24$;
- $k_3 = -0.30$

- $k_2 = 1.0$;
- $k_1 = -0.56$;
- $k_0 = 0.1$

The curve obtained with this polynomial is plotted along with the actual one in Fig. 2.7(b). Similarly, the expression for $J_{\text{crit}}$, for the multiple conduction modes (MCM) is found to be:

$$J_{\text{crit(MCM)}} = -196.67 f_n^3 + 128.5 f_n^2 - 22.68 f_n + 1.43$$  \hspace{1cm} (2.36)

The above expressions (2.34), (2.35) and (2.36) can be used as simple design tools to get a preliminary idea about the mode of operation (leading p.f. or lagging p.f. or DCVM or CCVM) once the operating frequency is known.

2.6 Design of the Converter

This section presents a design example. Design was done for worst case loading i.e. for maximum load current with minimum input voltage. Corresponding to this the
Figure 2.7: (a) The boundaries between the CCV and DCV modes of operation. (b) Comparison between the actual boundary and the approximate one using curve fitting.
converter is kept under operation in DCVM. Using the design method given in [12], an SPRC was designed with the following specifications.

Input supply voltage, \( V_{\text{min}} = 50 \) V.

Output voltage of the converter, \( V_0 = 0 \) to 24 V, variable.

Maximum output power, \( P_0 = 100 \) Watts @ 24 V.

Switching frequency, \( f_t = 200 \) kHz.

All the quantities are normalized using the base quantities given by (2.11).

Using the design procedure discussed in [12], the different values used are:

Normalized load current, \( J = \frac{I}{(E/2)} = 4.3 \) p.u. ; where \( I \) is the primary side reflected load current.

\[
I_d = \frac{100}{24} = 4.16 \quad \text{A}
\]

Normalized switching frequency (at full load),

\[
f_n = \frac{f_t}{f_0} = 0.8 \quad (2.37)
\]

where \( f_0 = \omega_0/2\pi; \ \omega_0 = 1/(LC_e)^{1/2} \) is the resonant frequency.

Converter Gain, \( M = 1.036 \).

To obtain 24 V output, the required transformer turns ratio,

\[
n = 1.036 \times \frac{25}{24} = 1.08.
\]

\[
Z = (L/C_e)^{1/2} = 27.85 \quad (2.38)
\]
\[ \omega_0 = \frac{2\pi \times f_t}{f_n} = \frac{1}{(LC_\varepsilon)^{1/2}} \]  

(2.39)

Solving equations (2.38) and (2.39) simultaneously, resonating component values obtained are:

\[ L = 17.74 \mu H \ ; \ C_s = 0.047 \mu F \ ; \ C_t = n^2 C'_t = 0.047 \mu F. \]

There are basically three kinds of applications:

A1. The operating frequency is held constant and the load is varied irrespective of the gain: Table 2.1 gives the range of gain for the designed converter for leading and lagging power factor modes of operation.

A2. The load is held constant, and the operating frequency is varied to obtain variable output voltage: Tables 2.2 and 2.3 give the range of gain obtainable for this application. Separate tables are given for the leading and lagging power factor modes of operation. As can be seen from Table 2.3, the multiple conduction modes are capable of operating in lagging power factor mode.

A3. The gain is kept constant with changing load by suitably adjusting the operating frequency (voltage regulation): Tables 2.4, 2.5 and 2.6 show the regulation of the output voltage for below resonance, above resonance, and multiple conduction modes, respectively. The gain is kept constant (equal to the rated value) and the load is varied. The tables show that very little variation in operating frequency is required to maintain a constant rated gain, even when the load current shows a large variation from full load to open circuit condition. It requires slightly higher switching frequency variation for the above resonance case than below resonance case. Another observation is that the peak tank current decreases till the load current reaches about one fourth its rated value. Subsequently, it remains nearly constant irrespective of the load current. Table 2.6 shows that the multiple conduction modes are capable of supplying the rated gain only at lower load currents.
Table 2.1: Variation of key parameters for $f_n = 0.8$ and variable load (from near load short circuit to near load open circuit)

<table>
<thead>
<tr>
<th>$Q$</th>
<th>$J$</th>
<th>Gain</th>
<th>$\eta$</th>
<th>$P_o$</th>
<th>$J_{LP}$</th>
<th>$V_{eff(peak)}$</th>
<th>$J_{switch(rms)}$</th>
<th>$J_{switch(avg)}$</th>
<th>$J_{diode(avg)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>250</td>
<td>6.33</td>
<td>0.023</td>
<td>14.98</td>
<td>3.24 W</td>
<td>7.05</td>
<td>4.45 V</td>
<td>2.45</td>
<td>1.11</td>
<td>1.57</td>
</tr>
<tr>
<td>8.33</td>
<td>5.65</td>
<td>0.68</td>
<td>79.52</td>
<td>86.63</td>
<td>8.32</td>
<td>43.75</td>
<td>4.08</td>
<td>2.57</td>
<td>0.27</td>
</tr>
<tr>
<td>4.17</td>
<td>4.01</td>
<td>0.97</td>
<td>85.66</td>
<td>87.75</td>
<td>6.73</td>
<td>49</td>
<td>3.37</td>
<td>2.17</td>
<td>0.01</td>
</tr>
<tr>
<td>2.08</td>
<td>2.22</td>
<td>1.07</td>
<td>86.20</td>
<td>53.55</td>
<td>4.7</td>
<td>49.25</td>
<td>2.41</td>
<td>1.61</td>
<td>0.076</td>
</tr>
<tr>
<td>1.39</td>
<td>1.52</td>
<td>1.09</td>
<td>86.49</td>
<td>37.35</td>
<td>3.89</td>
<td>48.50</td>
<td>1.91</td>
<td>1.14</td>
<td>0.16</td>
</tr>
<tr>
<td>0.93</td>
<td>1.02</td>
<td>1.10</td>
<td>85.68</td>
<td>25.43</td>
<td>3.4</td>
<td>47.50</td>
<td>1.58</td>
<td>0.86</td>
<td>0.24</td>
</tr>
<tr>
<td>0.69</td>
<td>0.77</td>
<td>1.10</td>
<td>83.81</td>
<td>19.13</td>
<td>3.27</td>
<td>47.50</td>
<td>1.45</td>
<td>0.77</td>
<td>0.29</td>
</tr>
<tr>
<td>0.55</td>
<td>0.61</td>
<td>1.10</td>
<td>80.93</td>
<td>15.08</td>
<td>3.11</td>
<td>47.00</td>
<td>1.44</td>
<td>0.79</td>
<td>0.34</td>
</tr>
<tr>
<td>0.37</td>
<td>0.41</td>
<td>1.10</td>
<td>77.58</td>
<td>10.35</td>
<td>3.05</td>
<td>47.00</td>
<td>1.28</td>
<td>0.63</td>
<td>0.38</td>
</tr>
<tr>
<td>0.28</td>
<td>0.31</td>
<td>1.11</td>
<td>73.35</td>
<td>7.88</td>
<td>2.97</td>
<td>47.75</td>
<td>1.25</td>
<td>0.62</td>
<td>0.41</td>
</tr>
<tr>
<td>0.14</td>
<td>0.16</td>
<td>1.11</td>
<td>60.66</td>
<td>3.83</td>
<td>2.83</td>
<td>47.00</td>
<td>1.18</td>
<td>0.57</td>
<td>0.43</td>
</tr>
<tr>
<td>0.06</td>
<td>0.06</td>
<td>1.13</td>
<td>39.09</td>
<td>1.58</td>
<td>2.87</td>
<td>47.50</td>
<td>1.13</td>
<td>0.53</td>
<td>0.50</td>
</tr>
</tbody>
</table>

Table 2.2: Variation of key parameters for fixed $Q = 4.17$ and variable $f_n$, below resonance

<table>
<thead>
<tr>
<th>$f_n$</th>
<th>$J$</th>
<th>Gain</th>
<th>$\eta$</th>
<th>$P_o$</th>
<th>$J_{LP}$</th>
<th>$V_{eff(peak)}$</th>
<th>$J_{switch(rms)}$</th>
<th>$J_{switch(avg)}$</th>
<th>$J_{diode(avg)}$</th>
<th>Mode</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.49</td>
<td>0.12</td>
<td>59.58</td>
<td>1.35 W</td>
<td>1.87</td>
<td>32.5 V</td>
<td>0.40</td>
<td>0.16</td>
<td>0.12</td>
<td>DCVM</td>
</tr>
<tr>
<td>0.5</td>
<td>1.01</td>
<td>0.24</td>
<td>72.52</td>
<td>5.63</td>
<td>1.97</td>
<td>20.0</td>
<td>0.76</td>
<td>0.37</td>
<td>0.21</td>
<td>DCVM</td>
</tr>
<tr>
<td>0.6</td>
<td>1.59</td>
<td>0.39</td>
<td>78.21</td>
<td>13.77</td>
<td>2.9</td>
<td>26.25</td>
<td>1.21</td>
<td>0.62</td>
<td>0.31</td>
<td>DCVM</td>
</tr>
<tr>
<td>0.7</td>
<td>2.75</td>
<td>0.65</td>
<td>82.82</td>
<td>41.175</td>
<td>4.78</td>
<td>39.5</td>
<td>3.37</td>
<td>1.25</td>
<td>0.37</td>
<td>DCVM</td>
</tr>
</tbody>
</table>
Table 2.3: Variation of key parameters for fixed $Q = 4.17$ and variable $f_n$, above resonance

<table>
<thead>
<tr>
<th>$f_n$</th>
<th>J</th>
<th>Gain</th>
<th>$q$</th>
<th>$P_e$</th>
<th>$J_{Ep}$</th>
<th>$v_{(peak)}$</th>
<th>$J_{switch}(\text{rms})$</th>
<th>$J_{switch}(\text{avg})$</th>
<th>$J_{diod}(\text{avg})$</th>
<th>Mode</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>0.63</td>
<td>0.15</td>
<td>66.0</td>
<td>2.25 W</td>
<td>1.79</td>
<td>26 V</td>
<td>0.50</td>
<td>0.21</td>
<td>0.14</td>
<td>DCVM</td>
</tr>
<tr>
<td>0.3</td>
<td>1.22</td>
<td>0.30</td>
<td>77.05</td>
<td>8.1</td>
<td>2.78</td>
<td>35</td>
<td>0.92</td>
<td>0.43</td>
<td>0.22</td>
<td>DCVM</td>
</tr>
<tr>
<td>0.35</td>
<td>0.84</td>
<td>0.21</td>
<td>70.59</td>
<td>3.83</td>
<td>1.94</td>
<td>22.75</td>
<td>0.62</td>
<td>0.27</td>
<td>0.20</td>
<td>DCVM</td>
</tr>
<tr>
<td>0.4</td>
<td>0.79</td>
<td>0.19</td>
<td>69.97</td>
<td>3.38</td>
<td>0.79</td>
<td>19.25</td>
<td>0.59</td>
<td>0.26</td>
<td>0.16</td>
<td>DCVM</td>
</tr>
<tr>
<td>0.8</td>
<td>4.01</td>
<td>0.97</td>
<td>85.66</td>
<td>87.75</td>
<td>6.73</td>
<td>49</td>
<td>3.37</td>
<td>2.16</td>
<td>0.01</td>
<td>DCVM</td>
</tr>
<tr>
<td>0.9</td>
<td>2.94</td>
<td>0.72</td>
<td>82.59</td>
<td>47.48</td>
<td>5.0</td>
<td>36.75</td>
<td>2.41</td>
<td>1.38</td>
<td>0.30</td>
<td>DCVM</td>
</tr>
<tr>
<td>1.0</td>
<td>1.93</td>
<td>0.47</td>
<td>77.98</td>
<td>20.48</td>
<td>3.41</td>
<td>23.75</td>
<td>1.53</td>
<td>0.90</td>
<td>0.34</td>
<td>DCVM</td>
</tr>
<tr>
<td>1.1</td>
<td>1.37</td>
<td>0.331</td>
<td>71.57</td>
<td>11.25</td>
<td>2.78</td>
<td>18.5</td>
<td>1.14</td>
<td>0.64</td>
<td>0.32</td>
<td>CCVM</td>
</tr>
<tr>
<td>1.2</td>
<td>1.04</td>
<td>0.25</td>
<td>66.76</td>
<td>5.85</td>
<td>2.21</td>
<td>14.0</td>
<td>0.87</td>
<td>0.49</td>
<td>0.29</td>
<td>CCVM</td>
</tr>
<tr>
<td>1.3</td>
<td>0.83</td>
<td>0.20</td>
<td>60.83</td>
<td>3.83</td>
<td>1.89</td>
<td>12.0</td>
<td>0.77</td>
<td>0.46</td>
<td>0.24</td>
<td>CCVM</td>
</tr>
<tr>
<td>1.4</td>
<td>0.68</td>
<td>0.16</td>
<td>57.09</td>
<td>2.51</td>
<td>1.57</td>
<td>9.64</td>
<td>0.58</td>
<td>0.28</td>
<td>0.22</td>
<td>CCVM</td>
</tr>
<tr>
<td>1.5</td>
<td>0.54</td>
<td>0.13</td>
<td>51.26</td>
<td>1.68</td>
<td>1.39</td>
<td>8.64</td>
<td>0.50</td>
<td>0.23</td>
<td>0.20</td>
<td>CCVM</td>
</tr>
<tr>
<td>1.6</td>
<td>0.47</td>
<td>0.11</td>
<td>46.58</td>
<td>1.19</td>
<td>1.27</td>
<td>7.37</td>
<td>0.46</td>
<td>0.22</td>
<td>0.18</td>
<td>CCVM</td>
</tr>
<tr>
<td>1.7</td>
<td>0.39</td>
<td>0.09</td>
<td>40.75</td>
<td>0.82</td>
<td>1.11</td>
<td>6.72</td>
<td>0.38</td>
<td>0.17</td>
<td>0.18</td>
<td>CCVM</td>
</tr>
<tr>
<td>1.8</td>
<td>0.31</td>
<td>0.08</td>
<td>32.58</td>
<td>0.52</td>
<td>0.98</td>
<td>5.67</td>
<td>0.40</td>
<td>0.20</td>
<td>0.17</td>
<td>CCVM</td>
</tr>
<tr>
<td>2.0</td>
<td>0.21</td>
<td>0.05</td>
<td>23.26</td>
<td>0.24</td>
<td>0.86</td>
<td>4.65</td>
<td>0.26</td>
<td>0.10</td>
<td>0.14</td>
<td>CCVM</td>
</tr>
<tr>
<td>2.4</td>
<td>0.08</td>
<td>0.01</td>
<td>6.47</td>
<td>0.03</td>
<td>0.67</td>
<td>3.09</td>
<td>0.18</td>
<td>0.07</td>
<td>0.10</td>
<td>CCVM</td>
</tr>
</tbody>
</table>
Table 2.4: Voltage Regulation, for \( f_n \) less than 0.8

<table>
<thead>
<tr>
<th>Simulation</th>
<th>( J )</th>
<th>( f_n )</th>
<th>Gain</th>
<th>( J_{lp} )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.03</td>
<td>0.78</td>
<td>1.0</td>
<td>3.07</td>
</tr>
<tr>
<td></td>
<td>0.13</td>
<td>0.77</td>
<td>1.0</td>
<td>3.08</td>
</tr>
<tr>
<td></td>
<td>0.28</td>
<td>0.77</td>
<td>1.0</td>
<td>3.23</td>
</tr>
<tr>
<td></td>
<td>0.37</td>
<td>0.77</td>
<td>1.0</td>
<td>3.33</td>
</tr>
<tr>
<td></td>
<td>0.56</td>
<td>0.77</td>
<td>1.0</td>
<td>3.38</td>
</tr>
<tr>
<td></td>
<td>0.70</td>
<td>0.77</td>
<td>1.0</td>
<td>3.56</td>
</tr>
<tr>
<td></td>
<td>0.94</td>
<td>0.77</td>
<td>1.0</td>
<td>3.64</td>
</tr>
<tr>
<td></td>
<td>1.47</td>
<td>0.77</td>
<td>1.0</td>
<td>4.2</td>
</tr>
<tr>
<td></td>
<td>2.0</td>
<td>0.77</td>
<td>1.0</td>
<td>5.12</td>
</tr>
<tr>
<td></td>
<td>4.1</td>
<td>0.8</td>
<td>1.0</td>
<td>7.49</td>
</tr>
</tbody>
</table>

Table 2.5: Voltage Regulation, for \( f_n \) greater than 0.8

<table>
<thead>
<tr>
<th>Simulation</th>
<th>( J )</th>
<th>( f_n )</th>
<th>Gain</th>
<th>( J_{lp} )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>4.1</td>
<td>0.8</td>
<td>1.0</td>
<td>7.48</td>
</tr>
<tr>
<td></td>
<td>1.89</td>
<td>1.0</td>
<td>1.0</td>
<td>4.7</td>
</tr>
<tr>
<td></td>
<td>1.50</td>
<td>1.05</td>
<td>1.0</td>
<td>5.19</td>
</tr>
<tr>
<td></td>
<td>1.02</td>
<td>1.13</td>
<td>1.0</td>
<td>4.93</td>
</tr>
<tr>
<td></td>
<td>0.72</td>
<td>1.15</td>
<td>1.0</td>
<td>4.32</td>
</tr>
<tr>
<td></td>
<td>0.48</td>
<td>1.17</td>
<td>1.0</td>
<td>3.82</td>
</tr>
<tr>
<td></td>
<td>0.36</td>
<td>1.17</td>
<td>1.0</td>
<td>4.31</td>
</tr>
<tr>
<td></td>
<td>0.26</td>
<td>1.17</td>
<td>1.0</td>
<td>4.31</td>
</tr>
<tr>
<td></td>
<td>0.12</td>
<td>1.17</td>
<td>1.0</td>
<td>4.01</td>
</tr>
<tr>
<td></td>
<td>0.04</td>
<td>1.17</td>
<td>1.0</td>
<td>3.96</td>
</tr>
</tbody>
</table>
2.7 Experimental Verification

The experimental converter using power MOSFETs was used to verify the results obtained from the analysis and SPICE simulation. The details of this converter are given in Fig. 2.8. No transformer was used in the experimental set up. The Converter was operated in a frequency range of 50 to 500 kHz. Some of the waveforms are shown in Figs. 2.8(a)-2.8(d). The plots of gain versus $J$ obtained using the experimental set up are included in Fig. 2.9 along with those obtained using the SPICE, for the sake of comparison. All the values are in per unit with respect to the base quantities defined by (2.11).

Fig. 2.10 shows the variation of efficiency for different values of $Q$ with change in $f_n$. It is observed that the efficiency during the multiple conduction modes is comparable to the lower order (non multiple) modes. Thus SPRC is suitable for operation over a wide range of $f_n$ for applications where a wide range of output is required. Data for the efficiency calculations were taken from the manufacturer's data sheet for the components used in the experimental set up.

Tables 2.4 - 2.6 show the experimental results for the output voltage regulation.
Table 2.7: Comparison of simulation and experimental results for output voltage variation with change in operating frequency

<table>
<thead>
<tr>
<th>Mode</th>
<th>Simulation</th>
<th>Experimental</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$f_{\text{switch}}$</td>
<td>$I_d$</td>
</tr>
<tr>
<td>BA</td>
<td>500</td>
<td>0.20</td>
</tr>
<tr>
<td>BA</td>
<td>460</td>
<td>0.31</td>
</tr>
<tr>
<td>BA</td>
<td>420</td>
<td>0.40</td>
</tr>
<tr>
<td>BA</td>
<td>380</td>
<td>0.55</td>
</tr>
<tr>
<td>BA</td>
<td>340</td>
<td>0.60</td>
</tr>
<tr>
<td>BA</td>
<td>310</td>
<td>1.10</td>
</tr>
<tr>
<td>BA</td>
<td>280</td>
<td>1.43</td>
</tr>
<tr>
<td>BCA</td>
<td>260</td>
<td>1.75</td>
</tr>
<tr>
<td>BCA</td>
<td>240</td>
<td>2.01</td>
</tr>
<tr>
<td>BCA</td>
<td>225</td>
<td>2.54</td>
</tr>
<tr>
<td>BCA</td>
<td>210</td>
<td>2.92</td>
</tr>
<tr>
<td>BCA</td>
<td>200</td>
<td>3.88</td>
</tr>
<tr>
<td>BCA</td>
<td>200</td>
<td>3.88</td>
</tr>
<tr>
<td>CAC</td>
<td>180</td>
<td>3.0</td>
</tr>
<tr>
<td>AC</td>
<td>165</td>
<td>2.17</td>
</tr>
<tr>
<td>ACB</td>
<td>150</td>
<td>1.55</td>
</tr>
<tr>
<td>AB</td>
<td>145</td>
<td>1.39</td>
</tr>
<tr>
<td>AB</td>
<td>115</td>
<td>0.85</td>
</tr>
<tr>
<td>ABC</td>
<td>105</td>
<td>0.78</td>
</tr>
<tr>
<td>ABC</td>
<td>95</td>
<td>0.75</td>
</tr>
<tr>
<td>CABC</td>
<td>85</td>
<td>0.81</td>
</tr>
<tr>
<td>CABC</td>
<td>75</td>
<td>1.09</td>
</tr>
<tr>
<td>CABC</td>
<td>65</td>
<td>1.57</td>
</tr>
<tr>
<td>ABC</td>
<td>60</td>
<td>1.11</td>
</tr>
<tr>
<td>CABAC</td>
<td>50</td>
<td>0.61</td>
</tr>
</tbody>
</table>

Switching Frequency in kHz:
Voltage Quantities in Volts
Current Quantities in Amps
Table 2.8: Comparison of interval durations obtained by Experiments, Simulation and Analysis, for $f_n = 0.35$, four interval mode

<table>
<thead>
<tr>
<th>J</th>
<th>$t_{B_1}$</th>
<th>$t_{A_1}$</th>
<th>$t_{B_2}$</th>
<th>$t_{A_2}$</th>
<th>$t_{B_1}$</th>
<th>$t_{A_1}$</th>
<th>$t_{B_2}$</th>
<th>$t_{A_2}$</th>
<th>$t_{B_1}$</th>
<th>$t_{A_1}$</th>
<th>$t_{B_2}$</th>
<th>$t_{A_2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.18</td>
<td>0.25</td>
<td>0.60</td>
<td>0.38</td>
<td>0.19</td>
<td>0.36</td>
<td>0.63</td>
<td>0.38</td>
<td>0.08</td>
<td>0.38</td>
<td>0.58</td>
<td>0.43</td>
<td>0.05</td>
</tr>
<tr>
<td>0.30</td>
<td>0.24</td>
<td>0.64</td>
<td>0.30</td>
<td>0.24</td>
<td>0.31</td>
<td>0.63</td>
<td>0.39</td>
<td>0.09</td>
<td>0.35</td>
<td>0.58</td>
<td>0.42</td>
<td>0.08</td>
</tr>
<tr>
<td>0.35</td>
<td>0.22</td>
<td>0.66</td>
<td>0.28</td>
<td>0.24</td>
<td>0.30</td>
<td>0.63</td>
<td>0.40</td>
<td>0.09</td>
<td>0.33</td>
<td>0.59</td>
<td>0.41</td>
<td>0.10</td>
</tr>
<tr>
<td>0.45</td>
<td>0.20</td>
<td>0.72</td>
<td>0.23</td>
<td>0.27</td>
<td>0.26</td>
<td>0.67</td>
<td>0.37</td>
<td>0.14</td>
<td>0.29</td>
<td>0.61</td>
<td>0.40</td>
<td>0.14</td>
</tr>
<tr>
<td>0.60</td>
<td>0.15</td>
<td>0.75</td>
<td>0.25</td>
<td>0.21</td>
<td>0.16</td>
<td>0.76</td>
<td>0.34</td>
<td>0.16</td>
<td>0.22</td>
<td>0.67</td>
<td>0.34</td>
<td>0.20</td>
</tr>
</tbody>
</table>

Table 2.9: Comparison of component stresses and gain obtained using Experiments, Simulation and Analysis, for $f_n = 0.35$, four interval mode

<table>
<thead>
<tr>
<th>J</th>
<th>$J_{Lp}$</th>
<th>$m_{cap}$</th>
<th>$m_{cwp}$</th>
<th>Gain</th>
<th>$J_{Lp}$</th>
<th>$m_{cap}$</th>
<th>$m_{cwp}$</th>
<th>Gain</th>
<th>$J_{Lp}$</th>
<th>$m_{cap}$</th>
<th>$m_{cwp}$</th>
<th>Gain</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.18</td>
<td>3.28</td>
<td>2.12</td>
<td>2.52</td>
<td>1.38</td>
<td>2.96</td>
<td>1.93</td>
<td>1.93</td>
<td>1.11</td>
<td>4.42</td>
<td>2.65</td>
<td>2.64</td>
<td>1.32</td>
</tr>
<tr>
<td>0.30</td>
<td>2.46</td>
<td>1.72</td>
<td>1.96</td>
<td>0.87</td>
<td>2.85</td>
<td>1.82</td>
<td>1.82</td>
<td>0.86</td>
<td>4.21</td>
<td>2.52</td>
<td>2.51</td>
<td>1.21</td>
</tr>
<tr>
<td>0.35</td>
<td>2.19</td>
<td>1.56</td>
<td>1.80</td>
<td>0.72</td>
<td>2.75</td>
<td>1.78</td>
<td>1.80</td>
<td>0.82</td>
<td>3.98</td>
<td>2.38</td>
<td>2.38</td>
<td>1.12</td>
</tr>
<tr>
<td>0.45</td>
<td>2.05</td>
<td>1.50</td>
<td>1.60</td>
<td>0.55</td>
<td>2.50</td>
<td>1.60</td>
<td>1.60</td>
<td>0.70</td>
<td>3.36</td>
<td>2.06</td>
<td>2.05</td>
<td>0.91</td>
</tr>
<tr>
<td>0.60</td>
<td>1.92</td>
<td>1.48</td>
<td>1.56</td>
<td>0.44</td>
<td>2.00</td>
<td>1.43</td>
<td>1.23</td>
<td>0.52</td>
<td>2.53</td>
<td>1.63</td>
<td>1.61</td>
<td>0.62</td>
</tr>
</tbody>
</table>

Table 2.10: Comparison of interval durations obtained by Experiments, Simulation and Analysis, for $f_n = 0.6$, two interval mode

<table>
<thead>
<tr>
<th>J</th>
<th>$t_{A_1}$</th>
<th>$t_{B_1}$</th>
<th>$t_{A_1}$</th>
<th>$t_{B_1}$</th>
<th>$t_{A_1}$</th>
<th>$t_{B_1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.13</td>
<td>0.87</td>
<td>0.02</td>
<td>0.84</td>
<td>0.02</td>
<td>0.79</td>
<td>0.04</td>
</tr>
<tr>
<td>0.22</td>
<td>0.84</td>
<td>0.03</td>
<td>0.82</td>
<td>0.04</td>
<td>0.78</td>
<td>0.05</td>
</tr>
<tr>
<td>0.33</td>
<td>0.79</td>
<td>0.04</td>
<td>0.79</td>
<td>0.06</td>
<td>0.77</td>
<td>0.07</td>
</tr>
<tr>
<td>0.52</td>
<td>0.77</td>
<td>0.06</td>
<td>0.76</td>
<td>0.09</td>
<td>0.74</td>
<td>0.10</td>
</tr>
<tr>
<td>0.76</td>
<td>0.74</td>
<td>0.10</td>
<td>0.71</td>
<td>0.13</td>
<td>0.70</td>
<td>0.13</td>
</tr>
<tr>
<td>1.24</td>
<td>0.67</td>
<td>0.17</td>
<td>0.65</td>
<td>0.18</td>
<td>0.63</td>
<td>0.20</td>
</tr>
<tr>
<td>1.50</td>
<td>0.63</td>
<td>0.18</td>
<td>0.63</td>
<td>0.22</td>
<td>0.59</td>
<td>0.24</td>
</tr>
</tbody>
</table>
Table 2.11: Comparison of component stresses and gain obtained using Experiments, Simulation and Analysis for \( f_n = 0.6 \), two interval mode

<table>
<thead>
<tr>
<th>J</th>
<th>( J_{lp} )</th>
<th>( m_{cap} )</th>
<th>( m_{ctp} )</th>
<th>Gain</th>
<th>( J_{lp} )</th>
<th>( m_{cap} )</th>
<th>( m_{ctp} )</th>
<th>Gain</th>
<th>( J_{lp} )</th>
<th>( m_{cap} )</th>
<th>( m_{ctp} )</th>
<th>Gain</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.13</td>
<td>1.31</td>
<td>1.13</td>
<td>1.11</td>
<td>0.57</td>
<td>1.21</td>
<td>1.10</td>
<td>1.08</td>
<td>0.56</td>
<td>1.28</td>
<td>1.11</td>
<td>1.08</td>
<td>0.61</td>
</tr>
<tr>
<td>0.22</td>
<td>1.36</td>
<td>1.14</td>
<td>1.10</td>
<td>0.57</td>
<td>1.31</td>
<td>1.11</td>
<td>1.08</td>
<td>0.56</td>
<td>1.32</td>
<td>1.13</td>
<td>1.08</td>
<td>0.60</td>
</tr>
<tr>
<td>0.33</td>
<td>1.56</td>
<td>1.22</td>
<td>1.16</td>
<td>0.58</td>
<td>1.46</td>
<td>1.17</td>
<td>1.12</td>
<td>0.55</td>
<td>1.42</td>
<td>1.18</td>
<td>1.08</td>
<td>0.60</td>
</tr>
<tr>
<td>0.52</td>
<td>1.81</td>
<td>1.32</td>
<td>1.09</td>
<td>0.51</td>
<td>1.61</td>
<td>1.26</td>
<td>1.10</td>
<td>0.54</td>
<td>1.62</td>
<td>1.29</td>
<td>1.08</td>
<td>0.57</td>
</tr>
<tr>
<td>0.76</td>
<td>2.02</td>
<td>1.52</td>
<td>1.12</td>
<td>0.50</td>
<td>1.88</td>
<td>1.47</td>
<td>1.09</td>
<td>0.52</td>
<td>1.90</td>
<td>1.47</td>
<td>1.08</td>
<td>0.55</td>
</tr>
<tr>
<td>1.24</td>
<td>2.59</td>
<td>1.86</td>
<td>1.08</td>
<td>0.40</td>
<td>2.38</td>
<td>1.86</td>
<td>1.02</td>
<td>0.45</td>
<td>2.48</td>
<td>1.89</td>
<td>1.05</td>
<td>0.45</td>
</tr>
<tr>
<td>1.50</td>
<td>2.05</td>
<td>2.16</td>
<td>1.05</td>
<td>0.38</td>
<td>2.71</td>
<td>2.07</td>
<td>1.0</td>
<td>0.42</td>
<td>2.69</td>
<td>2.12</td>
<td>1.0</td>
<td>0.40</td>
</tr>
</tbody>
</table>
Figure 2.8: Typical waveforms obtained from an experimental set up ($v_{ab}$, $v_{ct}$ and $i$):
(a), (b) Continuous Capacitor Voltage Mode with 4 and 6 intervals respectively
(c), (d) Discontinuous Capacitor Voltage Mode.
[Details of the converter: Switches used - IRF 130, MOSFETs; Feedback diodes internal to MOSFETs; Input dc voltage, $2E = 50$ V; $L = 17.7\mu H$; $C_s = 0.047\mu F; C_t = 0.047\mu F$]
Figure 2.9: Plots of gain versus $f_n$ obtained using the experimental converter (marked "exp") along with those obtained using SPICE-3.

Figure 2.10: Plot of efficiency of the converter as a function of $f_n$, with $Q$ as a parameter.
application. Table 2.7 compares the theoretical and experimental values of the component stresses for the entire range of the converter output voltage. Both above resonance and below resonance cases are considered. The modes with respect to the number of intervals per half cycle of the switching frequency are also given. For example AB denotes occurrence of an “A” interval followed by a “B” interval in a two interval mode.

Tables 2.8 - 2.11 compare the interval durations and the peak component stresses for the four and two interval cases, obtained with theory, SPICE and experiments.

2.8 Conclusions

Various operating modes of the SPRC, including the multiple conduction modes, have been identified using computer simulation. General solutions for all the modes of operation have been presented. As an example, two of the predominant modes, with four and two intervals respectively, have been selected as the particular cases and the converter gain for those modes have been analytically obtained. The results obtained with analysis and simulation have been compared. The converter gain and peak component stresses have been plotted against per unit load current. Boundaries between the various modes, CCVM and DCVM as well as between leading and lagging p.f. modes, have been obtained and plotted. Simple expressions, meant for aiding the design engineer, have been obtained using numerical techniques. The theoretical and simulation results have been compared with the experimental results. To control the output voltage, the operating frequency can be varied in two directions. The range of frequency variation is slightly higher (up to $f_n = 2.0$) for above resonance case (as compared to the below resonance operation) for a full range output voltage control. The type of converter control discussed in this chapter (including multiple
conduction modes) can be utilized in power supplies meant to serve a wide range of voltage requirements. Multiple conduction modes are capable of supplying the rated gain for very low output current values.
Chapter 3

Large-Signal Analysis Using
Discrete Time Domain Modeling

In this chapter, a discrete time domain model for the LCC-type parallel resonant converter has been derived. This model has been used to predict the large-signal behavior of the converter. The peak component stresses and the dynamic response of the key state variables, as obtained from the large-signal analysis, using PROMATLAB software are plotted. SPICE results are included to verify the analytical results. Large-signal analysis of the SPRC operating in discontinuous current mode is also presented in this chapter. Theoretical results are experimentally verified.

3.1 Introduction

The various modes in which the SPRC operates in steady state were identified and analyzed in chapter 2. The steady-state analysis of chapter 2 is useful for better understanding and designing of the converter, but only under steady-state and not
during the transients. The dynamic response of the converter during the transient events is bound to govern proper design procedures and the choice of appropriate component ratings to be used. But the transient analysis is not easy to perform because of the following difficulties in modeling the transient events.
(a) The exact nature of the transient disturbance is unpredictable.
(b) The actual dynamic response of the converter during the transients is quite complex.

Thus, there is a need for a model which could give the major design constraints (such as the peak component ratings) without going into the complexities of an exact transient analysis. A discrete time domain model greatly simplifies this problem. Such simplification in predicting the transient behavior assumes greater significance for the SPRC, the mathematical analysis of which is more complex than the other two configurations. Such an approach was for the first time reported in [48] for a series resonant converter. Later on it was used for small-signal analysis of series resonant converter [42] and parallel resonant converter [54].

Small-signal analysis of an SPRC using an approximate method (extended describing function method) has been presented in [73]. However, large-signal modeling and behavior of SPRC is not available in the literature.

The dynamic response of the converter during the transients is quite significant [74, 75] and must be considered while formulating the design procedures for the converter. Especially regarding the choice of appropriate component ratings because it is mostly during the transients (such as switching ON/OFF of the converter or sudden load variation), that the converter components have to bear the maximum stress. Therefore it is useful to perform the large-signal analysis.

In this chapter, the discrete time domain modeling of the series-parallel resonant converter is presented to show the effectiveness of such a model in predicting the
transient behavior of the converter. It is shown that using this model, only the initial conditions at the beginning of every half cycle of the operating frequency are sufficient to predict the peak component stresses and the state behavior. A complete large-signal analysis is presented based on this modeling. Step change from full load to short circuit or open circuit conditions, which are actually the particular cases of transients caused due to a sudden variation in load, are of particular interest from a practical point of view. The behavior of the converter during these conditions is analyzed. Although the analysis and results have been presented for the converter designed to operate in lagging power factor mode under steady-state conditions, it can be modified for leading power factor mode of operation with some minor changes.

This chapter is divided into the following sections. The operation of the converter and the terminology used in this chapter are presented in section 3.2. Section 3.3 gives the details of derivation of the discrete time domain model. Necessary equations are included to clearly show the steps involved in the derivation of the model. Expressions for the peak component stresses are also given in the same section. The choice of state variables and the discrete state-space model is presented in section 3.4. Section 3.5 gives the details of the converter which will be used to illustrate the use of the large-signal model derived in sections 3.3 and 3.4, in predicting the large-signal behavior of the designed converter. Section 3.6 describes the implementation of the discrete time model on the computer and its use in determining the dynamic response of the converter during the transient conditions. Transient conditions caused due to different types of external disturbances are considered. To verify the results of theory, experimental results are included in section 3.7. Section 3.8 describes the large signal modeling and results for the DCM operation. Section 3.9 states the conclusions.
3.2 Converter Operation

In Fig. 3.1, the basic circuit diagram of the SPRC has been drawn with all the circuit quantities shown as discrete quantities. Fig. 3.2 illustrates typical waveforms starting from $k^{th}$ instant onwards, for the continuous current mode, in which the SPRC operates. The inductor current is lagging the voltage $v_{ab}$ and is operating in the lagging p.f. (above resonance) mode. The converter operation for this mode is explained next. In Fig. 3.2, the switch S1 is turned ON at time instant $t_{0(k)}$. This being a lagging power factor mode of operation, the inductor current has a negative value at that instant. The parallel capacitor voltage $v_{cl}$ starts rising and becomes positive at instant $t_{1(k)}$. As the parallel capacitor voltage switches polarity, the load current does it too. The tank current is being carried by the parallel diode D1 at the beginning of the positive half cycle of $v_{ab}$. This continues till a point “P”, where the current is transferred to the switch S1. At $t_{2(k)}$, S1 is turned-off and the next half cycle begins with the conduction of D2. There is no natural commutation of the switches here. But the turn on losses are almost negligible.

The second half cycle is exactly the same except that all the variables now have an opposite polarity as compared to the first half cycle. The first half cycle is called as the $k^{th}$ event, the second half cycle as the $(k+1)^{th}$ event and so on. Each of these events are split into two sub-events depending upon the polarity of the parallel capacitor voltage ($v_{cl}$) or the load current. There are explicit equations for each of these sub-events (called interval “A” and interval “B” [Fig. 3.3]).

The total conduction angle (switch + diode) is denoted by $\gamma_k$ [42, 48, 54]. As shown in Fig. 3.2

$$\gamma_k = \alpha_k + \beta_k$$  \hspace{1cm} (3.1)

where

$$\alpha_k = \omega_0(t_{1(k)} - t_{0(k)})$$  \hspace{1cm} (3.2)
Figure 3.1: Basic circuit diagram of LCC type PRC (half-bridge version) in discrete time domain. Details of snubber circuits are not shown.

Figure 3.2: Typical waveforms of the SPRC circuit starting from the $k^{th}$ instant for lagging power factor mode of operation. The various intervals are marked.
and \[ \beta_k = \omega_0(t_{0(k+1)} - t_{1(k)}) \] (3.3)

"\alpha_k" stands for the length of interval B and "\beta_k" stands for the length of interval A referred to the \(k^{th}\) event.

Further \[ \omega_0 = \frac{1}{\sqrt{LC_e}}; \quad C_e = \frac{C_s C_t}{C_s + C_t} \] (3.4)

The low ripple approximation, wherein the input and output voltages as well as the output current are assumed constant during an event (one half period)[42, 48], is followed. The variations in these quantities during an event are negligible as compared to the step changes they undergo at the beginning or end of an event.

### 3.3 The Discrete Time Domain Model of the SPRC

The following discrete time domain equations have been derived with respect to Fig. 3.2 using the models shown in Fig. 3.3. It should be noted that the subscript "0(\(k\))" denotes the value of that variable at the beginning of \(k^{th}\) interval while "0(\(k + 1\))" implies at the beginning of \((k + 1)^{th}\) interval. \(E(t_{0(k)})\) and \(J(t_{0(k)})\) denote the input voltage of the dc bus and the reflected load current at the beginning of the \(k^{th}\) event and are assumed constant throughout this event in accordance with the "low ripple approximation" described in section 3.2.

#### 3.3.1 \(k^{th}\) Event

**Interval** \(t_{0(k)} < t < t_{1(k)}\)

The \(k^{th}\) event starts at time instant \(t_{0(k)}\). The parallel capacitor voltage \(v_{cm}\) remains negative until instant \(t_{1(k)}\). This interval, which has been called as interval B [12], can be described by the following discrete equations with \(t'\) as the running variable.

\[ t' = t - t_{0(k)} \] (3.5)
Figure 3.3: Equivalent circuits for the two different intervals: (a) Interval B (b) Interval A. $L = L_s + L_t$, where $L_t$ is the leakage inductance of the hf transformer.

Figure 3.4: The output section of the SPRC referred to the primary side
The resonant inductor current, the series capacitor voltage and the parallel capacitor voltage for this interval are given by:

\[ i_L(t') = A_1B_k \sin(\omega_0 t') + B_1B_k \cos(\omega_0 t') + C_1B_k \]  \hspace{1cm} (3.6)

\[ v_{cs}(t') = A_2B_k [1 - \cos(\omega_0 t')] + B_2B_k \sin(\omega_0 t') + C_2B_k (\omega_0 t') + v_{cs}(t_0(k)) \]  \hspace{1cm} (3.7)

\[ v_{ct}(t') = A_3B_k [1 - \cos(\omega_0 t')] + B_3B_k \sin(\omega_0 t') + C_3B_k (\omega_0 t') + v_{ct}(t_0(k)) \]  \hspace{1cm} (3.8)

The constants used in the above equation are defined as below:

\[ A_1B_k = \frac{[E(t_0(k)) - (v_{cs}(t_0(k)) + v_{ct}(t_0(k)))]}{Z}; \quad B_1B_k = (i_L(t_0(k)) + (C_e/C_i)I(t_0(k))) \]

\[ C_1B_k = -(C_e/C_i)I(t_0(k)) \]

\[ A_2B_k = Z(C_e/C_s)A_1B_k; \quad B_2B_k = Z(C_e/C_s)B_1B_k \]

\[ C_2B_k = Z(C_e/C_s)C_1B_k \]

\[ A_3B_k = Z(C_e/C_i)A_1B_k; \quad B_3B_k = Z(C_e/C_i)B_1B_k \]

\[ C_3B_k = -Z(C_e/C_i)C_1B_k \]

where \( Z = \sqrt{\frac{L}{C_e}} \)

Interval \( t_1(k) < t < t_0(k+1) \).

During this sub-event, the voltage \( v_{ct} \) (and the reflected load current) remains positive.

This is called interval A. Let \( t'' \) be the running variable for this interval.

\[ t'' = t - t_1(k) \]  \hspace{1cm} (3.9)

Equations describing this interval are:

\[ i_L(t'') = A_1A_k \sin(\omega_0 t'') + B_1A_k \cos(\omega_0 t'') + C_1A_k \]  \hspace{1cm} (3.10)

\[ v_{cs}(t'') = A_2A_k [1 - \cos(\omega_0 t'')] + B_2A_k \sin(\omega_0 t'') + C_2A_k (\omega_0 t'') + v_{cs}(t_1(k)) \]  \hspace{1cm} (3.11)

\[ v_{ct}(t'') = A_3A_k [1 - \cos(\omega_0 t'')] + B_3A_k \sin(\omega_0 t'') + C_3A_k (\omega_0 t'') + v_{ct}(t_1(k)) \]  \hspace{1cm} (3.12)

As before, the constants used in the above equations are defined below:

\[ A_1A_k = \frac{[E(t_1(k)) - (v_{cs}(t_1(k)) + v_{ct}(t_1(k)))]}{Z}; \quad B_1A_k = (i_L(t_1(k)) - (C_e/C_i)I(t_0(k))) \]
\[ C_{1k} = \frac{C_e}{C_t} I(t_0(k)) \]

\[ A_{2k} = Z\left(\frac{C_e}{C_s}\right)A_{1k}; B_{2k} = Z\left(\frac{C_e}{C_s}\right)B_{1k}; C_{2k} = Z\left(\frac{C_e}{C_s}\right)C_{1k} \]

\[ A_{3k} = Z\left(\frac{C_e}{C_t}\right)A_{1k}; B_{3k} = Z\left(\frac{C_e}{C_t}\right)B_{1k}; C_{3k} = -Z\left(\frac{C_e}{C_s}\right)C_{1k} \]

\[ A_{1B_k}, A_{2B_k}, \text{etc. denote the constants involving the initial values of the three variables (resonant current, series capacitor voltage and parallel capacitor voltage) at instant } t_0(k), \text{ while } A_{1A_k}, A_{2A_k}, \text{ etc. involve initial conditions at instant } t_1(k). \text{ These values can be evaluated in terms of } A_{1B_k}, A_{2B_k}, \text{ etc. using (3.6) - (3.8).} \]

### 3.3.2 \((k + 1)^{th}\) Event

The \((k + 1)^{th}\) event starts at time instant \(t_0(k+1) = t_2(k)\), which is also the end point of \(k^{th}\) event. Thus the final values of the variables for the \(k^{th}\) event are the initial values for the \((k + 1)^{th}\) event. The equations representing the two intervals of the \((k + 1)^{th}\) event can be written in the same way as for the \(k^{th}\) event except that now the A, B, C constants will get redefined. For interval \(t_0(k+1) < t < t_{1(k+1)}\), the A, B, C constants will be defined in terms of the initial conditions at instant \(t_0(k+1)\), while those for interval \(t_{1(k+1)} < t < t_0(k+2)\) will be defined in terms of the initial conditions at instant \(t_1(k+1)\).

The equations (3.5) - (3.12), describing the \(k^{th}\) event along with those for the \((k + 1)^{th}\) event, describe one full cycle of the SPRC operation. The initial values of the \((k + 1)^{th}\) event are expressed in terms of the initial values of the \(k^{th}\) event as below:

\[ i_L(t_0(k+1)) = A_{1B_k}\sin(\gamma_k) + B_{1B_k}\cos(\gamma_k) + C_{1B_k}(2\cos(\beta_k) - 1) \quad (3.13) \]

\[ v_{cs}(t_{0(k+1)}) = A_{2B_k}(1 - \cos(\gamma_k) + B_{2B_k}\sin(\gamma_k) + C_{2B_k}(\alpha_k - \beta_k + 2\sin(\beta_k)) \]
\[ v_{ct}(t_{0(k+1)}) = A_3B_k(1 - \cos(\gamma_k)) + B_3B_k\sin(\gamma_k) + C_3B_k(\alpha_k - \beta_k) + 2Z\frac{C_e}{C_t}C_1B_k\sin(\beta_k) + v_{ct}(t_{0(k)}) \] (3.15)

### 3.3.3 Evaluation of \( \alpha_k \) and \( \beta_k \)

Equation (3.1) relates the half period of the driving frequency to the sum of \( \alpha_k \) and \( \beta_k \). Since the switching frequency is known, if \( \alpha_k \) can be determined, \( \beta_k \) can also be determined. For that another equation is required which comes from the fact that the parallel capacitor voltage \( v_{ct} \) is zero at time instant \( t_{1(k)} \). Making use of (3.8) and substituting the values of \( A, B, C \) constants, we end up with a transcendental equation of the following form.

\[ f\sin(\alpha_k) + g\cos(\alpha_k) = h \] (3.16)

Solution of this equation yields the following result, which was also derived earlier in continuous time domain [12].

\[ \alpha_k = l\pi - \sin^{-1}\left(\frac{h}{\sqrt{f^2 + g^2}}\right) - \tan^{-1}\left(\frac{g}{f}\right) \] (3.17)

Where \( l = 1 \) for \( f_n \) (Normalized operating frequency) > 1 and 0 for \( f_n < 1 \)

\[ f = E(t_{0(k)})\sin(\gamma_k) \] (3.18)
\[ g = E(t_{0(k)})(1 + \cos(\gamma_k)) \] (3.19)
\[ h = g - ZC_1B_k\sin(\gamma_k) + ZI(t_{0(k)})(C_e/C_s)(\gamma_k/2)(g/E(t_{0(k)})) \] (3.20)

Once determined, the value of \( \alpha_k \) can be substituted in (3.1) to give \( \beta_k \).
3.3.4 The Output Equations

To consider the dynamic response of the SPRC it is necessary that the dynamic equations representing the output section of the SPRC be considered where the output current and voltage can no longer be considered constants (unlike in the steady state analysis).

Fig. 3.4 shows the output section of the SPRC. The non linear equations representing this section are:

\[
I(t_0(k+1)) = I(t_0(k)) + \frac{1}{L_f} \int_{t_0(k)}^{t_0(k+1)} [(v_{ct}(\tau)) d\tau] - \frac{1}{L_f} [v_0(t_0(k))(t_0(k+1) - t_0(k))] \\
v_0(t_0(k+1)) = v_0(t_0(k)) + \frac{(I(t_0(k)) - \frac{v_0(t_0(k))}{R_c})(t_0(k+1) - t_0(k))}{C_f} \tag{3.21}
\]

The integration interval in (3.21) can be split into two. One being \( t_0(k) \) to \( t_{1(k)} \) and the other being \( t_{1(k)} \) to \( t_0(k+1) \). Value of \( v_{ct} \) can then be substituted using (3.8) and (3.12) with an additional negative sign introduced for the interval B expression to account for the absolute value of \( v_{ct} \). The following simplified expression is obtained.

\[
I(t_0(k+1)) = I(t_0(k)) + \frac{1}{X_{LF}} A_{3B_k} (\beta_k - \alpha_k) + 2 \sin(\alpha_k) - \sin(\gamma_k) + 1/X_{LF} A_{3B_k} (2 \cos(\alpha_k) - 1 - \cos(\gamma_k)) - 1/2 X_{LF}.C_{3B_k}(\alpha_k - \beta_k)^2 + 2.Z/X_{LF}(C_c/C_t)C_{1B_k} (1 - \cos(\beta_k)) + 1/X_{LF}.v_{ct}(t_0(k))(\beta_k - \alpha_k) - 1/X_{LF}.v_0(t_0(k)) \gamma_k \tag{3.23}
\]

where \( X_{LF} = \omega_0 L_f \).

3.3.5 Peak Component Stresses

Peak Inductor Current
It can be shown that the peak inductor current is given by:

\[
i_{L(\text{peak})} = -i_L(t_0(k)), -(v_{cs}(t_0(k)) + v_{cl}(t_0(k))) < E(t_0(k)), i_L(t_0(k)) < 0 \quad (3.24)
\]

\[
= (A_{1A_k}^2 + B_{1A_k}^2)^{1/2} + C_{1A_k},
\]

\[
-(v_{cs}(t_0(k)) + v_{cl}(t_0(k))) > E(t_0(k)), i_L(t_0(k)) > 0 \quad (3.25)
\]

**Peak Series Capacitor Voltage**

The voltage \(v_{cs}\) will be at its peak when the inductor current is zero. The value of the angle at which this will happen, can be found out by equating (3.6) or (3.10) to zero, depending upon whether it is lagging or leading power factor mode of operation. This yields the following:

\[
\theta_{\text{cs}_{pk}} = -\sin^{-1}[C_{1B_k}/(A_{1B_k}^2 + B_{1B_k}^2)^{1/2}] - \tan^{-1}(B_{1A_k}/A_{1B_k}), i_L(t_0(k)) < 0 (3.26)
\]

\[
\theta_{\text{cs}_{pk}} = \pi + \sin^-1[C_{1A_k}/(A_{1A_k}^2 + B_{1A_k}^2)^{1/2}] - \tan^{-1}(B_{1A_k}/A_{1A_k})
\]

\[
i_L(t_0(k)) > 0 (3.27)
\]

This value can then be substituted in (3.7) or (3.11) to obtain the maximum series capacitor voltage.

**Peak Parallel Capacitor Voltage**

The peak parallel capacitor voltage occurs at the following angle.

\[
\theta_{\text{cp}_{pk}} = \pi + \sin^{-1}[C_{3B_k}/(A_{3A_k}^2 + B_{3A_k}^2)^{1/2}] - \tan^{-1}(B_{3A_k}/A_{3A_k})
\]

\[
i_L(t_0(k)) < -I(t_0(k)) \quad (3.28)
\]

\[
\theta_{\text{cp}_{pk}} = -\sin^{-1}[C_{3B_k}/(A_{3B_k}^2 + B_{3B_k}^2)^{1/2}] - \tan^{-1}(B_{3B_k}/A_{3B_k})
\]

\[
i_L(t_0(k)) > -I(t_0(k)) (3.29)
\]

These values can then be substituted in (3.8) or (3.12), depending on the mode of operation, to obtain the peak parallel capacitor voltage.
3.4 The Discrete State-Space Model

3.4.1 Selection of Discrete State Variables

The following discrete state variables were chosen (corresponding to the energy storage elements in the circuit) to arrive at the discrete state-space model with reference to Fig. 3.2.

For the \( k^{th} \) event:

\[
\begin{align*}
    x_1(k) &= -i_L(t_0(k)) \\
    x_2(k) &= -v_c(t_0(k)) \\
    x_3(k) &= -v(t_0(k))
\end{align*}
\]

(3.30)

(3.31)

(3.32)

For the \((k + 1)^{th}\) event, these variables get redefined as:

\[
\begin{align*}
    x_1(k+1) &= i_L(t_0(k+1)) \\
    x_2(k+1) &= v_c(t_0(k+1)) \\
    x_3(k+1) &= v(t_0(k+1))
\end{align*}
\]

(3.33)

(3.34)

(3.35)

Apart from the above three, two additional discrete state variables were introduced for the output section of the SPRC.

\[
\begin{align*}
    x_4(k) &= I(t_0(k)) \\
    x_5(k) &= v_0(t_0(k))
\end{align*}
\]

(3.36)

(3.37)

for the \( k^{th} \) event. It must be pointed out here that the same choice of state variables will hold for the below resonance operation also, except that the signs will have to be reversed in (3.30) and (3.33).
3.4.2 Formulation of the Model

Using the state variables just introduced and incorporating them in equations (3.13) to (3.15) and (3.22), (3.23) the following discrete state-space model was obtained.

\[ x_{1}(k+1) = A_{1}B_{k}\sin(\gamma_{k}) + B_{1}B_{k}\cos(\gamma_{k}) + C_{1}B_{k}(2\cos(\beta_{k}) - 1) \]

\[ x_{2}(k+1) = A_{2}B_{k}(1 - \cos(\gamma_{k})) + B_{2}B_{k}\sin(\gamma_{k}) + C_{2}B_{k}(\alpha_{k} - \beta_{k} + 2\sin(\beta_{k})) - x_{2}(k) \]

\[ x_{3}(k+1) = A_{3}B_{k}(1 - \cos(\gamma_{k})) + B_{3}B_{k}\sin(\gamma_{k}) + C_{3}B_{k}(\alpha_{k} - \beta_{k}) + 2Z\frac{C_{2}}{C_{l}}C_{1}B_{k}\sin(\beta_{k}) - x_{3}(k) \]

\[ x_{4}(k+1) = x_{4}(k) + 1/X_{LJ}A_{3}B_{k}((\beta_{k} - \alpha_{k}) + 2\sin(\alpha_{k}) - \sin(\gamma_{k})) + \frac{1}{X_{LJ}}B_{3}B_{k}(2\cos(\alpha_{k}) - 1 - \cos(\gamma_{k})) - \frac{1}{2X_{LJ}}C_{3}B_{k}(\alpha_{k} - \beta_{k})^{2} \]

\[ + \frac{2Z}{X_{LJ}}\frac{C_{2}}{C_{l}}C_{1}B_{k}(1 - \cos(\beta_{k})) - \frac{1}{X_{LJ}}x_{3}(k)(\beta_{k} - \alpha_{k}) - \frac{1}{X_{LJ}}x_{5}(k)\gamma_{k} \]

\[ x_{5}(k+1) = x_{5}(k) + \gamma_{k}X_{CJ}(x_{4}(k) - \frac{x_{5}(k)}{R_{L}}) \]

Where \( X_{CJ} = \frac{1}{\omega_{0}C_{J}} \). This completes the formulation of the discrete state-space model represented by equations (3.38) through (3.42). These are non linear discrete equations and are of the following general form.

\[ x_{i}(k+1) = f_{i}(x_{1}(k), x_{2}(k), x_{3}(k), x_{4}(k), x_{5}(k), \gamma_{k}, E(t_{0}(k))) \]

Where "\( f_{i} \)" represents some non-linear function and \( i = 1 \ldots 5 \).

3.4.3 The Steady State

During the steady state.

\[ x_{i}(k) = x_{i}(k+1) \]
Applying this condition to equations (3.38) to (3.42), and then solving the equations simultaneously, the following steady-state expressions are obtained.

\[
x_{1(k)} = -(E(t_0(k))/Z).\sin(\gamma_k)/(1 + \cos(\gamma_k)) - (C_e/C_t).I(t_0(k)) + (C_e/C_t).I(t_0(k)).[\cos(\alpha_k) + \cos(\beta_k)]/(1 + \cos(\gamma_k))
\]

\[
x_{2(k)} = Z.I(t_0(k))(C_e/C_s)(C_e/C_t)[\sin(\beta_k) - \sin(\alpha_k)]/(1 + \cos(\gamma_k)) - Z.(C_e/C_t)(C_e/C_s).I(t_0(k)).(\gamma_k - 2\alpha_k)/2
\]

\[
x_{3(k)} = Z.I(t_0(k))(C_e/C_t)^2[\sin(\beta_k) - \sin(\alpha_k)]/(1 + \cos(\gamma_k)) + Z.(C_e/C_t)(C_e/C_s).I(t_0(k)).(\gamma_k - 2\alpha_k)/2
\]

And similarly for the output current and voltage.

\[
x_{4(k)} = I(t_0(k))
\]

\[
x_{5(k)} = (2/\gamma_k)(C_e/C_t)E(t_0(k)).(-\sin(\gamma_k/2 - \alpha_k)/\cos(\gamma_k/2) + (\gamma_k/2 - \alpha_k))
\]

The subscript "k" may be dropped from the above steady-state expressions for obvious reasons. These steady-state solutions are same as those derived in continuous time domain, in [12].

3.5 Design of the Converter

An SPRC has been designed using the procedure given in [12], to illustrate the use of discrete time domain model, derived earlier, for predicting the large-signal behavior of the converter. Design is done for the worst case loading conditions i.e. for maximum load current with minimum input voltage. At the rated design conditions given below, the converter operates in lagging power factor mode of operation. The SPRC designed has the following specifications:

Input supply voltage, \(V_{\text{min}}(=2E) = 50\) V.

Output voltage of the converter, \(V_0 = 24\) V.
Output voltage ripple, \( V_{o(p-p)} = \pm 0.025 \) V.

Output current ripple, \( I_{p-p} = \pm 0.010 \) A.

Maximum output power, \( P_o = 100 \) Watts.

Switching frequency, \( f_t = 200 \) kHz.

The design values obtained are:

Normalized load current, \( J = \frac{I}{(E/2)} = 4.3 \) p.u.; \( n = 1 \).

\( L = 17.74\mu H \); \( C_s = 0.047\mu F \); \( C_l = n^2C'_l = 0.047 \mu F \).

The rated load resistance is, \( R'_L = 6.0 \) \( \Omega \).

Using the second harmonic component, values of the filter components for the given ripple specifications are: \( L_f \approx 1000 \mu H \); and \( C_f \approx 1 \mu F \).

### 3.6 Results of the Analysis

The discrete time domain model described in sections 3.3 and 3.4 was used in predicting the transient behavior of the designed converter operating under open loop conditions. PRO-MATLAB was used to solve the discrete time domain equations on the computer. These results are also verified using SPICE software. Results obtained for four types of step changes in the operating conditions of the converter are presented below. It must be noted that in all the plots, the step change in the operating condition takes place at the origin.

#### 3.6.1 Sudden Switching ON of the Supply Voltage

Fig. 3.5(a) shows the initial stage of the transient phase caused by switching ON the input dc supply to the converter. These waveforms show a leading power factor operation during the initial phase although the converter is designed to operate in lagging power factor mode during steady state. Figs. 3.5(b) and (c) show the
inductor current and parallel capacitor voltage during the entire transient phase. As can be noticed from these figures, the resonating inductor doesn’t have to undergo additional stress during the transients and hence the steady-state design specifications are sufficient. But the parallel capacitor voltage experiences an overshoot of almost 1 p.u. and hence the rating should be carefully chosen in case of an open loop operation.

Figs. 3.5(d) and (e) show the SPICE plots corresponding to Figs. 3.5(b) and (c). There is a good agreement between the transient behavior predicted by the model and SPICE results. The effect of below resonance operation during the transient phase is shown in Fig. 3.5(f), which shows that the anti-parallel diode peak current is much higher during the transient phase as compared to its steady-state value. Fig. 3.6(a) shows plots of the variation in peak component stresses during the transients. Fig. 3.6(b) shows how the discrete state variables vary during the transient phase. The point marked “CO” (cross over) on Fig. 3.6(b) symbolizes the time instant where the lagging power factor operation of the converter is restored. It can be seen from these plots that the converter takes about five hundred microseconds to reach the steady state. This is a direct consequence of putting a large filter inductor at the output. As is shown later, a smaller value results in a faster response. The output variables (output current and voltage) defined as state variables $x_4$ and $x_5$, are plotted in Fig. 3.6(c) obtained from the discrete model and SPICE. It can be seen once again that the results are quite close.

When the converter supply is switched OFF, the circuit variables behave as shown in Figs. 3.7(a) and (b). The tank current shows a smooth exponential decay without additional stresses. The output variables too show a similar trend. It is observed that just like during the switching ON, in this case also, the anti-parallel diodes have to undergo an additional peak current stress. This fact is illustrated in Fig. 3.7(c). It was observed that the converter alternates between leading and lagging power factor
Figure 3.5: Transient waveforms caused by switching ON the input supply to the converter. Resonant inductor current during (a) the very initial transient phase and (b) the entire transient phase. (c) Parallel capacitor voltage during the transient phase. (d), (e) SPICE plots corresponding to (b) and (c). (f) Peak anti-parallel diode current.

Note: Component values used correspond to the design example and $L_f = 1000 \, \mu H$. 
Figure 3.6: Switching ON transients continued.
(a) Peak component stresses as obtained from the model. (b) The discrete state (tank) variables as obtained from the model. (c) Output state variables. In (c), SPICE results are also plotted.
Note: All these plots have been obtained with discrete set of points obtained one per half cycle, and connected to give an over all continuous picture. Further, the step change in the operating condition occurs at origin in all the plots.
Fig. 3.6 (continued)
Figure 3.7: Switch OFF transients: (a) The resonating inductor current. (b) Output variables. (c) Peak anti-parallel diode current.
Fig. 3.7 (continued)
mode of operation till it is completely switched off.

### 3.6.2 Step Change in Input Supply Voltage

Effect of input voltage variation, when input voltage is changed from 1 p.u. to 2 p.u., is shown in this section. Fig. 3.8(a) shows effect of this disturbance on the tank current, which smoothly settles to a new steady-state value in about 250 µs.

The transient waveform given in Fig. 3.8(b) shows the variation of the parallel capacitor voltage. Figs. 3.8(c) and (d) show the corresponding SPICE plots. The peak component stresses are plotted in Fig. 3.9. The peak parallel capacitor voltage plot shows that the capacitor experiences approximately 5 percent more stress than the new steady-state stress. But since normally some higher margin is given while selecting components, this over stressing can be ignored. The tank state variables are plotted in Fig. 3.10(a). The figure shows that the converter temporarily enters the below resonance mode of operation before recovering back at point “CO”. Fig. 3.10(b) compares the plots of the output state variables obtained from the model and SPICE.

### 3.6.3 Step Change in Operating Frequency

An example is considered where the operating frequency is given a step increment of 10 kHz. This variation is sufficient to cause non-linear transients. At the same time, this alteration doesn’t alter the basic mode of operation shown in Fig. 3.2. Figs. 3.11(a) to (d) show the inductor current and parallel capacitor voltage variation from model and SPICE. Fig. 3.12 shows the peak stresses as obtained with the model. As can be seen from these plots there are no appreciable additional stresses on the components during this kind of transients. Figs. 3.13(a) and (b) show the variation
Figure 3.8: Results for step change in input supply voltage from 25V to 50V: (a) Resonant inductor current during the transient phase. (b) Parallel capacitor voltage during the transient phase. (c),(d) SPICE plots corresponding to (a) and (b) respectively.
Fig. 3.8 (continued)
Figure 3.9: Peak component stresses for step change in the input voltage.
Discrete State Variables (p.u.)
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Figure 3.10: Variation in state variables for step change in the input voltage. (a) Tank state variables. (b) Output state variables. In (b), the SPICE results are also included for the sake of comparison.
Figure 3.11: Results obtained for a sudden change in the operating frequency from 200 kHz to 210 kHz. (a) Resonant inductor current. (b) Parallel capacitor voltage. (c), (d) SPICE plots corresponding to (a) and (b).
Figure 3.12: Peak component stresses as obtained from the model due to variation in frequency.
of the state variables.

### 3.6.4 Step Change in Load

The loading conditions of the converter may change suddenly subject to external factors. This sudden change is bound to cause transients. Here, three examples are considered.

**Eg. 1: Load current is suddenly halved (load resistance doubled)**

Figs. 3.14(a) and (b) show the variation of the inductor current and the parallel capacitor voltage during the transient phase. The parallel capacitor voltage experiences a small variation. However, the resonating inductor current shows a large variation. Figs. 3.14(c) and (d) show the SPICE plots corresponding to 3.14(a) and (b). Peak stresses have been plotted in Fig. 3.15(a). Unlike the parallel capacitor voltage, the series capacitor voltage shows a large variation. The plots of state variables are given in Figs. 3.15(b) and (c). Fig. 3.15(b) shows that the converter enters below resonance mode. Fig. 3.15(c) shows that the output voltage shoots up to nearly twice the steady state value. Therefore the voltage rating of the output filter capacitor and diodes must be carefully chosen. The output current on the other hand doesn’t show any over shoot because of the presence of a large filter inductor.

**Eg. 2: Step Change from Full Load to Open Circuit Condition**

From practical point of view, an open circuit condition at the output is very important. The proposed model was used to study the effect of a step change in the load from full load to near open circuit condition. Figs. 3.16(a) and (b) show the variation of the tank current and the parallel capacitor voltage under sudden open circuit conditions. The current waveforms show a marked drop in the peak value before settling down to a new steady-state value. The parallel capacitor voltage shows an additional stress of about 0.5 p.u. for nearly 50 μs before settling down to its steady-state value.
Figure 3.13: Discrete state variables for step change in the operating frequency. (a) Tank state variables. (b) Output state variables. In (b), SPICE results are also included for comparison.
Figure 3.14: Results obtained for a step change in load resistance to twice the rated value. (a) Resonant inductor current. (b) Parallel capacitor voltage during the transient phase. (c),(d) SPICE plots corresponding to 3.14(a) and (b) respectively.
Figure 3.15: (a) Peak component stresses as obtained from the model due to step change in load. (b) The discrete state (tank) variables. (c) Output state variables. In (c), SPICE results are also included for comparison.
Fig. 3.15 (continued)
Fig. 3.16(c) shows that the converter enters leading p.f. (below resonance) mode of operation. The plot of output variables in Fig. 3.16(d) shows that the current takes about 50 $\mu$s to reduce to near zero value (it is not exactly zero because of the presence of a high value bleeder resistance). This is affected by the value of the filter inductor. It must be pointed out that the output voltage increases in the absence of a closed loop frequency control.

**Eg. 3: Step Change from Full Load to Short Circuit Condition**

SPICE was used to study this effect as the proposed model can not be applied in this case. This is because under these conditions, the duration for which all the diodes in the output bridge rectifier get shorted (causing more discontinuity in the parallel capacitor voltage), is increased causing operating waveforms that are significantly different from those shown in Fig. 3.2. Fig. 3.17(a) shows how the tank current appears just after a short circuit has been induced. There is an additional over stress of about 2 p.u. for about 180 $\mu$s, before it attains the steady-state value. It has been observed that the lagging p.f. mode of operation is maintained during the short circuit conditions. In Fig. 3.17(b), the parallel capacitor voltage drops to zero in about 180 $\mu$s. The output current settles down to a new higher value which is determined by the short circuit resistance. But the load current doesn’t shoot up suddenly due to a large filter inductor at the output. It is shown in section 3.7, that many disadvantages of the open loop operation can be overcome by operating the converter in a closed loop manner.

### 3.6.5 Effect of the Output Filter

Define the characteristic impedance of the output filter [76] as:

$$Z_f = \sqrt{\frac{L_f}{C_f}}$$  \hspace{1cm} (3.50)
Figure 3.16: Transient waveforms during the step change in load from full load to open circuit condition. (a) Resonating inductor current. (b) Parallel capacitor voltage. (c), (d) Discrete state variables.
Figure 3.17: Transient waveforms during the step change in load from full load to short circuit condition. (a) Resonating inductor current. (b) Parallel capacitor voltage. (c) Output Current.
The response of the converter is affected by this value. The proposed model has been used to show the effect of $Z_f$ on the converter response at the time of switching ON. Two different values $L_f$ (1000 $\mu$H and 300 $\mu$H) were used corresponding to $Z_{f1}$ and $Z_{f2}$. Results have been obtained for different values of $Z_{f1}$ and $Z_{f2}$ corresponding to different values of filter capacitor. Fig. 3.18(a) shows variation of peak resonant current for different values of $Z_{f1}$'s. The response becomes faster and the peak goes higher as $Z_f$ is decreased (either by decreasing $L_f$ or by increasing $C_f$). Fig. 3.18(b) on the other hand shows that, the peak parallel capacitor voltage during the transient phase decreases with a decrease in the value of $L_f$ and is independent of $C_f$ for a given value of $L_f$. Fig. 3.18(c) shows the state response of the converter corresponding to tank current. The time instants at which the converter “crosses over” from below resonance (leading p.f. mode) to above resonance (lagging p.f. mode) mode of operation are marked as CO1, CO2 etc. It can be seen that the lagging power factor mode of operation is restored faster as the value of $L_f$ is decreased. Fig. 3.18(d) shows a similar trend in the speed of response. The output voltage response for different values of $Z_f$ are plotted in Fig. 3.18(e). It is clear that there is a trade off between the peak component stresses and the transient response time with respect to the output filter design, which is normally done according to ripple specifications of the output quantities. Most suitable filter component values can be chosen based on the specifications of peak stresses, transient response time and output ripple. The curves presented in this section can be used for this purpose.

3.7 Experimental Results

An experimental converter was built, whose specifications are given in section 3.5. This set up was used to verify the results of theory. Figs 3.19 - 3.22 show
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Fig. 3.18 Effect of the characteristic impedance of the output filter section on the response of the converter during switching ON.

(a), (b) The peak resonating inductor current and the parallel capacitor voltage.

Discrete state variables

(c) $x_1$ corresponding to tank current.

(d) $x_3$ corresponding to parallel capacitor voltage.

(e) $x_5$ corresponding to output voltage.
Fig. 3.18 (continued)
the experimental plots corresponding to the analytical plots of section 3.6. All the
experimental waveforms are reasonably close to those obtained from theory. However,
some deviation in the values is expected as the drops and losses have been neglected
in the theoretical analysis.

As was stated in section 3.6.4, many drawbacks of the open loop operation can be
overcome when the converter is operated in closed loop fashion. Fig 3.22(d) shows
the waveforms of output voltage along with those of $v_{ab}$ and $i_L$, in the event when the
load current is reduced to 50 % full load value in a step manner. Contrary to the open
loop result of Fig. 3.15(b), it is observed that the converter does not enter the “below
resonance” mode of operation due to the corrective action of the controller on the
operating frequency. The operating frequency goes up to prevent the output voltage
from going up. It was observed that the converter enters discontinuous capacitor
voltage mode during this phase. It can also be seen that the peak tank current is also
reduced due to the closed loop control. This peak rises gradually to its new (lower)
steady-state value when the converter recovers from the transient condition.

3.8 Discontinuous Current Mode (DCM)

In this section, a discrete time domain model for the LCC-type parallel resonant
converter, operating in discontinuous current mode (DCM) has been derived. All the
equations representing the discrete time domain model are given. This model is useful
in predicting some of the basic design constraints (peak component stresses etc.),
which are governed by the dynamics of the converter during transients. However, due
to the presence of three interval operating mode, the analysis is more complex than the
CCM case and numerical solution is required. The analytical results, obtained using
PRO-MATLAB are discussed and verified by SPICE simulation and experiments.
Figure 3.19: Experimental waveforms during the transients caused by switching ON the dc supply of the converter (0 to 25 Volts). The instant where the step change occurs is shown by an arrow: (a) The very initial stage of the resonant inductor current. This Figure corresponds to Fig. 5(a). (b) Resonating inductor current during the entire transient phase. (c) Parallel capacitor voltage during the transient phase. (d) Output voltage. Details of the converter: \( L_s = 17.74\mu H \); \( C_s = 0.047\mu F \); \( C_t = 0.047\mu F \); \( C_f = 1\mu F \); \( L_f = 1000\mu H \); Input dc voltage, \( 2E = 50 \) Volts; Switches used: IRF 640 MOSFET's.
Figure 3.20: Experimental waveforms during the transients caused by a step change in the input supply from 25 Volts to 50 Volts: (a) Resonant inductor current. (b) Parallel capacitor voltage. (c) Output voltage.

Figure 3.21: Experimental waveforms during the transients caused by a step change in the operating frequency from 200 kHz to 210 kHz. (a) Resonant inductor current. (b) Parallel capacitor voltage. (c) Output voltage.
Figure 3.22: Experimental waveforms for a step change in the load from full load to half full load current (load resistance doubled). (a) Parallel capacitor voltage. (b) Resonant inductor current. (c) Output voltage. (d) Closed loop results for a step change in the load from full load to half load.
3.8.1 Converter Operation in DCM

In the discontinuous current mode (DCM) [13], the current flowing through the switches is zero at the time of switching. Thus the switching power losses are negligible, thereby increasing the efficiency of the converter and allowing high operating frequency. This leads to a reduction in size of the magnetic components of the circuit. Also, the resonant tank current and voltage waveforms are nearly sinusoidal [13], reducing the problems of EMI. Indeed, an SPRC operating in the DCM under steady state is very promising in terms of efficiency and size of the magnetic components. But what about the transient phase? How does a converter designed to operate in DCM, behaves during the transients? Does it maintain zero current switchings? How do the waveforms look like? What kind of peak stresses are experienced by the resonant tank components? What kind of external control is required during the transients and how should it be designed?

Fig. 3.23(a) illustrates typical waveforms from \( k^{th} \) instant onwards, for just DCM and the discontinuous capacitor voltage mode (DCVM) operation of the SPRC. These waveforms correspond to the rated output power and minimum supply voltage, with an “A interval” occurring between two “C intervals” marked \( a_k \), \( c_{1k} \) and \( c_{2k} \) respectively. The equivalent circuits of the SPRC during these intervals are shown in Fig. 3.24. During the intervals \( c_{1k}, c_{2k} \), the parallel capacitor voltage is zero, since all the diodes of the output rectifier bridge conduct. During interval \( a_k \), only two output diodes are conducting and the polarity of capacitor voltage and the direction of rectifier input current are as shown. Fixed “ON time” and variable frequency gating is used to control the power output for load (or line) variations, resulting in a fourth interval \( d_k \) next to \( c_{2k} \) (Fig. 3.23(b)) for reduced output power. The equivalent circuit of the SPRC during this fourth interval is shown in Fig. 3.24(c). During this interval, since all the switches are off, both the parallel capacitor voltage and the resonant
Figure 3.23: (a) Typical waveforms of the SPRC circuit operating in just DCM and DCVM mode of operation starting from the \( k^{th} \) instant. (b) Discontinuous current mode waveforms showing the presence of a fourth interval \( (d_k) \) during the “fixed ON time, variable frequency” gating control of the output power. The various intervals are marked in both the figures.
Figure 3.24: The equivalent circuits of the SPRC during the various intervals of DCVM and just DCM mode, using the constant current model. (a) During interval $\alpha_k$. (b) During interval $\epsilon_k$. (c) During interval $d_k$. 
tank current are zero, while the voltage $v_{ab}$ is equal to the series capacitor voltage (since terminals "a" and "b" are open) till the complementary switch is turned ON.

It must be pointed out that for any half cycle, the gating signal to the conducting MOSFET may be withdrawn once its anti-parallel diode begins to conduct. The resonant current sinusoidally goes to zero and remains so till the next half cycle begins.

### 3.8.2 Discrete Time Domain Model for DCM

The discrete time domain model is obtained with respect to Fig. 3.23(a) for just DCM and DCVM operation. The assumptions used are the same as for the CCM case.

In Fig. 3.23(a), the total conduction angle (switch + diode) is denoted by $\gamma_k$,

where

$$
\gamma_k = c_{1k} + a_k + c_{2k}; \quad c_{1k} = \omega_s(t_1(k) - t_0(k))
$$

$$
a_k = \omega_0(t_2(k) - t_1(k)); \quad c_{2k} = \omega_s(t_0(k+1) - t_2(k))
$$

and $\omega_s = \frac{1}{\sqrt{L/C_s}}$

The other quantities have already been defined earlier.

**kth Event**

**Interval $C_1$ equations:** $t_0(k) < t < t_1(k); t' = t - t_0(k)$

\[
\begin{align*}
i_L(t') &= A_{1c_{1k}} \sin(\omega_s t') + B_{1c_{1k}} \cos(\omega_s t') + C_{1c_{1k}} \\
v_{cs}(t') &= A_{2c_{1k}} (1 - \cos(\omega_s t')) + B_{2c_{1k}} \sin(\omega_s t') + C_{2c_{1k}} (\omega_s t') + v_{cs}(t_0(k)) \\
v_{ct}(t') &= 0
\end{align*}
\]
Interval $A$ equations; $t_{1(k)} < t < t_{2(k)}$; $t'' = t - t_{1(k)}$

\[
\begin{align*}
    i_L(t'') &= A_{1a_k} \sin(\omega_0 t'') + B_{1a_k} \cos(\omega_0 t'') + C_{1a_k} \quad (3.54) \\
    v_{cs}(t'') &= A_{2a_k} (1 - \cos(\omega_0 t'')) + B_{2a_k} \sin(\omega_0 t'') + C_{2a_k} (\omega_0 t'') + v_{cs}(t_{1(k)}) \quad (3.55) \\
    v_{ct}(t'') &= A_{3a_k} (1 - \cos(\omega_0 t'')) + B_{3a_k} \sin(\omega_0 t'') + C_{3a_k} (\omega_0 t'') + v_{ct}(t_{1(k)}) \quad (3.56)
\end{align*}
\]

Interval $C_2$ equations; $t_{2(k)} < t < t_{3(k)}$; $t''' = t - t_{2(k)}$

\[
\begin{align*}
    i_L(t''') &= A_{1c_k} \sin(\omega_0 t''') + B_{1c_k} \cos(\omega_0 t''') + C_{1c_k} \quad (3.57) \\
    v_{cs}(t''') &= A_{2c_k} (1 - \cos(\omega_0 t''')) + B_{2c_k} \sin(\omega_0 t''') + C_{2c_k} (\omega_0 t''') + v_{cs}(t_{0(k)}) \quad (3.58) \\
    v_{ct}(t''') &= 0 \quad (3.59)
\end{align*}
\]

The coefficients $A_j, B_j$ and $C_j$ used in the above equations are defined in Appendix C.

$(k + 1)^{th}$ Event

The $(k + 1)^{th}$ interval circuit equations are identical to those of $k^{th}$ interval with a change in the signs of all the variables.

Choice of State Variables

The choice of state variables remains the same as for the CCM, except that the tank state variables are redefined due to their different polarities as compared to the CCM case and are as follows.

\[
x_{1(k)} = i_L(t_{0(k)}); \quad x_{2(k)} = -v_{cs}(t_{0(k)}); \quad x_{3(k)} = v_{ct}(t_{0(k)}) \quad (3.60)
\]

It should be noted that the state variables $x_{1(k)}$ and $x_{3(k)}$ will become zero during the steady state. Discrete state variables for the $(k + 1)^{th}$ event can similarly be chosen.
Discrete State-Space Model

The discrete state variables of \((k + 1)^{th}\) event are expressed in terms of the state variables of the \(k^{th}\) event as below:

\[
i_L(t_{0(k+1)}) = A_{1c_{1k}}(-\cos(a_k)\cos(c_{1k})\sin(c_{2k}))
\]
\[
+ \frac{1}{\sqrt{r_1}}\sin(a_k)\sin(c_{1k})\sin(c_{2k}) + \sqrt{r_1}\sin(a_k)\cos(c_{1k})\cos(c_{2k})
\]
\[
+ \cos(a_k)\sin(c_{1k})\cos(c_{2k})) + C_{1a_k}(\cos(c_{2k})(1 - \cos(a_k))
\]
\[
- \frac{1}{\sqrt{r_1}}\sin(a_k)\sin(c_{2k}))
\] (3.61)

\[
v_{c8}(t_{0(k+1)}) = E(t_{0(k)}) + A_{2c_{1k}}(-\cos(a_k)\cos(c_{1k})(1 +
\]
\[
\cos(c_{2k})) + \frac{1}{\sqrt{r_1}}\sin(a_k)\sin(c_{1k})(1 - \cos(c_{2k}) + r_1)
\]
\[
+ \cos(c_{1k})(r_1 - 1 - r_1\cos(a_k)) + \sin(c_{2k})(\cos(a_k)\sin(c_{1k})
\]
\[
+ \sqrt{r_1}\sin(a_k)\cos(c_{1k})) + Z.C_{3a_{1k}}(\sin(a_k)(\cos(c_{2k}) - 1)
\]
\[
+ \sqrt{r_1}\sin(c_{3k})(1 - \cos(a_k))) - C_{3a_{1k}}(a_k - \sin(a_k))
\] (3.62)

\[
v_{ct}(t_{0(k+1)}) = 0
\] (3.63)

The non linear equation representing the output section is:

\[
I(t_{0(k+1)}) = I(t_{0(k)}) + \frac{1}{L_f}[\int_{t_{0(k)}}^{t_{0(k+1)}}|(v_{ct}(\tau))d\tau
\]
\[
- v_0(t_{0(k)})(t_{0(k+1)} - t_{0(k)})]
\] (3.64)

This yields:

\[
I(t_{0(k+1)}) = I(t_{0(k)}) + \frac{1}{X_{Lf}}[A_{3c_{1k}}(a_k - \sin(a_k))
\]
\[
+ B_{3c_{1k}}(1 - \cos(a_k)) + \frac{1}{2}C_{3c_{1k}}(a_k)^2 - v_0(t_{0(k)})(\gamma_k)
\] (3.65)

where \(X_{Lf} = \omega_0 L_f\).

Similarly,

\[
v_0(t_{0(k+1)}) = v_0(t_{0(k)}) + \frac{(I(t_{0(k)}) - \frac{v_0(t_{0(k)})}{R_L})(t_{0(k+1)} - t_{0(k)})}{C_f}
\] (3.66)
By inserting the state variables in equations (3.61), (3.62), (3.63), (3.65) and (3.66), a discrete state-space model is attained for the DCM operation. By matching the boundary conditions, steady state solutions can be obtained by using (3.61) - (3.66).

### 3.8.3 Analytical Results for DCM

Two kinds of transients are considered in this section. One caused due to sudden switching on of the converter and the other due to sudden load variation.

The plots showing the variations in peak resonant inductor current and the peak parallel capacitor voltage due to these transients are obtained for the transient phase. Similarly the plots showing the variation of the discrete state variables were also obtained. These plots were obtained with respect to a converter designed to operate in the DCM. The specifications of this converter are given below.

- **Input Voltage** = 2E = 150 Volts.
- **Output power** = 150 Watts.
- **Output Voltage** = 54 Volts.
- **Switching frequency** = 122 kHz.

Values of the components obtained are:

\[ L = 21.47\mu H; \quad C_s = 0.0701\mu F; \quad C_t = 0.0175\mu F \]

It must be pointed out that only the open loop operation of the converter operating in DCM is considered.

**Transients Due to Switching ON the Supply**

Fig. 3.25(a) shows the first few transient cycles of the tank current. The waveforms show that the switches are subjected to non-zero current switchings during this kind of transients. During the first few cycles, the converter operates in DCM and the
interval $d_k$ is present. Gradually, the tank current becomes continuous (CCM) to accommodate the higher load current that results due to an overshoot in the output voltage and current. It takes about 160 $\mu s$ for the converter to enter the just DCM (Fig. 3.25(b)). This duration is directly dependent on the output filter inductance ($L_f = 1000 \ \mu H$) and the output filter capacitor ($C_f = 1 \ \mu F$). As can be seen in Fig. 3.25(a), the converter operates in the CCM and the leading power factor mode, during the transient phase. Fig. 3.25(b) shows the tank current waveforms for more cycles, just about when the current is reaching the steady state. The plot shows that the current during the transients is about 0.5 p.u. more than its steady-state value. It was observed that as the value of $C_f$ is reduced, the peak tank current goes down. For a low value of filter capacitor, it is observed that there is no over stressing of the tank components on account of high current during the transient phase caused by the sudden switching on of the converter. Fig. 3.25(c) shows first few cycles of the parallel capacitor voltage waveforms and it can be observed that the DCVM operation is maintained through out the transient phase. It is observed that there is no significant over stressing of the parallel capacitor during this phase. Figs. 3.26(a) and (b) show the p.u. SPICE plots corresponding to Figs. 3.25(b) and (c). These figures show a good agreement between the theoretical results obtained with the discrete model and SPICE. Fig. 3.27 shows the variation of the state variables obtained from the proposed model. Fig. 3.27(a) shows the tank state variables. The waveform corresponding to $x_1(k)$ verifies the observations mentioned earlier in this section. Between the points marked “P” and “Q”, the converter operates in the CCM, leading p.f. mode. Duration of CCM depends upon the value of the output filter components. Fig. 3.27(b) shows the output voltage and current. The same figure also shows the corresponding SPICE results, which are found to be in good agreement. Both the waveforms show an oscillatory behavior. This can be attributed to the presence of a filter capacitor. In the absence of a filter capacitor or a low value
Figure 3.25: Waveforms during the transients caused by switching ON the input supply to the converter from 0 to 75 V.
(a) Resonant inductor current during the very initial transient phase. It shows the DCM is not maintained initially and the converter enters leading p.f. mode during this phase.
(b) Resonant inductor current during the entire transient phase.
(c) Parallel capacitor voltage during the transient phase.
Figure 3.26: SPICE plots during the transients caused by switching ON the input supply from 0 to 75 V. These plots correspond to Figs 3.25(b) and (c).
(a) The resonating inductor current.
(b) The parallel capacitor voltage.
of the filter capacitor, the response will be critically damped as the characteristic impedance of the output filter section \( \sqrt{\frac{L_f}{C_f}} \) will be very high. To show the effect of the output filter capacitor value on the converter’s large signal response, a case with \( C_f = 0.5 \ \mu F \) was considered. The resulting large-signal response is shown in Figs. 3.28(a) - (c). Fig. 3.28(a) shows the tank current for the entire transient phase. Fig. 3.28(b) shows the discrete state variables \( x_{1(k)} \) and \( x_{2(k)} \) for this case and Fig. 3.28(c) shows the output variables as predicted by the proposed model. It can be verified from Fig. 3.28 that as a result of a reduced output filter capacitor, the peak of the tank current has reduced, and the response has become critically damped, without any over stressing of the circuit components during these transients. It can be verified from the plot of \( x_{1(k)} \) that the initial resonant inductor current is very small during the narrow CCM region, unlike the case when a larger filter capacitor is present.

Transients Due to Sudden Load Change

(a) Full Load to Half Full Load

Figs. 3.29(a) and (b) show the tank current and parallel capacitor voltage waveforms during the transient phase caused by sudden halving of the load current. The current waveform shows that there is an appreciable drop in its peak value (nearly 1 p.u.). However the DCM operation is maintained. The dead gap (interval \( d_k \)) appears as the anti-parallel diode conducts for less time due to a reduction in the load current. The voltage waveform on the other hand do not show an appreciable change in the peak value. Figs. 3.29(c) and (d) show the corresponding SPICE plots. Fig. 3.30 shows the state variables plots. Fig. 3.31 shows the variation of the output voltage and current during these transients from the model. The output voltage shows an oscillatory behavior in the presence of the filter capacitor. The corresponding SPICE plots, included in the same figure, also show a similar trend. Although not explicitly
Figure 3.27: The discrete state variables \((x_{1(k)}, x_{2(k)})\) and output state variables during the switching ON of the converter. In (a), \(x_{3(k)}\) has not been plotted explicitly as it remains zero throughout the transient phase. In (b), SPICE results are also included for comparison.
Figure 3.28: Effect of a smaller filter capacitor ($C_f = 0.5 \mu F$) value. (a) Resonating Inductor Current. (b) Discrete state variables. (c) Output Variables.
Figure 3.29: Waveforms during the transients caused by sudden load variation (full load to half load).
(a) Resonant inductor current during the transient phase.
(b) Parallel capacitor voltage during the transient phase.
(c),(d) SPICE plots corresponding to (a) and (b).
Fig. 3.29 (continued)
Figure 3.30: The discrete state (tank) variables during sudden variation of load (full load to half load). The variables $x_{1(k)}$ and $x_{3(k)}$ are not plotted explicitly, as they remain zero throughout the transient phase.
Figure 3.31: Output variables during the transients caused by sudden load variation from full load to half the rated load, as obtained with the model and SPICE.
shown, in the absence of a filter capacitor, the output voltage will show a sudden initial rise in its value because the load current goes down, where as the switching frequency has not been changed (open loop operation). As the converter recovers, the voltage comes down gradually and settles to a new steady-state value. The response will be critically damped.

(b) Full Load to Short Circuit Condition

Figs. 3.32(a) and (b) show the transient phase waveforms of the inverter output current and the parallel capacitor voltage for a sudden change in load from the rated (full load) value to short circuit condition. Figs. 3.32(c), (d) show the corresponding SPICE plots. The state variables are plotted in Fig. 3.33. It can be seen from the plot of $x_1(t)$ (Fig. 3.33) and the resonating inductor current waveform (Fig. 3.32), that the DCM is disturbed during the short circuit causing increased stresses on the switches and more losses. The converter operates in CCM, leading p.f. mode of operation. The peak tank current builds up to a large value. This is directly affected by the presence of a huge filter inductor at the output. The voltage $v_{ct}$ (Fig. 3.32(b)) does not show an appreciable change in its peak value. Output variables are plotted in Fig. 3.34. It can be seen that due to a large value of $L_f$ the output current does not rise suddenly. The output voltage on the other hand falls down to zero rather quickly with a response time determined by the filter capacitor value.

It can be concluded that the absence of a closed loop corrective action, causes large currents in the circuit during the short circuit and therefore an open loop SPRC, operating in DCM should not be short circuited.
Figure 3.32: Transient waveforms during the step change in load from full load to short circuit condition. (a) Resonating inductor current. (b) Parallel capacitor voltage. (c),(d) SPICE plots corresponding to (a) and (b), respectively.
Fig. 3.32 (continued)
Figure 3.33: Discrete state (tank) variables during the step change from full load to short circuit conditions.
Figure 3.34: Output variables, current and voltage during a step change from full load to short circuit conditions. SPICE results are also included for the sake of comparison.
Experimental Results for DCM

A 150 Watts converter was used to verify the theoretical results. Fig. 3.35(a) shows the very initial stage of the tank quantities during the transients caused by switching ON the converter. Fig. 3.35(b) shows how the tank current recovers from these transients and how its peak varies. These waveforms confirm that as soon as the converter is switched ON, DCM is maintained for the first few cycles. Later, however, the converter enters CCM. It remains in that mode for several cycles before DCM is restored (also refer to Fig. 3.25(a) and 3.27(a)). Fig. 3.35(c) and (d) show the parallel capacitor voltage waveforms and the output voltage waveforms during the transients. Fig. 3.36 show the various waveforms during the transients caused by a sudden variation in load. The load resistance was changed to twice its value (full load to half the rated load condition).

3.9 Observations and Conclusions

For CCM

(1) A discrete time domain model has been derived for the SPRC for continuous conduction mode and lagging power factor mode of operation.

(2) The effectiveness of this model in predicting the transient behavior of an SPRC has been shown.

(3) Using this model, a few calculations are sufficient to predict the transient behavior of the converter from a designer's point of view. Only the initial conditions at the beginning of every half cycle (initial state vector) are required per half cycle to arrive at the curves for peak stresses and the state behavior. Thus, this approach can be used to obtain the crucial design parameters fairly easily.
Figure 3.35: Experimental waveforms during the transients caused by switching ON the supply to the converter.

(a) The very initial stage of the resonant inductor current. This figure corresponds to Fig. 3.25(a). Parallel and series capacitor voltage waveforms are also included. The time instant where the external disturbance is induced is shown by a step voltage in all the experimental waveforms.

(b) Resonant inductor current and parallel capacitor voltage during the entire transient phase.

(c) Output voltage.

[Details of the converter: $L_s = 21.47 \mu H; C_s = 0.07 \mu F; C_t = 0.018 \mu F$; Input dc voltage, $2E = 150$ Volts; $L_f = 1000 \mu H; C_f = 1.0 \mu F$; Switches used: IRF 740 MOSFET's]
Figure 3.36: Experimental waveforms during the transients caused by a sudden load variation (from full load to half load). (a) Resonant inductor current. (b) Parallel capacitor voltage.
(4) The proposed model can be used to theoretically predict the large-signal behavior of the converter and then SPICE simulation program can be used to verify the results. Usually, SPICE requires large computer memory, even if the information required from the simulation may be small. The proposed model can give crucial design parameters and state behavior with simple calculations.

(5) The model presented has been derived based on the assumption of CCVM (continuous capacitor voltage mode) for $v_{ct}$ [Fig. 3.2]. However, the converter is designed to operate with slight discontinuity in the parallel capacitor voltage. The results show that the proposed model based on two interval CCV mode (in which the effect of slight discontinuity has been neglected) is good enough to predict the behavior of the designed converter, although some slight deviations are observed. This avoids the use of a more complicated model involving a third interval (in DCV mode), which does not have closed form solutions [12]. If the converter operates with a larger discontinuity in the parallel capacitor voltage then it is essential to derive a model for DCVM, which is more complex.

(6) All the plots are given in p.u. and are therefore general. The results of theory, SPICE simulation and experiments have been presented and compared.

(7) During switching ON, only the parallel capacitor experiences additional stress for the design presented in this chapter and the converter enters below resonance. The anti-parallel diode has to undergo additional peak current stress (Fig. 3.5(f)). Therefore closed loop frequency control is necessary.

(8) It has been observed that the SPRC, designed to operate slightly above resonance and with slight discontinuity in the parallel capacitor voltage (as in this chapter), does not show pronounced stresses on resonant inductor and the series capacitor during switching ON.

(9) The response of the converter is dependent on the output filter design. Characteristic impedance of the output filter is a convenient parameter to evaluate this
dependence. It is observed that the switching ON response becomes faster (oscillatory) as $Z_f$ is decreased. The peak tank current during the transient phase increases with an increase in the value of $C_f$ and a decrease in the value of $L_f$. However, the peak parallel capacitor voltage during the transient phase decreases with a decrease in the value of $L_f$ and is independent of $C_f$ for a given value of $L_f$.

(10) The transients caused due to sudden short circuit and open circuit conditions have been studied.

(11) The advantages of closed loop operation have been investigated experimentally, by considering the example of the transients caused due to step change in the load condition from full load to half full load condition. It is found that the drawbacks of the open loop operation are overcome. The converter does not enter the leading p.f. mode of operation and the peak stresses are less. It was observed that the parallel capacitor voltage becomes discontinuous due to the closed loop control action, as the operating frequency is corrected.

For DCM

Following are the main observations from the large-signal analysis of the SPRC operating in DCM:

(1) The discrete time domain model is quite effective in predicting the state behavior of the converter during transients. It reduces the computation time drastically.

(2) The large-signal response of the converter during sudden switching ON of the supply voltage, is affected by the value of filter components. For a small value of the filter capacitor, the converter maintains DCM and the transient response is critically damped. For a larger value of filter capacitor, the converter enters the CCM, leading p.f. mode to accommodate an overshoot of the output current which shows an oscillatory response. This may result in more losses during transients. Clearly, since the
choice of filter components is based on the ripple specifications, there is a trade off.

(3) During a step change from full load to half full load conditions, the dead gap is present due to a reduction in the load current.

(4) During sudden short circuiting of the output at full load conditions, the converter enters the leading p.f. mode (CCM), which it maintains. The current in the resonant tank as well in the output section rises to very high values in the absence of a close loop corrective action. Thus, the converter should not be short circuited while in open loop.

(5) The DCM model presented has limitations in predicting the large-signal behavior for full load to open circuit operating conditions. This is because of the occurrence of operating modes not analyzed in this chapter.

For the CCM case, both the open loop and closed loop operations have been investigated in this chapter, however, only the large-signal behavior has been studied. Small-signal analysis of the LCC-type converter operating in the CCM [77], using the large-signal model presented in this chapter is considered in the next chapter. For the DCM case, only open loop results are discussed in this chapter. These results can be used to design the closed loop controller to control the operating frequency of the converter whenever load or supply voltage variations occur.
The large-signal state equations were obtained in the previous chapter. In this chapter, those equations are linearized about a steady-state operating point to perform the small-signal modeling of the SPRC. Multiple loops have been used. An outer voltage loop, which takes care of the voltage regulation and an inner, state variable feedback loop to improve the dynamics. State variable feedback control has been integrated with the linear small-signal state-space model and the associated control aspects are studied. The small-signal state-space model has been used to study the small signal behavior of the converter for open loop and closed loop operation for parameters like control to output transfer function, audio-susceptibility and output impedance. Key theoretical results have been experimentally verified.
4.1 Introduction

In order to make best use of any power converter configuration, it is necessary to formulate proper design procedures. Clearly, these design procedures are governed by the conditions under which a converter has to operate. Before an actual converter is built, it is desirable to know how the converter will behave under these conditions? This has led to three kinds of analysis depending upon the operating state of the converter.

(1) The steady-state or DC analysis.
(2) The large-signal analysis.
(3) The small-signal analysis.

The first two have been presented in chapters 2 and 3, respectively. Small-signal analysis, to which this chapter is devoted, is concerned with the response of the converter to small perturbations in its steady state operating conditions.

The traditional sampled data modeling approach or the discrete time domain modeling approach has been applied to the lesser order resonant converters, the SRC and the PRC. However such an approach was considered to be difficult to apply in the case of SPRC, which is a third order system. Therefore, attempts were made to circumvent this complexity by making approximations. The extended describing function was used in [73], where in all the tank waveforms have been approximated by their fundamental harmonics. However, the resonant tank has a sampled response owing to the fact that the converter operation itself is discrete (due to the square wave that appears across the resonant tank). Moreover, since the switching frequency is of the same order as the natural frequency of the tank circuit, both are significant with respect to each other and none can be neglected in favour of the other. Thus, a continuous time domain model is not an exact representation [42,49]. The objective of this chapter is to present small-signal analysis based on discrete time domain modeling.
method and to study the control aspects of the SPRC. The constant current model has been used to arrive at the discrete time domain model.

The state variable feedback or the pole placement method of control has many advantages over the conventional ones [44, 79, 80]. With this technique, it is possible to place the closed loop poles of the system anywhere in the s plane. Since the location of its poles determines the behavior of any system, it is possible to achieve the stability and desired dynamic response using the state variable feedback. Further more, since this kind of control is based on feeding back the "states", it can be easily integrated with a small-signal discrete state-space model, the type derived in this chapter. This helps the analytical prediction. The control is done with two feedback loops, a "minor" inner feedback loop and a "major" outer voltage feedback loop [54,81].

The remaining of this chapter is divided into the following sections. Section 4.2 derives the discrete state-space (large signal) model of the SPRC. In section 4.3 the large-signal model described in section 4.2 has been linearized about the steady-state operating point to obtain the small-signal, state-space model. The state feedback control is discussed in section 4.4. The modified small-signal model, with the state variable feedback incorporated into it, is also given in the same section. Dynamic performance parameters (control to output gain, audio susceptibility, etc.) obtained with the model described in sections 4.3 are presented in section 4.5. The results are also compared with those of [73]. Experimental verification of the key theoretical results is presented in section 4.6. Finally, section 4.7 states the conclusions.
4.2 The Discrete State-Space Model of the SPARC

Fig. 3.2 shows the discrete time model waveforms for lagging power factor mode of operation of the SPARC. Various intervals are marked in the figure. The total conduction angle (switch + diode), for the $k^{th}$ event is given by

$$\gamma_k = \alpha_k + \beta_k$$  \hspace{1cm} (4.1)

where

$$\alpha_k = \omega_0(t_{1(k)} - t_{0(k)}); \quad \beta_k = \omega_0(t_{0(k+1)} - t_{1(k)})$$  \hspace{1cm} (4.2)

"$\alpha_k$" and "$\beta_k$" stand for the lengths of intervals B and A respectively.

Further

$$\omega_0 = \frac{1}{\sqrt{LC_e}}; \quad C_e = \frac{C_sC_t}{C_s + C_t}; \quad Z = \sqrt{\frac{L}{C_e}}$$  \hspace{1cm} (4.3)

Both intervals B and A [Fig. 3.3], are described by two separate sets of equations given in Appendix A. The discrete time domain model obtained using these equations can be found in chapter 3. Equating the final values of the $k^{th}$ event to the initial values of the $(k+1)^{th}$ event, the latter can be determined in terms of the initial values of the $k^{th}$ event [78]. The low ripple approximation, wherein the input and output voltages are assumed constant during an event (one half period), is followed in this chapter. The variations in these voltages during an event are negligible as compared to the step changes they undergo at the beginning or end of an event.

The following state variables were chosen (corresponding to the storage elements in the circuit) for the $k^{th}$ and $(k + 1)^{th}$ events. It was mentioned earlier that the converter operation is discrete. Since the operating frequency is comparable to the converter's natural frequency, the tank states are discrete. Hence the following state variables are discrete quantities.

$$x_{1(k)} = -i_L(t_{0(k)}); \quad x_{2(k)} = -v_{ca}(t_{0(k)}); \quad x_{3(k)} = -v_{ca}(t_{0(k)})$$  \hspace{1cm} (4.4)

$$x_{1(k+1)} = i_L(t_{0(k+1)}); \quad x_{2(k+1)} = v_{ca}(t_{0(k+1)}); \quad x_{3(k+1)} = v_{ca}(t_{0(k+1)})$$  \hspace{1cm} (4.5)
For the output section of the SPRC (Fig. 3.4), two additional discrete state variables were introduced for the \( k^{th} \) event.

\[
x_{4(k)} = I(t_{0(k)}); \quad x_{5(k)} = v_{0}(t_{0(k)}) \quad (4.6)
\]

Using the state variables defined in (4.4) to (4.6), the following discrete state-space model was obtained.

\[
x_{1(k+1)} = A_{1}B_{k} \cdot \sin(\gamma_{k}) + B_{1}B_{k} \cdot \cos(\gamma_{k}) \\
+ C_{1}B_{k}(2\cos(\beta_{k}) - 1) \quad (4.7)
\]

\[
x_{2(k+1)} = A_{2}B_{k}(1 - \cos(\gamma_{k})) + B_{2}B_{k}\sin(\gamma_{k}) \\
+ C_{2}B_{k}(\alpha_{k} - \beta_{k} + 2\sin(\beta_{k})) + x_{2(k)} \quad (4.8)
\]

\[
x_{3(k+1)} = A_{3}B_{k}(1 - \cos(\gamma_{k})) + B_{3}B_{k}\sin(\gamma_{k}) + C_{3}B_{k}(\alpha_{k} - \beta_{k}) \\
+ 2C_{c}C_{1}B_{k}\sin(\beta_{k}) + x_{3(k)} \quad (4.9)
\]

\[
x_{4(k+1)} = x_{4(k)} + 1/X_{LJ} . A_{3}B_{k}((\beta_{k} - \alpha_{k}) + 2\sin(\alpha_{k}) - \sin(\gamma_{k})) \\
+ \frac{1}{X_{LJ}}B_{3}B_{k}(2\cos(\alpha_{k}) - 1 - \cos(\gamma_{k})) - \frac{1}{2X_{LJ}}C_{3}B_{k}(\alpha_{k} - \beta_{k})^2 \\
+ \frac{2Z}{X_{LJ}C_{t}}C_{1}B_{k}(1 - \cos(\beta_{k})) - \frac{x_{3(k)}}{X_{LJ}}(\beta_{k} - \alpha_{k}) - \frac{1}{X_{LJ}}x_{5(k)} \gamma_{k} \quad (4.10)
\]

\[
x_{5(k+1)} = x_{5(k)} + 4_{k}X_{CJ}(x_{4(k)} + \frac{x_{5(k)}}{R_{L}}) \quad (4.11)
\]

where \( X_{LJ} = \omega_{0}L_{J} \) and \( X_{CJ} = \frac{1}{\omega_{0}C_{J}} \)

### 4.3 Linearization of SPRC about the Equilibrium Point

The discrete state-space equations (4.7) to (4.11) are non linear with the following general form:

\[
x_{i(k+1)} = f_{i}(x_{1(k)}, x_{2(k)}, x_{3(k)}, x_{4(k)}, x_{5(k)}, \gamma_{k}, E_{(k)}, i_{out(k)}) \quad (4.12)
\]
Where “$f_i$” represents some non-linear function of the relevant independent variables specified on the right hand side of the above equation and $i = 1 \ldots 5$.

These equations can be linearized using the Taylor’s expansion about the equilibrium point. This equilibrium point or the steady-state operating point of the converter can be determined by applying the following symmetry condition to equations (4.7) through (4.11).

$$x_{i(k)} = x_{i(k+1)}$$

Simultaneous solution of the resultant equations yields the following steady-state solution, which is the same as derived in continuous time domain in [12].

$$x_{1(k)} = -(E(k)/Z).\sin(\gamma_k)/(1 + \cos(\gamma_k)) - \frac{C_e}{C_t}I_{0(k)}$$
$$+ \frac{C_e}{C_t}I_{0(k)}[\cos(\alpha_k) + \cos(\beta_k)]/(1 + \cos(\gamma_k))$$

(4.14)

$$x_{2(k)} = ZI_{0(k)}(\frac{C_e}{C_t})(\frac{C_e}{C_s})[\sin(\beta_k) - \sin(\alpha_k)]/(1 + \cos(\gamma_k))$$
$$- Z(\frac{C_e}{C_t})(\frac{C_e}{C_s})I_{0(k)}.(\gamma_k - 2\alpha_k)/2$$

(4.15)

$$x_{3(k)} = ZI_{0(k)}(\frac{C_e}{C_t})(\frac{C_e}{C_s})^2[\sin(\beta_k) - \sin(\alpha_k)]/(1 + \cos(\gamma_k))$$
$$+ Z(\frac{C_e}{C_t})(\frac{C_e}{C_s})I_{0(k)}.(\gamma_k - 2\alpha_k)/2$$

(4.16)

$$x_{4(k)} = \frac{x_{5(k)}}{RL}$$

(4.17)

$$x_{5(k)} = \frac{2}{\gamma_k}C_eE(k).(-\sin(\gamma_k/2 - \alpha_k)/\cos(\gamma_k/2) + (\gamma_k/2 - \alpha_k))$$

(4.18)

The subscript “$k$” may be dropped while representing steady-state expressions as above, a convention followed throughout this chapter. Taylor’s expansion of (4.7) to (4.11) about the equilibrium point (defined by equations (4.14) - (4.18), yields five linearized small-signal equations of the following general form ($i = 1 \ldots 5$).

$$\delta x_{i(k+1)} = \frac{\partial f_i}{\partial x_{1(k)}}|_{eq} \delta x_{1(k)} + \frac{\partial f_i}{\partial x_{2(k)}}|_{eq} \delta x_{2(k)} + \frac{\partial f_i}{\partial x_{3(k)}}|_{eq} \delta x_{3(k)}$$
+ \frac{\partial f_i}{\partial x_4(k)}_{eq} \delta x_4(k) + \frac{\partial f_i}{\partial x_5(k)}_{eq} \delta x_5(k) + \frac{\partial f_i}{\partial E(k)}_{eq} \delta E(k) + \frac{\partial f_i}{\partial \gamma_k} \delta \gamma_k \\
\frac{\partial f_i}{\partial i_{out(k)}}_{eq} \delta i_{out(k)} \quad (4.19)

In the above equation \( \mid_{eq} \) implies \( \text{"at equilibrium"} \).

All the small-signal equations can be clubbed together and represented in the matrix form as below:

\[ [\delta x_i(k+1)] = [A].[\delta x_i(k)] + [B].[\delta u_i(k)] \]

Or

\[
\begin{bmatrix}
\delta x_1(k+1) \\
\delta x_2(k+1) \\
\delta x_3(k+1) \\
\delta x_4(k+1) \\
\delta x_5(k+1)
\end{bmatrix}
= 
\begin{bmatrix}
a_{11} & a_{12} & a_{13} & a_{14} & a_{15} \\
a_{21} & a_{22} & a_{23} & a_{24} & a_{25} \\
a_{31} & a_{32} & a_{33} & a_{34} & a_{35} \\
a_{41} & a_{42} & a_{43} & a_{44} & a_{45} \\
a_{51} & a_{52} & a_{53} & a_{54} & a_{55}
\end{bmatrix}
\begin{bmatrix}
\delta x_1(k) \\
\delta x_2(k) \\
\delta x_3(k) \\
\delta x_4(k) \\
\delta x_5(k)
\end{bmatrix}
+ 
\begin{bmatrix}
b_{11} & b_{12} & b_{13} \\
b_{21} & b_{22} & b_{23} \\
b_{31} & b_{32} & b_{33} \\
b_{41} & b_{42} & b_{43} \\
b_{51} & b_{52} & b_{53}
\end{bmatrix}
\begin{bmatrix}
\delta \gamma_k \\
\delta E(k) \\
\delta i_{out(k)}
\end{bmatrix} \quad (4.20)

The elements \( a_{ij} \)s and \( b_{ij} \)s of matrix A and B can be determined by using the following:

\[ a_{ij} = \frac{\partial f_i}{\partial x_{j(k)}}_{eq} \quad (4.21) \]

\[ b_{i1} = \frac{\partial f_i}{\partial \gamma_k}_{eq} ; \quad b_{i2} = \frac{\partial f_i}{\partial E(k)}_{eq} ; \quad b_{i3} = \frac{\partial f_i}{\partial i_{out(k)}}_{eq} \quad (4.22) \]

where \( i = 1 \ldots 5; \quad j = 1 \ldots 5. \)
In the following equations \( r_1 = C_e/C_s \) and \( r_2 = C_e/C_l \):

\[
\begin{align*}
a_{11} &= -\cos(\gamma) + \left[ \frac{\partial \alpha_k}{\partial x_{1(k)}} \cdot \frac{\partial f_1}{\partial \alpha_k} \right]_{eq} \tag{4.23} \\
a_{12} &= (1/Z)\sin(\gamma) + \left[ \frac{\partial \alpha_k}{\partial x_{2(k)}} \cdot \frac{\partial f_1}{\partial \alpha_k} \right]_{eq} \tag{4.24} \\
a_{13} &= (1/Z)\sin(\gamma) + \left[ \frac{\partial \alpha_k}{\partial x_{3(k)}} \cdot \frac{\partial f_1}{\partial \alpha_k} \right]_{eq} \tag{4.25} \\
a_{14} &= r_2 \cos(\gamma) + r_2 (1 - 2\cos(\beta)) + \left[ \frac{\partial \alpha_k}{\partial x_{4(k)}} \cdot \frac{\partial f_1}{\partial \alpha_k} \right]_{eq} \tag{4.26} \\
a_{21} &= -Zr_1 \sin(\gamma) + \left[ \frac{\partial \alpha_k}{\partial x_{1(k)}} \cdot \frac{\partial f_2}{\partial \alpha_k} \right]_{eq} \tag{4.27} \\
a_{22} &= -r_1 \cos(\gamma) + r_1 - 1 + \left[ \frac{\partial \alpha_k}{\partial x_{2(k)}} \cdot \frac{\partial f_2}{\partial \alpha_k} \right]_{eq} \tag{4.28} \\
a_{23} &= -r_1 \cos(\gamma) + r_1 + \left[ \frac{\partial \alpha_k}{\partial x_{3(k)}} \cdot \frac{\partial f_2}{\partial \alpha_k} \right]_{eq} \tag{4.29} \\
a_{24} &= Zr_1 r_2 \sin(\gamma) + Zr_1 r_2 (\beta - \alpha - 2\sin(\beta)) + \left[ \frac{\partial \alpha_k}{\partial x_{4(k)}} \cdot \frac{\partial f_2}{\partial \alpha_k} \right]_{eq} \tag{4.30} \\
a_{31} &= -Zr_2 \sin(\gamma) + \left[ \frac{\partial \alpha_k}{\partial x_{1(k)}} \cdot \frac{\partial f_3}{\partial \alpha_k} \right]_{eq} \tag{4.31} \\
a_{32} &= -r_2 \cos(\gamma) + r_2 + \left[ \frac{\partial \alpha_k}{\partial x_{2(k)}} \cdot \frac{\partial f_3}{\partial \alpha_k} \right]_{eq} \tag{4.32} \\
a_{33} &= -r_2 \cos(\gamma) + r_2 - 1 + \left[ \frac{\partial \alpha_k}{\partial x_{3(k)}} \cdot \frac{\partial f_3}{\partial \alpha_k} \right]_{eq} \tag{4.33} \\
a_{34} &= Z(r_2)^2 \sin(\gamma) - Zr_2 (2r_2 \sin(\beta) + r_1 (\beta - \alpha)) + \left[ \frac{\partial \alpha_k}{\partial x_{4(k)}} \cdot \frac{\partial f_3}{\partial \alpha_k} \right]_{eq} \tag{4.34} \\
a_{41} &= -\frac{Zr_2}{X_L} (2\cos(\alpha) - 1 - \cos(\gamma)) + \left[ \frac{\partial \alpha_k}{\partial x_{1(k)}} \cdot \frac{\partial f_4}{\partial \alpha_k} \right]_{eq} \tag{4.35} \\
a_{42} &= \frac{r_2}{X_L} ((\beta - \alpha) + 2\sin(\alpha) - \sin(\gamma)) + \left[ \frac{\partial \alpha_k}{\partial x_{2(k)}} \cdot \frac{\partial f_4}{\partial \alpha_k} \right]_{eq} \tag{4.36}
\end{align*}
\]
\[ a_{43} = \frac{r_{2}}{X_{L_f}} ((\beta - \alpha) + 2 \sin(\alpha) - \sin(\gamma)) - \frac{(\beta - \alpha)}{X_{L_f}} \]
\[ + \left[ \frac{\partial \alpha_k}{\partial f_4} \right]_{eq} \]
\[ (4.37) \]
\[ a_{44} = 1 + \frac{Z r_{2}^2}{X_{L_f}} (2 \cos(\alpha) - 1 - \cos(\gamma)) - \frac{Z r_{1} r_{2} (\alpha - \beta)^2}{2 X_{L_f}} \]
\[ + \frac{2 Z r_{2}^2}{X_{L_f}} (\cos(\beta) - 1) + \left[ \frac{\partial \alpha_k}{\partial f_4} \right]_{eq} \]
\[ (4.38) \]
\[ a_{45} = -\frac{\gamma}{X_{L_f}} \]
\[ (4.39) \]
\[ a_{54} = \gamma X_{C_f} \]
\[ (4.40) \]
\[ a_{55} = 1 - \frac{\gamma X_{C_f}}{R_L} \]
\[ (4.41) \]
\[ b_{11} = A_{1B} \cos(\gamma) - B_{1B} \sin(\gamma) - 2 C_{1B} \sin(\beta) \]
\[ (4.42) \]
\[ b_{21} = A_{2B} \sin(\gamma) + B_{2B} \cos(\gamma) + 2 C_{2B} \cos(\beta) \]
\[ (4.43) \]
\[ b_{31} = A_{3B} \sin(\gamma) + B_{3B} \cos(\gamma) - C_{3B} + 2 \left( \frac{C_{i}}{C_{i}} \right) C_{1B} \cos(\beta) \]
\[ (4.44) \]
\[ b_{41} = \frac{1}{X_{L_f}} A_{3B} (1 - \cos(\gamma)) + \frac{1}{X_{L_f}} B_{3B} \sin(\gamma) \]
\[ + \frac{C_{3B}}{X_{L_f}} (2 \alpha - \gamma) + \frac{2}{X_{L_f}} \left( \frac{C_{i}}{C_{i}} \right) C_{1B} \sin(\beta) - \frac{x_3}{X_{L_f}} - \frac{x_5}{X_{L_f}} \]
\[ (4.45) \]
\[ b_{12} = \frac{\sin(\gamma)}{Z} + \left[ \frac{\partial \alpha_k}{\partial E_{(k)}} \right]_{eq} \]
\[ (4.46) \]
\[ b_{22} = -r_1 \cos(\gamma) + r_1 + \left[ \frac{\partial \alpha_k}{\partial f_2} \right]_{eq} \]
\[ (4.47) \]
\[ b_{32} = -r_2 \cos(\gamma) + r_2 + \left[ \frac{\partial \alpha_k}{\partial f_3} \right]_{eq} \]
\[ (4.48) \]
\[ b_{42} = \frac{r_{2}}{X_{L_f}} ((\beta - \alpha) + 2 \sin(\alpha) - \sin(\gamma)) + \left[ \frac{\partial \alpha_k}{\partial E_{(k)}} \right]_{eq} \]
\[ (4.49) \]
\[ b_{53} = \gamma X_{C_f} \]
\[ (4.50) \]
\[ a_{15} = a_{25} = a_{35} = a_{51} = a_{52} = a_{53} = 0 \]
\[ (4.51) \]
\[ b_{13} = b_{23} = b_{33} = b_{43} = b_{51} = b_{52} = 0 \]
\[ (4.52) \]
The partial derivatives involved in the above equations are evaluated next. For this the parallel capacitor voltage is equated to zero at the end of interval B, which leads to the following equation:

\[ r_2 . (E_k + x_2(k) + x_3(k)) \cdot (1 - \cos(\alpha_k)) + Z.r_2 \cdot (-x_1(k)) + r_2 . x_4(k) \cdot \sin(\alpha_k) + Z.r_1 . r_2 . x_4(k) \cdot \alpha_k - x_3(k) = 0 \]  

(4.53)

Then, using (4.53), the partial derivatives (evaluated at the equilibrium point) obtained are given by:

\[
\frac{\partial \alpha_k}{\partial x_1(k)} = \frac{Z.\sin(\alpha)}{D} \\
\frac{\partial \alpha_k}{\partial x_2(k)} = \frac{-(1 - \cos(\alpha))}{D} \\
\frac{\partial \alpha_k}{\partial x_3(k)} = \frac{1 - r_2\cdot(1 - \cos(\alpha))}{r_2\cdot D} \\
\frac{\partial \alpha_k}{\partial x_4(k)} = \frac{-(r_2\cdot Z.\sin(\alpha) + Z.r_1.\alpha)}{D} \\
\frac{\partial \alpha_k}{\partial E_k} = \frac{\cos(\alpha) - 1}{(E + x_2 + x_3)\sin(\alpha)}
\]

where 
\[ D = (E + x_2 + x_3)\sin(\alpha) + Z.( - x_1 + r_2 . x_4)\cos(\alpha) + Z.r_1 . x_4 \]  

(4.59)

Using (4.7) - (4.10) (also refer to (4.12)) yield the following:

\[
\frac{\partial f_1}{\partial \alpha_k} = -2.r_2.x_4.\sin(\beta) \\
\frac{\partial f_2}{\partial \alpha_k} = Z.r_1 . r_2 . x_4[2\cos(\beta) - 2] \\
\frac{\partial f_3}{\partial \alpha_k} = Z.r_2 . x_4[2 . r_2 . \cos(\beta) + 2 . r_1] \\
\frac{\partial f_4}{\partial \alpha_k} = \frac{r_2}{X_{Lf}}(E + x_2 + x_3)\cdot(-2 + 2\cos(\alpha)) - \frac{2Z.r_2}{X_{Lf}}(-x_1 + r_2 . x_4)(\cos(\alpha)) - \frac{2Z.r_1 . r_2 . x_4}{X_{Lf}}(2\alpha - \gamma)
\]  

(4.60)  
(4.61)  
(4.62)
The small-signal model derived in this section can be used to predict the small signal behavior of the frequency controlled SPRC.

4.4 State Feedback Control

This section describes the implementation of the "state feedback" or the "pole placement method" [44, 79, 80] for improving the dynamics of the SPRC. The results obtained with state feedback control are compared with the γ or frequency control discussed in the previous section. Results are also compared with those obtained in [73].

4.4.1 State Variable Feedback

It is well known [79, pp. 188] that stabilization of an unstable system may not necessarily be achieved by the use of "cascade compensators". Such compensators may provide minimal improvement to the system's time response. This is because although the compensator's transfer function cancels the undesired poles and zeros of the plant's transfer function, the "unstable" natural frequency of the system may still exist, rendering an unstable control system. This kind of compensation may also accentuate the noise problems when a higher gain is required. It is therefore desirable to introduce some kind of "feedback" compensation [79, 80] which has the following advantages.

1. Faster Response
2. Noise problems are minimal.
3. For the control systems, such as the one developed in this chapter, which require
a tight loop stabilization to isolate the dynamics of converter from the outer voltage loop, an inner "feedback loop" is desirable.

The "states" of the system are the natural choice as feedback variables as they summarize all the current information about the system. All that is required to implement this technique is that the system should be "state controllable", which means its controllability matrix must be non singular. State variable feedback allows us to place the poles of the system at arbitrary locations (and thus achieving the desired dynamic response) without disturbing the internal stability of the system. Thus the choice of state variable feedback is justified.

4.4.2 Control Law

The fed back "states" need to be mixed in proper proportion to constitute the proper control signal. This requires an appropriate control law. The following control law has been used in this work.

\[
V_{\text{control}} = S_1 Z x_{1(k+1)} + S_2 x_{2(k+1)} + S_3 x_{3(k+1)}
\]  \hspace{1cm} (4.64)

This control law can be linearized about the equilibrium point as below:

\[
\delta V_{\text{control}} = S_1 Z \delta x_{1(k+1)} + S_2 \delta x_{2(k+1)} + S_3 \delta x_{3(k+1)}
\]  \hspace{1cm} (4.65)

Substituting the values of \(\delta x_{i(k+1)}\) from (4.20), and solving for \(\delta \gamma_k\) yields the following:

\[
\delta \gamma_k = h_1 \delta x_{1(k)} + h_2 \delta x_{2(k)} + h_3 \delta x_{3(k)} + h_4 \delta x_{4(k)}
+ h_5 \delta x_{5(k)} + h_6 \delta E(k) + h_7 \delta i_{\text{out}}(k) + h_8 \delta V_{\text{control}}
\]  \hspace{1cm} (4.66)

where:

\[
h_1 = - \frac{S_1 Z a_{11} + S_2 a_{21} + S_3 a_{31}}{d}
\]  \hspace{1cm} (4.67)

\[
h_2 = - \frac{S_1 Z a_{12} + S_2 a_{22} + S_3 a_{32}}{d}
\]  \hspace{1cm} (4.68)
\[ h_3 = \frac{S_1.Z.a_{13} + S_2.a_{23} + S_3.a_{33}}{d} \quad (4.69) \]
\[ h_4 = \frac{S_1.Z.a_{14} + S_2.a_{24} + S_3.a_{34}}{d} \quad (4.70) \]
\[ h_5 = \frac{S_1.Z.a_{15} + S_2.a_{25} + S_3.a_{35}}{d} \quad (4.71) \]
\[ h_6 = \frac{S_1.Z.b_{12} + S_2.b_{22} + S_3.b_{32}}{d} \quad (4.72) \]
\[ h_7 = \frac{S_1.Z.b_{13} + S_2.b_{23} + S_3.b_{33}}{d} \quad (4.73) \]
\[ h_8 = \frac{1}{d} \quad (4.74) \]
\[ d = c_{Z}.b_{11} + S_2.b_{21} + S_3.b_{31} \quad (4.75) \]

### 4.4.3 Integration with SPRC Model

The linearized small-signal state-space model of the SPRC can be integrated with the linearized state feedback control law by substituting the value of \( \delta \gamma_k \) from (4.66) into (4.20), the state-space model gets modified as below:

\[
[\delta x_i(k+1)] = [A_{new}].[\delta x_i(k)] + [B_{new}].[\delta u_{new}(k)]
\]  

(4.76)

where;

\[
[A_{new}] = 
\begin{bmatrix}
    a_{11} + b_{11}.h_1 & a_{12} + b_{11}.h_2 & a_{13} + b_{11}.h_3 & a_{14} + b_{11}.h_4 & a_{15} + b_{11}.h_5 \\
    a_{21} + b_{21}.h_1 & a_{22} + b_{21}.h_2 & a_{23} + b_{21}.h_3 & a_{24} + b_{21}.h_4 & a_{25} + b_{21}.h_5 \\
    a_{31} + b_{31}.h_1 & a_{32} + b_{31}.h_2 & a_{33} + b_{31}.h_3 & a_{34} + b_{31}.h_4 & a_{35} + b_{31}.h_5 \\
    a_{41} + b_{41}.h_1 & a_{42} + b_{41}.h_2 & a_{43} + b_{41}.h_3 & a_{44} + b_{41}.h_4 & a_{45} + b_{41}.h_5 \\
    a_{51} + b_{51}.h_1 & a_{52} + b_{51}.h_2 & a_{53} + b_{51}.h_3 & a_{54} + b_{51}.h_4 & a_{55} + b_{51}.h_5
\end{bmatrix}
\]
4.4.4 The Complete Control Scheme

Fig. 4.1 shows the overall control structure realized in this chapter. There are two feedback loops in the system. An inner state feedback loop, which feeds back the “perturbations in states” according to the control law described in section 4.4.2 and an outer voltage feedback loop which regulates the output voltage. The feedback signals from these loops are compared and used to drive the voltage controlled oscillator, which controls the operating frequency of the input inverter.

4.5 Dynamic Performance Parameters

The dynamic performance parameters like the control to output gain, audio susceptibility and output impedance are useful in evaluating the dynamic performance of a converter. All these parameters are studied in this section. The converter can be controlled by controlling the frequency (γ control). Both the open loop and closed loop control aspects have been investigated using the models developed in the earlier sections.
An SPRC with the following design specifications has been designed. The analysis presented is used to predict the small-signal behavior of the converter designed.

Input supply voltage, $2E_{\text{min}} = 50 \ V$

Output voltage of the converter, $V_o = 24 \ V$

Maximum output power, $P_o = 100 \ \text{Watts}$,

Switching frequency, $f_s = 200 \ \text{kHz}$.

Equivalent resonant frequency ($f_0$) = 250 kHz.

Designed values are:

$L_s = 17.74\mu H$ ; $C_s = 0.047\mu F$ ; $C_t = n^2C'_t = 0.047\mu F$; $n = 1$.

$R_{L(\text{rated})} = 6.74 \ \Omega$.

$L_f = 1000\mu H$; $C_f = 1.0\mu F$.

The control to output gain, audio susceptibility and output impedance with and without state feedback, were obtained using (4.20) and (4.76), respectively with the help of PRO-MATLAB.

Fig. 4.2 shows the magnitude and phase plot of the open loop control to output transfer function obtained using the proposed discrete small-signal model (Eq. 4.20).

No feedback loops are used. Because of the power stage, a -40 dB roll off can be observed starting at the corner frequency of the power stage filter. For the purpose of comparison, plots obtained using the model of [73] are also included in the same figure (also refer to Table 4.1). Fig. 4.3 shows the bode plots for the audio-susceptibility and output impedance from the proposed model. The audio-susceptibility plot is useful in determining the effect of perturbations of the input supply voltage on the converter output. Fig. 4.3(a) shows that for low perturbation frequencies, the input supply variations appear at the converter output with an approximate gain of unity. However, as the perturbation frequency goes up, this effect becomes less and less
Figure 4.1: Complete control scheme of the SPRC. Note that the terms $x_{1(k+1)}$, $x_{2(k+1)}$ etc. represent the sampled values.

Figure 4.2: Control to output bode plots for frequency controlled, open loop, without state feedback case. Details of the converter: Half bridge configuration with the details given in section 4.5. The plots obtained with the model of [73] are also included for comparison.
Figure 4.3: (a) Open loop audio-susceptibility bode plot obtained with the proposed model. (b) Output impedance transfer function.
Table 4.1: Comparison with [73]

<table>
<thead>
<tr>
<th></th>
<th>GM(db)</th>
<th>PM(deg)</th>
<th>Bandwidth(kHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed Model</td>
<td>0.25</td>
<td>1.39</td>
<td>24</td>
</tr>
<tr>
<td>Method of [73]</td>
<td>0.10</td>
<td>0.25</td>
<td>30</td>
</tr>
<tr>
<td>Experiment</td>
<td>0.50</td>
<td>2.20</td>
<td>26</td>
</tr>
</tbody>
</table>

pronounced. Output impedance plot is useful in determining the transient response of the converter. It is desirable that the gain plot does not show a peaking nature and the magnitude is as low as possible in order to have a good transient response.

Fig. 4.4 shows the control to output transfer function for half the rated load condition obtained with the model. For this condition, the switching frequency was increased to 245 kHz to regulate the output voltage. The audio-susceptibility and output impedance plots are given in Fig. 4.5

4.5.1 Stability Aspects and Closed Loop Operation

Using (4.20), the open loop eigen values for the given SPRC are found to be:

\[-0.0232 + 0.4931j; \quad 0.0232 - 0.4931j; \quad 0.9765; \quad 0.6456; \quad 0.6033\]

Clearly the dynamics of the open loop system are controlled by a dominant pair of complex poles. The other poles are too far to affect significantly. Also all the values lie inside a unit circle, which satisfies the stability condition of a discrete system. Therefore the system is stable. But the phase margin is only 1.39 degrees and the system is "barely stable". This however is dependent on the DC gain of the control to output transfer function, which depends on the slope of the converter gain versus the normalized operating frequency curve and also on the gain of the VCO.

Further, when the outer feedback loop is included for output voltage regulation,
Figure 4.4: Open loop control to output transfer function at half the rated load condition. Load resistance = 13.4 Ω, $f_{\text{switching}} = 245 kHz$
Figure 4.5: (a) Open loop audio-susceptibility bode plot obtained with the proposed model for half the rated load condition. (b) Output impedance transfer function.
the question of stability and desirable phase and gain margins arises. A phase margin of at least 50° is desirable for stability. As the results obtained in this section show, the addition of state feedback greatly improves the performance of a closed loop frequency controlled SPRC.

(a) Closed Loop Control

Loop gain $T$ is most important for a feedback system, as it determines the stability aspects of the closed loop system. The loop gain transfer function is given by $A_{sprc} \cdot A_{error} \cdot A_{fb}$ where $A_{sprc}$ is the open loop control to output transfer function of the SPRC, $A_{error}$ is the transfer function of the error amplifier and $A_{fb}$ is the transfer function of the feedback block. Matrices $A$ and $A_{new}$ are used depending on whether one is dealing with the frequency controlled SPRC or with the state feedback controlled SPRC. The loop gain crossover frequency determines the phase margin and the control bandwidth. For stability, magnitude plot of the loop gain, must cross the 0 db line before the total phase shift reaches 360°. A higher phase margin restricts the control bandwidth which limits the advantages of the feedback. On the other hand, a higher control bandwidth restricts the phase margin, reducing the stability of the system. The midband loop gain, on the other hand is simply the product of the dc gain terms of individual transfer functions around the closed loop.

If the desired closed loop properties are not met, then proper compensation need be designed. For the frequency controlled SPRC, without state feedback, only external compensation can be used. However, with the state feedback controlled SPRC, we can achieve the desired closed loop response by varying the feedback gain matrix. External compensation may still be used, if desired. An integral/lead-lead/lag compensator has been recommended by some authors [50,76].

The state feedback aspects are considered next.
(b) Control with State Feedback

The rank of the controllability matrix is found by using the "rank" command of MATLAB and is found to be 5 for our system and therefore the system is controllable. Thus by the definition of controllability, it is possible to assign the closed loop poles of the system to arbitrary locations by adjusting the feedback gain matrix $S = [S_1 S_2 S_3 S_4 S_5]$ to any desired value. It must be pointed out here that in the state feedback loop we are only feeding back three of the (tank) states. The output voltage, which is also a state, is fed back through an outer feedback loop. Matrix $S$ is adjusted until the desired performance is obtained. The three variables $S_1, S_2, S_3$ can be suitably tuned. For convenience, one of the variables ($S_3$) was kept constant and the other two variables were tuned. Thus the design was done by varying the ratio $\frac{S_3}{S_2}$. Fig. 4.6 shows the open loop eigen values of matrix $A_{new}$ in the z plane for $S_3 = 1.0$. There are five roots $\lambda_1,...,\lambda_5$. It is found that $\lambda_1$ always remains at the origin. $\lambda_4$ is nearly independent of $S_1$ variation. $\lambda_5$ moves out of the unit circle as the ratio $\frac{S_3}{S_2}$ is decreased, thus rendering the system unstable. The complex pair ($\lambda_3$) also moves towards the positive side of the real axis, with a gradual reduction in the magnitude of the imaginary part of the roots. This is not desirable, as such a system will be slow in recovering from the transient disturbances. Fig. 4.7 shows the trajectory of the poles of the system when the ratio $\frac{S_3}{S_2}$ is made negative. As this ratio is reduced, $\lambda_5$ moves towards the origin on the real axis and the complex pair moves left, acquiring more negative real part. This is a more desirable situation.

Fig. 4.8 shows the "MATLAB" realization of the controlled SPRC. The blocks are numbered for convenience. They can be combined to form an aggregate system and study the closed loop operation of the SPRC with and without state feedback. The segment of the "MATLAB" program used to achieve this is also shown in Fig. 4.8. The format of the commands "nbblocks", "blkbuild" and "connect" is available in
Figure 4.6: Trajectory of the open loop poles of the state feedback controlled SPRC. 
$S_3 = 1.0$, while the ratio $\frac{S_1}{S_2}$ is varied.

Figure 4.7: Trajectory of the open loop poles of the state feedback controlled SPRC. 
$S_3 = 1.0$, while the ratio $\frac{S_1}{S_2}$ is made negative. As the magnitude of this ratio becomes smaller, the roots (except $\lambda_1$ and $\lambda_4$) move towards the left of the origin.
"MATLAB" manual. The block marked '3', which represents the linearized, discrete small-signal model of the SPRC will have the form given by (4.20) or (4.76), depending on whether the state feedback is incorporated or not. Matrices $A_c$ and $B_c$ represent the continuous time domain representation of matrices $A$ and $B$ obtained by using the command “d2c”. Each of these blocks can be manipulated, eliminated or retained depending on the situation and configuration of the circuit.

The closed loop audio-susceptibility $A_{gf}$ and output impedance $Z_{of}$ have been evaluated using the following relations [81].

$$A_{gf} = \frac{A_g}{1 + T}$$  \hspace{1cm} (4.77)
$$Z_{of} = \frac{Z_o}{1 + T}$$  \hspace{1cm} (4.78)

Where $A_g$ and $Z_o$ denote the open loop line to output transfer function and output impedance respectively. Fig. 4.9 shows the closed loop audio-susceptibility with and without the state feedback for the same phase margin.

As can be seen, state feedback controlled SPRC is better adapted to perturbations in the supply voltage. Fig. 4.10 shows the corresponding plot for the output impedance.

### 4.6 Experimental Results

The converter prototype, whose design details are given in the previous section was realized in the laboratory. The tank variables were sensed and sampled using the sample and hold circuits. These signals were added in an operational amplifier and were used to form the state feedback loop. The output voltage was separately sensed and formed the outer feedback loop.
Figure 4.8: MATLAB realization of the controlled SPRC. The commands used are standard and can be found in MATLAB manual. Note that disturbances $\delta E$ and $\delta i_{out}$ are treated as inputs to the system.

Figure 4.9: Comparison of the state feedback controlled SPRC’s audio-susceptibility gain with a frequency controlled SPRC.
Figs. 4.11(a) and (b) show the open loop (without state feedback) magnitude and phase plots of the control to output transfer function obtained experimentally at full load condition.

Figs. 4.11(c) and (d) are those for half the rated load condition. During this part of the experiment both the feedback loops were disconnected. Use was made of a network analyzer (HP 3577A) to obtain these results. Figs. 4.12(a) and (b) shows the magnitude and phase plot of the control to output transfer function for the frequency controlled, closed loop operation. Fig. 4.13 shows the plot corresponding to Fig. 4.12, with the inner state feedback loop incorporated in the closed loop system.

### 4.7 Conclusions

Small-signal analysis of the SPRC has been presented using discrete time domain modeling. A switching converter being inherently discrete, the choice of discrete domain modeling is justified. This model has been modified by integrating it with the state feedback control law. The resulting multiple feedback loop controlled SPRC has been analyzed and the advantages of having an inner state feedback control have been shown. Introduction of state feedback improves the small-signal dynamic response of the converter. The open loop results obtained with the proposed model have been compared with those predicted by the model of [73] based on the extended describing function method. The results compare well. However, at reduced load conditions, for regulated output voltage, where the converter is operated much above resonance, the proposed model gives more accurate results, as they are closer to the experimental results. The advantages of state feedback control have been shown.

Although the analysis and results have been presented for the converter designed to operate in lagging power factor mode under steady-state conditions, it can be
modified for leading power factor mode of operation with some minor changes.

Following are important observations and conclusions of this work:

1. The dynamics of the slower, output (continuous time) section of the converter are controlled by a complex pair of poles determined by the filter elements, which determine the corner frequency for the -40 dB roll off point.

2. Fast poles occurring at beat frequency, which is roughly the difference between the operating frequency and the resonant frequency [87], govern the dynamics of the converter for perturbation frequencies in the vicinity of the operating frequency.

3. It was verified that the audio-susceptibility transfer function shows the same pattern as the control to output transfer function [73].

4. The loop gain $T$ of the outer voltage loop determines the stability factor of the converter. It must be suitably designed for a proper phase margin and bandwidth.

5. It was observed that for lagging p.f. mode, the initial phase lag is $0^\circ$ for low perturbation frequencies. For leading p.f. mode, it was observed that the initial phase leads by $180^\circ$.

6. Parameters like the output impedance and the audio-susceptibility can be controlled by the state feedback gain matrix, which in turn controls the dynamics of the resonant tank portion of the converter.
Figure 4.10: Comparison of the state feedback controlled SPRC's output impedance gain with an ordinary frequency controlled SPRC.
Figure 4.11: Experimental bode plots, obtained with the help of Hewlett Packard's 3577A network analyzer, for the control to output transfer function of the SPRC. These plots are for the open loop case. (a),(b): Gain and phase plots for the full load case. (c),(d) Gain and phase plots for the half full load case.
Fig. 4.11 (continued)
Figure 4.12: Experimental bode plot for the control to output transfer function for the closed loop operation of the frequency controlled SPRC, without state feedback.
Figure 4.13: Experimental bode plot for the control to output transfer function corresponding to Fig. 4.12, with the inner state feedback loop incorporated.
Chapter 5

Small-Signal Equivalent Circuit Model

In this chapter, a small-signal equivalent circuit model is obtained for the LCC-type parallel resonant converter in the form of a two port hybrid parameter model using discrete time domain analysis. This model is used to study the small-signal behavior of the converter. Dynamic performance parameters like the control to output transfer function, audio-susceptibility, output impedance and input admittance have been plotted. Both exact (discrete time domain) and approximate (continuous time domain) models are obtained. When the exact model is used, the results are found to be accurate up to the switching frequency. Experimental verification of the key results is presented.

5.1 Introduction

While performing the small-signal analysis of the resonant converters, mainly two approaches have been followed in the literature.
(1) Obtaining a purely theoretical model, based on the state-space method or the transfer function approach [51,77,83].

(2) Obtaining a somewhat more practical equivalent circuit model [49,73].

In this context, the small-signal equivalent circuit models of the resonant converters such as those given in [49,73] are more convenient, both for the design calculation purpose as well as for the understanding of the dynamic behavior of the circuit. The small-signal model developed in chapter 4 was based on (1). Although that model is accurate, it is purely theoretical and does not give any physical insight into the small-signal dynamics of the converter. The equivalent circuit modeling approach, presented in this chapter, offers the following advantages:

(1) It represents the converter dynamics in a more accessible and flexible format and therefore can be used as a design tool for small-signal dynamics of a converter.

(2) The input and output impedances of the converter along with other transfer functions (such as the control to output transfer function and the audio-susceptibility) can be determined using simple rules of circuit theory.

(3) It gives more physical insight into the converter dynamics than a state-space model given in [42, 51, 77].

However, equivalent circuit modeling of the resonant converters is not easy. One of the main reasons being that the resonant converters are inherently discrete (sampled) in nature. Physically, this can be understood from the input voltage square wave that appears across the tank of a resonant converter, as a result of the opening and closing of the transistor switches of the input inverter. Clearly, the control of the converter is restricted to the instants where either a falling or rising edge of this square wave occurs. In addition to being inherently discrete, these converters are non-linear and time varying too. What adds to the complexity of the small-signal modeling of the resonant converters is the fact that state-space averaging can not be applied in this
case. This is because the switching frequency of a resonant converter is comparable to its natural frequency (determined by the resonant tank component values). Thus, the former can not be neglected in comparison to the latter. However, the input and output (filter) sections of the converter, which have a much lower natural frequency (slower response) than the switching frequency, can be treated as continuous time sections.

The traditional sampled data approach [42] was considered difficult to be applied in the case of SPRC and therefore in [73], a small-signal equivalent circuit model was obtained using an approximate mathematical model based on the extended describing function method. This model, though elegant and simple, was not exact because the resonant tank waveforms were approximated by their fundamental harmonics and the analysis was done in continuous time domain. To obtain more exact model, the tank states must be treated as “sampled quantities” [49] necessitating a discrete time domain modeling. The small-signal analysis based on sampled data modeling has been presented in chapter 4 [77].

The objective of this chapter is to present a two port hybrid lumped parameter small-signal equivalent circuit model of the SPRC based on the discrete time domain modeling method and to study the control aspects of the SPRC. Both exact (discrete time domain) and approximate (continuous time domain) versions of the model are considered.

The remaining of this chapter is divided into the following sections. The converter operation and the various terminology used in this chapter are described in section 5.2. A step by step derivation of the small-signal equivalent circuit model is given in section 5.3. In section 5.4, the equivalent circuit is used to predict the small-signal behavior of the converter. Dynamic performance parameters (control to output gain, audio-susceptibility, etc.) have been obtained. Experimental verification of the theoretical
results is presented in section 5.5, while the main contributions and conclusions of this chapter are summarized in section 5.6.

5.2 Converter Operation and Terminology

Fig. 3.2 in chapter 3, shows typical waveforms, from \( k^{th} \) instant onwards, for the SPRC operating in the lagging power factor mode. The tank current lags the voltage \( v_{ab} \). To give more meaning to the "sampled nature" of the converter operation, it is customary to call the half period of the switching frequency as an event. Each event consists of two sub-events, \( \alpha_k \) and \( \beta_k \) (also called intervals B and A respectively) corresponding to the circuit topology of the converter. The various intervals are marked in Fig. 3.2.

For each of the intervals \( (\alpha_k \text{ and } \beta_k) \) marked in Fig. 3.2, the equivalent circuit representation is shown in Fig. 3.3. The equations representing these equivalent circuits are given in Appendix A.

Since the \( k^{th} \) event described above represents any arbitrary half period of the switching frequency, the subscript \( k \) will no longer be used explicitly in the rest of the chapter. This will simplify the notation.

The choice of state variables and the notation used are presented in sections 5.2.1 and 5.2.2, respectively.

5.2.1 Choice of State Variables

To appropriately represent the resonant tank of the converter, it is necessary that suitable state variables are identified. If the values of the resonant inductor current, series capacitor voltage and the parallel capacitor voltage, at the beginning of a
half cycle of the operating frequency are known, all the subsequent waveforms can be constructed using the appropriate circuit equations. Hence they can be chosen as state variables. As was mentioned earlier, the converter operating frequency is comparable to the natural frequency of the resonant tank. Therefore, the response time of the tank states is comparable to the sampling time. Consequently they must be treated as discrete state variables.

5.2.2 Notation Used

The small-signal dynamics are investigated in the neighborhood of the dc or steady state operating point of the converter. Fig. 5.1 shows the steady state parallel capacitor voltage waveform along with a perturbed one. Table 5.1 summarizes the notation used to define the instantaneous, steady-state and perturbed quantities. Table 5.2 summarizes the steady-state expressions [7, 12] for the lagging p.f. mode of operation of the SPRC corresponding to Fig. 3.2. $f_n$ denotes the normalized switching frequency.

Table 5.1: Notation

<table>
<thead>
<tr>
<th>Running Variable</th>
<th>Steady State value</th>
<th>Disturbance</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E$</td>
<td>$E_0$</td>
<td>$\dot{E}$</td>
</tr>
<tr>
<td>$i_0$</td>
<td>$I_0$</td>
<td>$\dot{i}_0$</td>
</tr>
<tr>
<td>$i_{L0}$</td>
<td>$I_{L0}$</td>
<td>$\dot{i}_{L0}$</td>
</tr>
<tr>
<td>$v_{c0}$</td>
<td>$V_{c0}$</td>
<td>$\dot{v}_{c0}$</td>
</tr>
<tr>
<td>$v_{c0}$</td>
<td>$\dot{V}_{c0}$</td>
<td>$\ddot{v}_{c0}$</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>$A$</td>
<td>$\dot{\alpha}$</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>$\Gamma$</td>
<td>$\dot{\gamma}$</td>
</tr>
</tbody>
</table>
Table 5.2: Steady-State Expressions

\[ I_{L0} = \frac{-E_0 \sin(\Gamma)}{1 + \cos(\Gamma)} - r_2 I_0 + \frac{r_2 I_0}{1 + \cos(\Gamma)} (\cos(A) + \cos(\Gamma - A)) \]

\[ V_{cs0} = \frac{Z_0 r_1 r_2 (\sin(\Gamma - A) - \sin(A))}{1 + \cos(\Gamma)} - Z r_1 r_2 I_0 \frac{\Gamma - 2A}{2} \]

\[ V_{ct0} = \frac{Z_0 r_1^2 (\sin(\Gamma - A) - \sin(A))}{1 + \cos(\Gamma)} + Z r_1 r_2 I_0 \frac{\Gamma - 2A}{2} \]

\[ V_0 = \frac{1}{2} r_2 E_0 \left(\frac{-\sin(A)}{\cos(\frac{\Gamma}{2})} + (\frac{\Gamma}{2} - A)\right) \]

\[ A = l \pi - \sin^{-1}\left(\frac{\sqrt{h}}{\sqrt{f^2 + g^2}}\right) - \tan^{-1}\left(\frac{g}{f}\right) \]

where \( f = E_0 \sin(\Gamma) \),
\( g = E_0 (1 + \cos(\Gamma)) \),

and \( h = g - Z C_{1B} \sin(\Gamma) + Z I_0 (C_e/C_s)(\Gamma/2)(g/E_0) \),

\( l = 1 \) for \( f_n > 1 \) and \( 0 \) for \( f_n < 1 \),

\( r_1 = \frac{C_e}{C_s} \) and \( r_2 = \frac{C_e}{C_l} \),

\( C_e = \frac{C_e C_l}{C_s + C_l}, \ Z = \sqrt{L/C_e} \)
5.3 Small-Signal Equivalent Circuit Modeling

In this section, a two port, lumped parameter, small-signal equivalent circuit model has been obtained for the SPRC operating in lagging power factor mode (Fig. 3.2).

Referring to Fig. 3.1, the three major sections of the SPRC can be identified. The resonant tank portion of the converter is a discrete system, as explained previously. The input and output (filter) sections can be treated as continuous systems. Low frequency approximation can not be used for the resonant tank and hence its modeling is more complex. We assume that the resonant tank is a *two-port* network specified by four terminal quantities. The inverter input current ($i_{in}$) and the rectified parallel capacitor voltage ($v_{out}$) are chosen as dependent quantities while the input dc voltage ($E$) and the output current ($i_0$) are considered as independent quantities. To interface the input and output sections with the resonant section, the dependent quantities are averaged. It is assumed that the independent quantities ($E$ and $i_0$) change only at the beginning or end of an event and remain constant during an event.

Inspection of the resonant tank and the choice of dependent and independent variables, reveals that a hybrid parameter model is most suitable for representing the resonant tank. Two equations (an input current equation and an output voltage equation) are required for this purpose. The dependent quantities are expressed in terms of the independent quantities. However, these relations are non-linear. To be able to obtain a linearized two port hybrid model, we linearize this system of equations about a steady-state operating point and obtain a small-signal representation of the resonant tank of the SPRC, as shown in Fig. 5.2. The governing small-signal equations are given by

\[
\begin{align*}
\dot{v}_{out} &= h_{11} \dot{e} + h_{22} \dot{i}_0 + h_{2e} \dot{i}_\gamma \\
\dot{i}_{in} &= h_{21} \dot{e} + h_{12} \dot{i}_0 + h_{1e} \dot{i}_\gamma
\end{align*}
\]  

(5.1) (5.2)

To accommodate the role of the voltage controlled oscillator, which controls the
Figure 5.1: Waveforms showing the effect of perturbation on the circuit variables. The notation used is clearly marked and followed throughout the paper.

Figure 5.2: Two port hybrid parameter, small signal equivalent circuit model of the SPRC developed in this paper. The hybrid parameters have been defined in section 5.3. The output section of the SPRC is shown connected to the linearized small signal model of the resonant tank.
converter operating frequency (another independent variable), additional independent
sources have been inserted in the last two equations denoted by coefficients with
subscript "c". \(v_r\) stands for the control voltage of the VCO. Following seven steps are
followed in obtaining the two port hybrid parameter small-signal equivalent circuit
model.

5.3.1 Large-Signal State Equations for Resonant Tank (Step 1)

The first step in the derivation of the model is writing the large-signal state equations
for the resonant tank, which is in discrete time domain. The large-signal equation
corresponding to the tank current state is given by

\[
\frac{\Delta i_{L0}}{t_s} = -\frac{i_L(t_s) - i_L(0)}{t_s} \tag{5.3}
\]

\(i_L(t_s)\) denotes the tank current at the end of the half period \((k^{th}\) event) and is same
as \(i_L(t_{0(k+1)})\) (Fig. 2). A large-signal expression is required giving \(i_L(t_s)\) in terms of
\(i_L(0)\). This, along with those for the other two states, were derived in [78]. These
relations are summarized in the Appendix B. Substituting the value of \(i_L(t_s)\) from
Appendix B into the last equation;

\[
\frac{\Delta i_{L0}}{t_s} = \frac{-A_1B\sin(\omega_0 t_s) - B_1B\cos(\omega_0 t_s) - C_1B(2\cos(\omega_0 t\beta) - 1) - i_L(0)}{t_s} \tag{5.4}
\]

Similarly,

\[
\frac{\Delta v_{cso}}{t_s} = \frac{-v_{cs}(t_s) - v_{cs}(0)}{t_s} \tag{5.5}
\]

\[
= \frac{-A_2B(1 - \cos(\omega_0 t_s)) + B_2B\sin(\omega_0 t_s) + C_2B(\omega_0 t\alpha - \omega_0 t\beta + 2\sin(\omega_0 t\beta) + 2v_{cs}(0)}{t_s} \tag{5.6}
\]

\[
\frac{\Delta v_{cit}}{t_s} = \frac{-v_{ct}(t_s) - v_{ct}(0)}{t_s} \tag{5.7}
\]
\[
X_1 = A_3 B (1 - \cos(\omega_0 t_s)) + B_3 B \sin(\omega_0 t_s) + C_3 B (2\omega_0 t_\alpha - \omega_0 t_s)
\]
\[
X_2 = 2Z r_2 C_1 B \sin(\omega_0 t_s - \omega_0 t_\alpha) + 2v_(ct)(0)
\]

5.3.2 Input and Output Equations (Step 2)

The next step is to obtain the large-signal state equations for the dependent quantities. As stated previously, the dependent quantities \(v_{out}\) and \(i_{in}\) should be averaged over the switching period following the low frequency approximation. These averaged quantities then serve to link the discrete resonant tank portion to the other two slower (continuous time) sections.

We begin with the current equation. Referring to Fig. 3.2, it can be seen that the current \(i_{in}\) flowing into the resonant tank can be obtained by averaging the charges during the two sub-intervals \(\alpha\) and \(\beta\). Thus:

\[
i_{in} = \frac{q_\alpha + q_\beta}{t_s}
\]

where

\[
q_\alpha = \int_0^{t_\alpha} (A_1 B \sin(\omega_0 t') + B_1 B \cos(\omega_0 t') + C_1 B) dt'
\]

\[
q_\beta = \int_0^{t_\alpha-t_\alpha} (A_1 A \sin(\omega_0 t'') + B_1 A \cos(\omega_0 t'') + C_1 A) dt''
\]

The above expressions are evaluated by substituting the values of the \(A, B, C\) constants from the Appendix A and integrating between the specified intervals.

\[
q_\alpha = \frac{E - v_{ca0} - v_{ct0}}{\omega_0 Z} (1 - \cos(\alpha)) + \frac{i_{L_0} + r_2 i_i}{\omega_0} \sin(\alpha) - \frac{r_2 i_i}{\omega_0} \alpha
\]

\[
q_\beta = \frac{E - v_{ca1} - v_{ct1}}{\omega_0 Z} (1 - \cos(\gamma - \alpha)) + \frac{i_{L_1} + r_2 i_i}{\omega_0} \sin(\gamma - \alpha) - \frac{r_2 i_i}{\omega_0} (\gamma - \alpha)
\]
where $i_{L1}$, $v_{c1}$ and $v_{ct1}$ are given by (A.1), (A.2) and (A.3) in Appendix A.

For the other dependent quantity, i.e. output voltage of the resonant tank, the parallel capacitor voltage equations for the intervals $\alpha$ and $\beta$ (see Appendix A) are integrated. This yields:

$$V_{\text{out}} = \frac{1}{t_s} \int_{0}^{t_s} |v_{c}(\tau)| d\tau = \frac{1}{t_s} \left( - \int_{0}^{t_\alpha} v_{c1}(\tau) d\tau + \int_{t_\alpha}^{t_s-t_\alpha} v_{c2}(\tau) d\tau \right)$$  \hspace{1cm} (5.13)

The expressions for $v_{c1}$ and $v_{c2}$ are given by (A.3) and (A.11) respectively in Appendix A.

$$V_{\text{out}} = \frac{r_s^2}{\omega_0 t_s} (E - v_{c0} - v_{c10}).(\gamma - 2\alpha + 2\sin(\alpha) - \sin(\gamma))$$

$$+ \frac{Zr_s^2}{\omega_0 t_s} (2\cos(\alpha) - 1 - \cos(\gamma)) - \frac{2Zr_s^2}{2\omega_0 t_s} (2\alpha - \gamma)^2$$

$$+ \frac{2Zr_s^2}{\omega_0 t_s} (\cos(\gamma - \alpha - 1) + \frac{v_{c10}}{\omega_0 t_s} (\gamma - 2\alpha))$$  \hspace{1cm} (5.14)

At this point we have all the large-signal state equations necessary to represent the system. But these are non-linear equations. To model the small-signal dynamics of the converter, they must be linearized in the neighborhood of the stable operating point (Table 5.2). This is done in the next section.

### 5.3.3 Perturbation and Linearization (Step 3)

The equations (5.4), (5.6), (5.8), (5.9) and (5.14) are perturbed and linearized about the steady state operating point. The perturbation and linearization of these state equations is shown below.

$$- \frac{\Delta(I_{L0} + \dot{I}_{L0})}{t_s} = \omega_0 \frac{E_0 + \dot{e} - V_{c0} - \dot{v}_{c0} - V_{c10} - \dot{v}_{c10}}{Z(\Gamma + \dot{\gamma})} \sin(\Gamma + \dot{\gamma})$$

$$+ \omega_0 \frac{(I_{L0} + \dot{I}_{L0} + r_1 I_0 + r_2 I_0)\cos(\Gamma + \dot{\gamma}) - 2\omega_0 r_2 (I_0 + \hat{I}_0)\cos(\Gamma + \dot{\gamma} - \Lambda - \dot{\alpha})}{\Gamma + \dot{\gamma}}$$

$$+ \frac{\omega_0 r_2 (I_0 + \hat{I}_0) + \omega_0 I_{L0} + \dot{I}_{L0}\omega_0}{\Gamma + \dot{\gamma}}$$  \hspace{1cm} (5.15a)

$$- \frac{\Delta(V_{c0} + \dot{v}_{c0})}{t_s} = \omega_0 r_1 \frac{E_0 + \dot{e} - V_{c0} - \dot{v}_{c0} - V_{c10} - \dot{v}_{c10}}{(\Gamma + \dot{\gamma})} (1 - \cos(\Gamma + \dot{\gamma}))$$
\[ + \omega_0 Z_{r_1} (I_{L0} + i_{L0} + r_2 I_0 + r_2 \hat{i}_0) \sin(\Gamma + \hat{\gamma}) - 2\omega_0 r_1 r_2 Z(I_0 + \hat{i}_0) \sin(\Gamma + \hat{\gamma} - A - \hat{\alpha}) \]
\[ + \frac{-Z_{r_1} r_2 \omega_0 (I_0 + \hat{i}_0)(2A + 2\hat{\alpha} - \Gamma - \hat{\gamma}) + 2\omega_0 (V_{cs0} + \hat{\nu}_{cso})}{\Gamma + \hat{\gamma}} \]
\[ \frac{\Delta(V_{ct0} + \hat{\nu}_{ct0})}{t_s} = \omega_0 Z_{r_1} (r_2 E_0 + \hat{e} - V_{cs0} - \hat{\nu}_{cs0} - V_{ct0} - \hat{\nu}_{ct0}) (1 - \cos(\Gamma + \hat{\gamma})) \]
\[ + \omega_0 Z_{r_2} (I_{L0} + i_{L0} + r_2 I_0 + r_2 \hat{i}_0) \sin(\Gamma + \hat{\gamma}) - 2\omega_0 r_2^2 Z(I_0 + \hat{i}_0) \sin(\Gamma + \hat{\gamma} - A - \hat{\alpha}) \]
\[ + \frac{Z_{r_1} r_2 \omega_0 (I_0 + \hat{i}_0)(2A + 2\hat{\alpha} - \Gamma - \hat{\gamma}) + 2\omega_0 (V_{ct0} + \hat{\nu}_{ct0})}{\Gamma + \hat{\gamma}} \]

The above equations can be simplified using the following.

\[ \sin(\Gamma + \hat{\gamma}) = \sin(\Gamma) + \hat{\gamma}\cos(\Gamma) \]

with

\[ \cos(\hat{\gamma}) = 1 \]

\[ \cos(\Gamma + \hat{\gamma}) = \cos(\Gamma) - \hat{\gamma}\sin(\Gamma) \]

with

\[ \sin(\hat{\gamma}) = \hat{\gamma} \]

Similarly

\[ \cos(\Gamma + \hat{\gamma} - A - \hat{\alpha}) = \cos(\Gamma - A) - (\hat{\gamma} - \hat{\alpha})\sin(\Gamma - A) \]

and the denominator

\[ \frac{1}{\Gamma + \hat{\gamma}} = \frac{1}{\Gamma} \left(1 + \frac{\hat{\gamma}}{\Gamma}\right)^{-1} \approx \frac{1}{\Gamma} \left(1 - \frac{\hat{\gamma}}{\Gamma}\right) \]

Using the above simplifications, the small-signal terms can be separated from the dc terms to yield the following small-signal equations.

\[ \frac{\Delta i_{L0}}{t_s} = p'_{11} i_{L0} + p'_{12} \hat{\nu}_{cs0} + p'_{13} \hat{\nu}_{ct0} + p'_{14} \hat{\nu} + p'_{15} \hat{\alpha} + p'_{16} \hat{\gamma} + p'_{17} \hat{\alpha} \]

\[ \frac{\Delta \hat{\nu}_{cs0}}{t_s} = p'_{21} \hat{\nu}_{cs0} + p'_{22} \hat{\nu}_{cs0} + p'_{23} \hat{\nu}_{ct0} + p'_{24} \hat{\nu} + p'_{25} \hat{\gamma} + p'_{27} \hat{\alpha} \]

\[ \frac{\Delta \hat{\nu}_{ct0}}{t_s} = p'_{31} \hat{\nu}_{ct0} + p'_{32} \hat{\nu}_{ct0} + p'_{33} \hat{\nu}_{ct0} + p'_{34} \hat{\nu} + p'_{35} \hat{\gamma} + p'_{37} \hat{\alpha} \]

where \( p'_{ij} \) are some intermediate coefficients introduced as a matter of convenience. At this point, we have obtained the small-signal equations, but they still have one dependent quantity \( \hat{\alpha} \). This must be eliminated, as shown in the next section.
5.3.4 Elimination of \( \dot{\alpha} \) (Step 4)

To eliminate the dependent quantity \( \dot{\alpha} \), we note that the parallel capacitor voltage goes to zero at the end of B (\( \alpha \)) interval. Therefore;

\[
A_{3B}(1 - \cos(\alpha)) + B_{3B}\sin(\alpha) + C_{3B}\alpha + v_{ct0} = 0
\]

or

\[
r_2(E - v_{c30} - v_{ct0})(1 - \cos(\alpha)) + Z_r2(i_{L0}) + r_2i_0\sin(\alpha) + Zr_1r_2i_0\alpha + v_{ct0} = 0
\]

The above equation, which is of the form \( f(\alpha, E, v_{c30}, v_{ct0}, i_{L0}, i_0) = 0 \) can be expanded and linearized using the Taylor's expansion to yield the following:

\[
0 = f(A, E_0, V_{c30}, V_{ct0}, I_{L0}, I_0) + \frac{\partial f}{\partial \alpha}\bigg|_{eq} \dot{\alpha} + \frac{\partial f}{\partial E}\bigg|_{eq} \dot{E} + \frac{\partial f}{\partial v_{c30}}\bigg|_{eq} \dot{v}_{c30} + \frac{\partial f}{\partial v_{ct0}}\bigg|_{eq} \dot{v}_{ct0} + \frac{\partial f}{\partial i_{L0}}\bigg|_{eq} \dot{i}_{L0} + \frac{\partial f}{\partial i_0}\bigg|_{eq} \dot{i}_0
\]

(5.23)

Noting that the first term on the right hand side in the last equation is zero, we get;

\[
\dot{\alpha} = \frac{-DE.\dot{E} + DVCS.\dot{v}_{c30} + DVCT.\dot{v}_{ct0} + DVL.\dot{i}_{L0} + DIO.\dot{i}_0}{DA}
\]

(5.24)

where

\[
DA(\frac{\partial f}{\partial \alpha}\bigg|_{eq}) = r_2(E_0 - V_{c30} - V_{ct0})\sin(\alpha) + Zr_2(I_{L0} + r_2i_0)\cos(\alpha) + Zr_1r_2i_0
\]

\[
= A_{3B}\sin(\alpha) + B_{3B}\cos(\alpha) + C_{3B}
\]

The quantities \( DE, DVCS \) etc. are summarized in Table 5.3 and the A, B, C constant are same as given in the Appendix A with subscript "k" dropped and the state variables replaced with their steady-state values as per Table 5.1.

5.3.5 Final Small-Signal Equations (Step 5)

Once \( \dot{\alpha} \) is evaluated in terms of the independent quantities, we can eliminate it from (5.20). To give more meaning to the modified equation, it is multiplied by \( L \), the
Table 5.3: Partial Derivatives

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
<th>Expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>DE</td>
<td>$\frac{\partial f}{\partial E}$</td>
<td>$(1 - \cos(A)).r_2$</td>
</tr>
<tr>
<td>DVCS</td>
<td>$\frac{\partial f}{\partial v_{c0}}$</td>
<td>-DE</td>
</tr>
<tr>
<td>DVCT</td>
<td>$\frac{\partial f}{\partial v_{c0}}$</td>
<td>DVCS + 1</td>
</tr>
<tr>
<td>DVIL</td>
<td>$\frac{\partial f}{\partial v_{l0}}$</td>
<td>$Z_r^2 \sin(A)$</td>
</tr>
<tr>
<td>DIO</td>
<td>$\frac{\partial f}{\partial q}$</td>
<td>$Z_r^2 \sin(A) + Z_r r_2 A$</td>
</tr>
</tbody>
</table>

resonating inductance, resulting in the following equation.

$$L \frac{\Delta i_{L0}}{t_s} = R_1 \frac{\Delta e_{c0}}{t_s} + K_1 \frac{\Delta v_{c0}}{t_s} + K_2 \frac{\Delta v_{c0}}{t_s} + R_2 \frac{\Delta i_{L0}}{t_s} + K_3 \frac{\Delta \dot{v}_e}{t_s} + K_1 \frac{\Delta \dot{v}_e}{t_s}$$ (5.25)

The remaining two equations for the tank states can also be suitably modified. They, along with the other two for the dependent quantities ($v_{out}$ and $i_{in}$) are given below:

$$C_e \frac{\Delta v_{c0}}{t_s} = K_4 \frac{\Delta i_{L0}}{t_s} + g_1 \frac{\Delta v_{c0}}{t_s} + g_2 \frac{\Delta v_{c0}}{t_s} + K_5 \frac{\Delta \dot{v}_e}{t_s} + g_3 \frac{\Delta \dot{v}_e}{t_s} + g_1 \frac{\Delta \dot{v}_e}{t_s} + g_3 \frac{\Delta \dot{v}_e}{t_s}$$ (5.26)

$$C_t \frac{\Delta v_{c0}}{t_s} = K_6 \frac{\Delta i_{L0}}{t_s} + g_4 \frac{\Delta v_{c0}}{t_s} + g_5 \frac{\Delta v_{c0}}{t_s} + K_7 \frac{\Delta \dot{v}_e}{t_s} + g_6 \frac{\Delta \dot{v}_e}{t_s} + g_2 \frac{\Delta \dot{v}_e}{t_s} + g_3 \frac{\Delta \dot{v}_e}{t_s}$$ (5.27)

$$\dot{v}_{out} = R_3 \frac{\Delta i_{L0}}{t_s} + K_8 \frac{\Delta v_{c0}}{t_s} + K_9 \frac{\Delta v_{c0}}{t_s} + R_1 \frac{\Delta i_{L0}}{t_s} + K_3 \frac{\Delta \dot{v}_e}{t_s} + K_2 \frac{\Delta \dot{v}_e}{t_s} + K_1 \frac{\Delta \dot{v}_e}{t_s} + K_2 \frac{\Delta \dot{v}_e}{t_s}$$ (5.28)

$$\dot{i}_{in} = K_1 \frac{\Delta i_{L0}}{t_s} + g_7 \frac{\Delta v_{c0}}{t_s} + g_8 \frac{\Delta v_{c0}}{t_s} + K_1 \frac{\Delta \dot{v}_e}{t_s} + g_9 \frac{\Delta \dot{v}_e}{t_s} + g_3 \frac{\Delta \dot{v}_e}{t_s}$$ (5.29)

In the above equations, $g'$s have dimensions of conductance, $R'$s have dimensions of resistance, and $K'$s are dimensionless. The coefficients of small-signal equations (5.25) - (5.29) are defined in Tables (5.4) and (5.5).

5.3.6 Elimination of Intermediate Variables (Step 6)

Equations (5.25) - (5.29) represent a small-signal multi-port model of the SPRC shown in Fig. 5.3. This model might give some physical insight into the small-signal
Table 5.4: Small Signal Coefficients for the Resonant Tank Equations

<table>
<thead>
<tr>
<th>$R_1$</th>
<th>$-(Z_{1}+\cos(T)) - Z_{2} \cdot r_{1} \cdot \sin(T - \Gamma)$</th>
<th>$\frac{DVIL}{DA}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_1$</td>
<td>$\frac{\sin(T)}{1} - \frac{2 \cdot r_{1} \cdot Z_{1}}{Z_{2}} \cdot \sin(T - \Gamma)$</td>
<td>$\frac{DVCS}{DA}$</td>
</tr>
<tr>
<td>$K_2$</td>
<td>$\frac{\sin(T)}{1} - \frac{2 \cdot r_{1} \cdot Z_{1}}{Z_{2}} \cdot \sin(T - \Gamma)$</td>
<td>$\frac{DVCT}{DA}$</td>
</tr>
<tr>
<td>$R_2$</td>
<td>$-\frac{r_{2} \cdot Z \cdot \cos(T)}{Z_{2}} + \frac{2 \cdot r_{2} \cdot \cos(T - \Gamma)}{Z_{2}} - \frac{r_{2} \cdot Z}{Z_{2}} - \frac{2 \cdot r_{2} \cdot \sin(T - \Gamma)}{Z_{2}}$</td>
<td>$\frac{DIO}{DA}$</td>
</tr>
<tr>
<td>$K_3$</td>
<td>$-\frac{\sin(T)}{1} - \frac{2 \cdot r_{1} \cdot Z_{1}}{Z_{2}} \cdot \sin(T - \Gamma)$</td>
<td>$\frac{DE}{DA}$</td>
</tr>
<tr>
<td>$K_{1c}$</td>
<td>$\left(\frac{E(0) - V_{co} - V_{co}}{Z_{2}} \cdot \sin(T - \Gamma)\right) + Z_{2} \cdot (2 \cdot r_{1} \cdot \ln(T + 1) \cdot \sin(T))$</td>
<td>$\frac{P_{1}}{P_{2}}$</td>
</tr>
<tr>
<td>$+ Z_{2} \cdot \ln(-2 \cdot \sin(T - \Gamma) + 1 \cdot \cos(T - \Gamma)) + Z_{2} \cdot \ln(T)$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$K_4$</td>
<td>$\frac{\sin(T)}{1} + \frac{2 \cdot r_{2} \cdot \cos(T - \Gamma)}{Z_{2}}$</td>
<td>$\frac{DVIL - 2 \cdot r_{2} \cdot DVIL}{DA}$</td>
</tr>
<tr>
<td>$g_1$</td>
<td>$\frac{1}{Z_{1}} - \frac{1}{Z_{1}} \cdot \cos(T) - \frac{2 \cdot r_{1} \cdot \ln(\cos(T - \Gamma) - 1)}{Z_{1}}$</td>
<td>$\frac{DVCS}{DA}$</td>
</tr>
<tr>
<td>$g_2$</td>
<td>$\frac{1}{Z_{1}} - \frac{1}{Z_{1}} \cdot \cos(T) + \frac{2 \cdot r_{1} \cdot (\cos(T - \Gamma) - 1)}{Z_{1}}$</td>
<td>$\frac{DVCT}{DA}$</td>
</tr>
<tr>
<td>$K_5$</td>
<td>$-\frac{r_{2} \cdot \sin(T)}{1} + \left(2 \cdot A - \Gamma\right) + \left(2 \cdot A - \Gamma\right) + \frac{2 \cdot r_{2} \cdot (\cos(T - \Gamma) - 1)}{Z_{2}}$</td>
<td>$\frac{DIO}{DA}$</td>
</tr>
<tr>
<td>$g_3$</td>
<td>$\frac{1}{Z_{1}} + \frac{1}{Z_{1}} \cdot \cos(T) + \frac{2 \cdot r_{2} \cdot (\cos(T - \Gamma) - 1)}{Z_{1}}$</td>
<td>$\frac{DU}{DA}$</td>
</tr>
<tr>
<td>$g_{1c}$</td>
<td>$\frac{1}{Z_{1}} \left(E(0) - V_{co} - V_{co}\right) \cdot \left(-\sin(T) + \frac{1}{1} - \frac{\cos(T)}{1}\right) + \frac{1}{1} \left(I_{0} + r_{2} \cdot I_{0}\right) \cdot (\sin(T) - \cos(T))$</td>
<td>$\frac{P_{1}}{P_{2}}$</td>
</tr>
<tr>
<td>$+ r_{2} \cdot (1 + 2 \cdot \cos(T - \Gamma)) - \frac{4 \cdot I_{0} - 2 \cdot \sin(T - \Gamma) + 1}{Z_{2} \cdot \ln(T)} + \frac{2 \cdot V_{co}}{Z_{2} \cdot \ln(T)}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$K_6$</td>
<td>$-\frac{\sin(T)}{1} + \frac{2 \cdot r_{1} \cdot \ln(\cos(T - \Gamma) + r_{1})}{Z_{1}}$</td>
<td>$\frac{DVIL(\cos(T - \Gamma) + r_{1})}{DA}$</td>
</tr>
<tr>
<td>$g_4$</td>
<td>$\frac{1}{Z_{1}} \left(1 - \cos(T)\right) + \frac{1}{Z_{1}} \cdot \ln(\cos(T - \Gamma) + r_{1})$</td>
<td>$\frac{DVCS}{DA}$</td>
</tr>
<tr>
<td>$g_5$</td>
<td>$\frac{1}{Z_{1}} \left(1 - \cos(T)\right) - \frac{2 \cdot r_{1} \cdot \ln(\cos(T - \Gamma) + r_{1})}{Z_{1}}$</td>
<td>$\frac{DVCT}{DA}$</td>
</tr>
<tr>
<td>$K_7$</td>
<td>$-\frac{1}{Z_{1}} \cdot \sin(T) - \frac{1}{Z_{1}} \left(2 \cdot A - \Gamma\right) + \frac{2 \cdot r_{2} \cdot \sin(T - \Gamma) + \frac{1}{Z_{2}} \cdot \ln(\cos(T - \Gamma) + r_{1})}{Z_{1}}$</td>
<td>$\frac{DIO}{DA}$</td>
</tr>
<tr>
<td>$g_6$</td>
<td>$-\frac{1}{Z_{1}} \cdot \sin(T) + \frac{1}{Z_{1}} \cdot \cos(T) + \frac{2 \cdot r_{2} \cdot \ln(\cos(T - \Gamma) + r_{1})}{Z_{1}}$</td>
<td>$\frac{DU}{DA}$</td>
</tr>
<tr>
<td>$g_{2c}$</td>
<td>$\frac{1}{Z_{1}} \left(E(0) - V_{co} - V_{co}\right) \cdot \left(-\sin(T) + \frac{1}{1} - \frac{\cos(T)}{1}\right) + \frac{1}{1} \left(I_{0} + r_{2} \cdot I_{0}\right) \cdot (\sin(T) - \cos(T))$</td>
<td>$\frac{P_{1}}{P_{2}}$</td>
</tr>
<tr>
<td>$+ \frac{1}{1} \left(2 \cdot r_{2} \cdot \cos(T - \Gamma) + r_{1} + \Gamma(2 \cdot A - \Gamma) - 2 \cdot r_{2} \cdot \sin(T - \Gamma) + 1\right) + \frac{2 \cdot V_{co}}{Z_{2} \cdot \ln(T)}$</td>
<td>$\frac{P_{1}}{P_{2}}$</td>
<td></td>
</tr>
</tbody>
</table>
Table 5.5: Small Signal Coefficients for the Input and Output Equations

<table>
<thead>
<tr>
<th>$R_0$</th>
<th>$P_{41} + P_{47}$</th>
<th>$\frac{\omega}{\omega_0}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_8$</td>
<td>$P_{41} + P_{47}$</td>
<td>$\frac{\omega}{\omega_0}$</td>
</tr>
<tr>
<td>$K_9$</td>
<td>$P_{41} + P_{47}$</td>
<td>$\frac{\omega}{\omega_0}$</td>
</tr>
<tr>
<td>$R_4$</td>
<td>$P_{41} + P_{47}$</td>
<td>$\frac{\omega}{\omega_0}$</td>
</tr>
<tr>
<td>$K_{10}$</td>
<td>$P_{41} + P_{47}$</td>
<td>$\frac{\omega}{\omega_0}$</td>
</tr>
<tr>
<td>$K_{11}$</td>
<td>$P_{41} + P_{47}$</td>
<td>$\frac{\omega}{\omega_0}$</td>
</tr>
<tr>
<td>$g_7$</td>
<td>$P_{53} + P_{67}$</td>
<td>$\frac{\omega}{\omega_0}$</td>
</tr>
<tr>
<td>$g_9$</td>
<td>$P_{53} + P_{67}$</td>
<td>$\frac{\omega}{\omega_0}$</td>
</tr>
<tr>
<td>$g_9$</td>
<td>$P_{53} + P_{67}$</td>
<td>$\frac{\omega}{\omega_0}$</td>
</tr>
<tr>
<td>$g_{33}$</td>
<td>$P_{56}$</td>
<td>$\frac{\omega}{\omega_0}$</td>
</tr>
<tr>
<td>$g_{41}$</td>
<td>$2 \sqrt{2} (2 \cos(A) - 3 - \cos(T) + 2 \cos(A + \Gamma)) \cdot \frac{2 \sqrt{2} \beta}{\sqrt{1 + \frac{1}{2} \cos^2(\beta)}}$</td>
<td></td>
</tr>
<tr>
<td>$g_{42}$</td>
<td>$-2 \sqrt{2} (1 - \frac{2 \sqrt{2}}{\sqrt{1 + \frac{1}{2} \cos^2(\beta)}})$</td>
<td></td>
</tr>
<tr>
<td>$g_{43}$</td>
<td>$\frac{2 \sqrt{2}}{\sqrt{1 + \frac{1}{2} \cos^2(\beta)}}$</td>
<td></td>
</tr>
<tr>
<td>$g_{44}$</td>
<td>$\frac{2 \sqrt{2}}{\sqrt{1 + \frac{1}{2} \cos^2(\beta)}} (2 \cos(A) - 3 - \cos(T) + 2 \cos(A - \Gamma)) \cdot \frac{2 \sqrt{2} \beta}{\sqrt{1 + \frac{1}{2} \cos^2(\beta)}}$</td>
<td></td>
</tr>
<tr>
<td>$g_{45}$</td>
<td>$-2 \sqrt{2} (1 - \frac{2 \sqrt{2}}{\sqrt{1 + \frac{1}{2} \cos^2(\beta)}})$</td>
<td></td>
</tr>
<tr>
<td>$g_{46}$</td>
<td>$\frac{2 \sqrt{2}}{\sqrt{1 + \frac{1}{2} \cos^2(\beta)}}$</td>
<td></td>
</tr>
<tr>
<td>$g_{47}$</td>
<td>$\frac{2 \sqrt{2}}{\sqrt{1 + \frac{1}{2} \cos^2(\beta)}} (2 \cos(A) - 3 - \cos(T) + 2 \cos(A + \Gamma)) \cdot \frac{2 \sqrt{2} \beta}{\sqrt{1 + \frac{1}{2} \cos^2(\beta)}}$</td>
<td></td>
</tr>
<tr>
<td>$g_{48}$</td>
<td>$-2 \sqrt{2} (1 - \frac{2 \sqrt{2}}{\sqrt{1 + \frac{1}{2} \cos^2(\beta)}})$</td>
<td></td>
</tr>
<tr>
<td>$g_{49}$</td>
<td>$\frac{2 \sqrt{2}}{\sqrt{1 + \frac{1}{2} \cos^2(\beta)}}$</td>
<td></td>
</tr>
<tr>
<td>$g_{50}$</td>
<td>$\frac{2 \sqrt{2}}{\sqrt{1 + \frac{1}{2} \cos^2(\beta)}} (2 \cos(A) - 3 - \cos(T) + 2 \cos(A - \Gamma)) \cdot \frac{2 \sqrt{2} \beta}{\sqrt{1 + \frac{1}{2} \cos^2(\beta)}}$</td>
<td></td>
</tr>
<tr>
<td>$g_{51}$</td>
<td>$-2 \sqrt{2} (1 - \frac{2 \sqrt{2}}{\sqrt{1 + \frac{1}{2} \cos^2(\beta)}})$</td>
<td></td>
</tr>
<tr>
<td>$g_{52}$</td>
<td>$\frac{2 \sqrt{2}}{\sqrt{1 + \frac{1}{2} \cos^2(\beta)}}$</td>
<td></td>
</tr>
<tr>
<td>$g_{53}$</td>
<td>$\frac{2 \sqrt{2}}{\sqrt{1 + \frac{1}{2} \cos^2(\beta)}} (2 \cos(A) - 3 - \cos(T) + 2 \cos(A - \Gamma)) \cdot \frac{2 \sqrt{2} \beta}{\sqrt{1 + \frac{1}{2} \cos^2(\beta)}}$</td>
<td></td>
</tr>
<tr>
<td>$g_{54}$</td>
<td>$-2 \sqrt{2} (1 - \frac{2 \sqrt{2}}{\sqrt{1 + \frac{1}{2} \cos^2(\beta)}})$</td>
<td></td>
</tr>
<tr>
<td>$g_{55}$</td>
<td>$\frac{2 \sqrt{2}}{\sqrt{1 + \frac{1}{2} \cos^2(\beta)}}$</td>
<td></td>
</tr>
<tr>
<td>$g_{56}$</td>
<td>$\frac{2 \sqrt{2}}{\sqrt{1 + \frac{1}{2} \cos^2(\beta)}} (2 \cos(A) - 3 - \cos(T) + 2 \cos(A - \Gamma)) \cdot \frac{2 \sqrt{2} \beta}{\sqrt{1 + \frac{1}{2} \cos^2(\beta)}}$</td>
<td></td>
</tr>
<tr>
<td>$g_{57}$</td>
<td>$-2 \sqrt{2} (1 - \frac{2 \sqrt{2}}{\sqrt{1 + \frac{1}{2} \cos^2(\beta)}})$</td>
<td></td>
</tr>
<tr>
<td>$g_{58}$</td>
<td>$\frac{2 \sqrt{2}}{\sqrt{1 + \frac{1}{2} \cos^2(\beta)}}$</td>
<td></td>
</tr>
<tr>
<td>$g_{59}$</td>
<td>$\frac{2 \sqrt{2}}{\sqrt{1 + \frac{1}{2} \cos^2(\beta)}} (2 \cos(A) - 3 - \cos(T) + 2 \cos(A - \Gamma)) \cdot \frac{2 \sqrt{2} \beta}{\sqrt{1 + \frac{1}{2} \cos^2(\beta)}}$</td>
<td></td>
</tr>
<tr>
<td>$g_{60}$</td>
<td>$-2 \sqrt{2} (1 - \frac{2 \sqrt{2}}{\sqrt{1 + \frac{1}{2} \cos^2(\beta)}})$</td>
<td></td>
</tr>
<tr>
<td>$g_{61}$</td>
<td>$\frac{2 \sqrt{2}}{\sqrt{1 + \frac{1}{2} \cos^2(\beta)}}$</td>
<td></td>
</tr>
<tr>
<td>$g_{62}$</td>
<td>$\frac{2 \sqrt{2}}{\sqrt{1 + \frac{1}{2} \cos^2(\beta)}} (2 \cos(A) - 3 - \cos(T) + 2 \cos(A - \Gamma)) \cdot \frac{2 \sqrt{2} \beta}{\sqrt{1 + \frac{1}{2} \cos^2(\beta)}}$</td>
<td></td>
</tr>
<tr>
<td>$g_{63}$</td>
<td>$-2 \sqrt{2} (1 - \frac{2 \sqrt{2}}{\sqrt{1 + \frac{1}{2} \cos^2(\beta)}})$</td>
<td></td>
</tr>
<tr>
<td>$g_{64}$</td>
<td>$\frac{2 \sqrt{2}}{\sqrt{1 + \frac{1}{2} \cos^2(\beta)}}$</td>
<td></td>
</tr>
<tr>
<td>$g_{65}$</td>
<td>$\frac{2 \sqrt{2}}{\sqrt{1 + \frac{1}{2} \cos^2(\beta)}} (2 \cos(A) - 3 - \cos(T) + 2 \cos(A - \Gamma)) \cdot \frac{2 \sqrt{2} \beta}{\sqrt{1 + \frac{1}{2} \cos^2(\beta)}}$</td>
<td></td>
</tr>
<tr>
<td>$g_{66}$</td>
<td>$-2 \sqrt{2} (1 - \frac{2 \sqrt{2}}{\sqrt{1 + \frac{1}{2} \cos^2(\beta)}})$</td>
<td></td>
</tr>
<tr>
<td>$g_{67}$</td>
<td>$\frac{2 \sqrt{2}}{\sqrt{1 + \frac{1}{2} \cos^2(\beta)}}$</td>
<td></td>
</tr>
<tr>
<td>$g_{68}$</td>
<td>$\frac{2 \sqrt{2}}{\sqrt{1 + \frac{1}{2} \cos^2(\beta)}} (2 \cos(A) - 3 - \cos(T) + 2 \cos(A - \Gamma)) \cdot \frac{2 \sqrt{2} \beta}{\sqrt{1 + \frac{1}{2} \cos^2(\beta)}}$</td>
<td></td>
</tr>
<tr>
<td>$g_{69}$</td>
<td>$-2 \sqrt{2} (1 - \frac{2 \sqrt{2}}{\sqrt{1 + \frac{1}{2} \cos^2(\beta)}})$</td>
<td></td>
</tr>
<tr>
<td>$g_{70}$</td>
<td>$\frac{2 \sqrt{2}}{\sqrt{1 + \frac{1}{2} \cos^2(\beta)}}$</td>
<td></td>
</tr>
</tbody>
</table>
dynamics of the converter, but is far too complex to be used as a control design tool. In an attempt to simplify this model, tank state variables can be eliminated from these equations as they are not of direct use. One is interested in them only to the extent they affect the terminals (dependent quantities) at the two ports and not otherwise. At this point we consider two cases, which give different interpretation to the analysis.

**Case(I) Continuous Time Domain:** If the variation of the *states* of the system is small as compared to the switching frequency, which means they remain more or less constant over a given operating frequency cycle, then the sampled nature of the *states* can be neglected and equations (5.25) - (5.27) can be treated as continuous time domain equations. As a result, the left hand quantities in (5.25) - (5.27) can be converted to continuous time derivatives (*L.dI_q/dt* etc.). Laplace transformation can now be applied and these equations can then be solved simultaneously, to determine the values of $i_{L0}$, $v_{c0}$ and $\dot{v}_{c0}$ in terms of the terminal quantities. These values can then be substituted in (5.28) and (5.29) to arrive at the final small-signal equivalent hybrid model (in Laplace domain) as below.

$$V_{out}(s) = (R_3 \nu_{11} + K_8 \nu_{21} + K_9 \nu_{31} + R_4) \dot{i}_{0}(s) + (R_3 \nu_{12} + K_8 \nu_{22} + K_9 \nu_{32} + K_{10}) \dot{E}(s)$$

$$+ (R_3 \nu_{13} + K_8 \nu_{23} + K_9 \nu_{33} + R_4) \dot{V}_y(s)$$

$$I_{in}(s) = (K_{11} \nu_{11} + g_7 \nu_{21} + g_8 \nu_{31} + K_{12}) \dot{i}_{0}(s) + (K_{11} \nu_{12} + g_7 \nu_{22} + g_8 \nu_{32} + g_9) \dot{E}(s)$$

$$+ (K_{11} \nu_{13} + g_7 \nu_{23} + g_8 \nu_{33} + g_{3c}) \dot{V}_y(s)$$

The quantities $\nu_{ij}$ are defined in Table 5.6.

**Case(II) Discrete Time Domain:** If the perturbation frequencies are comparable to the switching frequency, the approximation of case (I) will not give accurate results. Hence (5.25) - (5.27) must be treated as discrete time domain (difference) equations. This case has been further discussed in section 5.4.
Table 5.6: Coefficients $\nu_{ij}$

<table>
<thead>
<tr>
<th>$\nu_{ij}$</th>
<th>Coefficient Expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\nu_{11}$</td>
<td>$-\frac{1}{R_2}(s^2(R_4) + s(g_5R_2 + g_1R_2 - K_1K_5 - K_2K_7) + C_{11})$</td>
</tr>
<tr>
<td>$\nu_{12}$</td>
<td>$-\frac{1}{R_5}(s^2(K_3) + s(g_5K_3 + g_1K_3 - K_1g_3 - K_2g_6) + C_{12})$</td>
</tr>
<tr>
<td>$\nu_{13}$</td>
<td>$-\frac{1}{R_4}(s^2(K_1c) + s(g_5K_1c + g_1K_1c - K_1g_1c - K_2g_2c) + C_{13})$</td>
</tr>
<tr>
<td>$\nu_{21}$</td>
<td>$-\frac{1}{R_5}(s^2(K_5) + s(R_1K_5 + g_5K_5 - g_2K_7 - K_4R_2) + C_{21})$</td>
</tr>
<tr>
<td>$\nu_{22}$</td>
<td>$-\frac{1}{R_6}(s^2(g_3) + s(R_1g_3 + g_5g_3 - g_2g_6 - K_4K_3) + C_{22})$</td>
</tr>
<tr>
<td>$\nu_{23}$</td>
<td>$-\frac{1}{R_7}(s^2(g_1c) + s(R_1g_1c + g_5g_1c - g_2g_2c - K_4K_1c) + C_{23})$</td>
</tr>
<tr>
<td>$\nu_{31}$</td>
<td>$-\frac{1}{R_5}(s^2(K_7) + s(R_1K_7 + g_1K_7 - g_4K_5 - K_6R_2) + C_{31})$</td>
</tr>
<tr>
<td>$\nu_{32}$</td>
<td>$-\frac{1}{R_6}(s^2(g_6) + s(R_1g_6 + g_5g_6 - g_2g_3 - K_6K_3) + C_{32})$</td>
</tr>
<tr>
<td>$\nu_{33}$</td>
<td>$-\frac{1}{R_7}(s^2(g_2c) + s(R_1g_2c + g_1g_2c - g_4g_1c - K_6K_1c) + C_{33})$</td>
</tr>
<tr>
<td>$D$</td>
<td>$-s^2 + s^4(R_1 + g_1 + g_5) + s(g_2g_4 + K_1K_4 + K_2K_6 - R_{11}g_1 - R_1g_5 - g_1g_5 + C_D)$</td>
</tr>
</tbody>
</table>

The coefficients $C_{ij}$s are defined in Table 5.7.

### 5.3.7 Interfacing with the Input and Output Sections of the Converter (Step 7)

The input and output port of the resonant tank can be interfaced with the input and output filter sections (slow, continuous time domain) of the converter to obtain the over all small-signal model shown in Fig. 5.2.

### 5.4 Dynamic Performance Parameters

The dynamic performance parameters like the control to output gain, audio susceptibility and output impedance are useful in evaluating the dynamic performance of a converter. As was stated earlier, the equivalent circuit model can be used to obtain these transfer functions fairly easily as linear circuit theory can be applied. It is with this view that the small-signal hybrid model developed in section 5.3, has been used to obtain these transfer functions in this section. First we use the approximate
Figure 5.3: Small signal multiple port model of the SPRC

Table 5.7: Coefficients $C_{ij}$

<table>
<thead>
<tr>
<th>$C_{ij}$</th>
<th>( \frac{1}{2}(-g_1g_5R_2 + g_2g_4R_2 + K_1K_5g_5 - K_1g_2K_7 - K_2g_1K_5 + K_2K_7g_1) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{12}$</td>
<td>( \frac{1}{2}(-g_1g_5K_3 + g_2g_4K_3 + K_1g_3g_5 - K_1g_2g_6 - K_2g_4g_3 + K_2g_6g_1) )</td>
</tr>
<tr>
<td>$C_{13}$</td>
<td>( \frac{1}{2}(-g_1g_5K_{1c} + g_2g_4K_{1c} + K_{1g_1c}g_5 - K_{1g_2g_2c} - K_{2g_4g_1c} + K_{2g_2g_2c}g_1) )</td>
</tr>
<tr>
<td>$C_{21}$</td>
<td>( \frac{1}{2}(-R_1g_5K_5 + R_1g_2K_7 + R_2K_4g_5 - R_2g_2K_6 - K_2K_4K_7 + K_2K_6K_5) )</td>
</tr>
<tr>
<td>$C_{22}$</td>
<td>( \frac{1}{2}(-R_1g_5g_3 + R_1g_2g_6 + K_3K_4g_5 - K_3g_2K_6 - K_2K_4g_6 + K_2K_6g_3) )</td>
</tr>
<tr>
<td>$C_{23}$</td>
<td>( \frac{1}{2}(-R_1g_5g_{1c} + R_1g_2g_{2c} + K_{1c}K_4g_5 - K_{1c}g_2K_6 - K_2K_4g_{2c} + K_2K_6g_{2c}) )</td>
</tr>
<tr>
<td>$C_{31}$</td>
<td>( \frac{1}{2}(-R_1g_1K_7 + R_1g_4K_5 + K_1K_4K_7 - K_1K_6K_5 - K_4g_4R_2 + K_6g_1R_2) )</td>
</tr>
<tr>
<td>$C_{32}$</td>
<td>( \frac{1}{2}(-R_1g_1g_6 + R_1g_4g_3 + K_1K_4g_6 - K_1K_6g_3 - K_4g_4K_3 + K_6g_1K_3) )</td>
</tr>
<tr>
<td>$C_{33}$</td>
<td>( \frac{1}{2}(-R_1g_1g_{2c} + R_1g_4g_{1c} + K_1K_4g_{2c} - K_1K_6g_{1c} - K_4g_4K_{1c} + K_6g_1K_{1c}) )</td>
</tr>
<tr>
<td>$C_4$</td>
<td>( \frac{1}{2}(R_1g_5g_5 - R_1g_2g_4 - K_1K_4g_5 + K_1K_6g_2 + K_2K_4g_4 - K_2K_6g_1) )</td>
</tr>
</tbody>
</table>
equivalent circuit model, in which the sampled nature of the tank states is neglected.

The control to output transfer function and the output impedance are obtained as below.

Define
\[ h_{2c}(s) = \frac{\dot{V}_{\text{out}}(s)}{\dot{V}_{\gamma}(s)} \bigg|_{\dot{I}_0(s) = 0, \dot{E}(s) = 0} \] (5.32)

and
\[ h_{22}(s) = \frac{\dot{V}_{\text{out}}(s)}{\dot{I}_0(s)} \bigg|_{\dot{V}_{\gamma}(s) = 0, \dot{E}(s) = 0} \] (5.33)

Referring to Fig. 5.2, the control to output transfer function can be written as below.

\[ \frac{\dot{V}_0(s)}{\dot{V}_{\gamma}} = \frac{h_{2c}(s) R_{\text{parallel}}(s)}{R_{\text{parallel}}(s) + h_{22}(s) + sL_f} \] (5.34)

where \( R_{\text{parallel}}(s) = \frac{R_L/sC_f}{R_L + 1/sC_f} \)

Similarly, the output impedance is given by

\[ Z_0(s) = (h_{22}(s) + sL_f)(1/sC_f)R_L \] (5.35)

Two more hybrid parameters are of interest. These are the audio-susceptibility parameter \( h_{11}(s) \) and the input admittance parameter \( h_{21}(s) \) defined below.

\[ h_{11}(s) = \frac{\dot{V}_{\text{out}}(s)}{\dot{E}(s)} \bigg|_{\dot{I}_0(s) = 0, \dot{V}_{\gamma}(s) = 0} \] (5.36)

\[ h_{21}(s) = \frac{\dot{I}_{\text{in}}(s)}{\dot{E}(s)} \bigg|_{\dot{V}_{\gamma}(s) = 0, \dot{I}_0(s) = 0} \] (5.37)

An SPRC (Fig. 3.1) has been designed with the following specifications to verify the accuracy of the small-signal models presented.

Input supply voltage, \( 2E_{\text{min}} = 50 \) V

Output voltage of the converter, \( V_0 = 24 \) V

Maximum output power, \( P_o = 100 \) Watts,

Switching frequency, \( f_s = 200 \) kHz.
Resonant Frequency \((f_0)\) = 250 kHz.

Designed values are:

\[
L_t = 17.74 \mu H ; \quad C_a = 0.047 \mu F ; \quad C_t = n^2 C'_t = 0.047 \mu F ; \quad n = 1.
\]

\[
R_{L_{(\text{rated})}} = 6.74 \ \Omega.
\]

\[
L_f = 1000 \mu H ; \quad C_f = 1.0 \mu F.
\]

Fig. 5.4 shows the control to output transfer function bode plot as obtained using (5.34). Fig. 5.5 shows the plots of output impedance and audio-susceptibility transfer functions obtained with the approximate equivalent circuit model. Output impedance plot is useful in determining the transient response of the converter. It is desirable that this plot does not show a peaking nature and the magnitude is as low as possible in order to have a good transient response. The audio-susceptibility plot on the other hand, is useful in determining the effect of the perturbations of the input supply voltage on the converter output. Fig. 5.5(b) shows that for low perturbation frequencies, the input supply variations affect the converter output considerably. However, as the perturbation frequency goes up, this effect becomes less and less pronounced. The bode plots of parameters \(h_{11}(s)\) and \(h_{21}(s)\) are given in Fig. 5.6.

**Observations**

(1) The dynamics of the converter are influenced by complex pole pair (slow) due to the filter elements of the output filter section. They determine the corner frequency for the -40 db roll off point as is clear from Fig. 5.4.

(2) The dynamics of the converter at perturbation frequencies closer to the switching frequency are governed by the fast (complex) poles due to the resonant tank portion of the converter, which introduce a phase lag of 180°. These poles occur at the *beat frequency* which is approximately the difference of operating frequency and the natural resonant frequency.
Figure 5.4: Bode plot of control to output transfer function obtained with the approximate small signal equivalent circuit model.
Figure 5.5: (a) Bode plot of output impedance transfer function obtained with the approximate small signal equivalent circuit model. (b) Audio-susceptibility transfer function.
Figure 5.6: (a) The bode plot of the audio-susceptibility parameter. (b) Input admittance parameter.
(3) The lumped parameters of the equivalent circuit model are frequency dependent and can be represented by transfer functions of order 3. This can be verified from (5.32), (5.33), (5.36) and Table 5.6. The lumped parameters are of order 2, in case of series- and parallel- resonant converters. Thus the order of the resonant tank governs the order of the lumped parameter.

(4) The audio-susceptibility transfer function has nearly the same pattern as the control to output transfer function.

So far we have neglected the sampled nature of the converter states. This however is not an accurate representation because the states are in fact discrete. To account for the sampled nature, (5.4), (5.6) and (5.8) must be re-written as difference equations. For example, the equation corresponding to (5.4) will become:

$$\Delta i_{L0} = -A_1B\sin(\omega_0 t_s) - B_1B\cos(\omega_0 t_s) - C_1B(2\cos(\omega_0 t_s) - 1) - i_L(0)$$  

Equations corresponding to (5.6) and (5.8) can be similarly written. The procedure of obtaining the small-signal model remains essentially the same as described in section 3, except a few changes owing to the discrete nature of the equations. For example, Laplace transform must be replaced by the z-transform. It can be shown that the resultant small-signal model will have the same coefficients as obtained in section 3. The lumped hybrid parameters obtained earlier are redefined in terms of the complex variable z by making the following substitution.

$$s = \frac{(z - 1)}{T_s}$$  

where $T_s$ is the steady-state value of half time period of the operating frequency.

With this substitution, all the s-domain coefficients $\nu$ in Table 5.6 will now become z-domain coefficients. Fig. 5.7 shows the control to output transfer function obtained using the exact, z domain equivalent circuit model. The results obtained using the
approximate model (Fig. 5.4) are also plotted again for the sake of comparison. It is clear that the approximate model is not able to predict the small-signal dynamics near the switching frequency, a fact confirmed by experimental results in the next section. The "hump" seen with the exact model is actually a result of the "beat frequency dynamics", a phenomenon resulting from the interaction of the switching frequency and the resonant frequency [87]. Prediction of the beat dynamics is important for proper control loop design as they affect the control bandwidth. To demonstrate the importance of the exact model, the plots of the output impedance and audio-susceptibility transfer functions, obtained using the z domain model, are plotted in Figs. 5.8 and 5.9 respectively. The approximate plots are also plotted. It can be seen that once again the s domain model is unable to predict the dynamics at higher perturbation frequencies. In particular the phase prediction is highly inaccurate when the approximate model is used. Hence, if the knowledge of the small-signal behavior near the switching frequency is desired, sampled nature of the tank states can not be ignored.

5.5 Experimental Results

An experimental converter was built with the same specifications as given in section 5.4, and was used to verify some of the theoretical results. Figs. 5.10(a) and (b) show the experimental results obtained for the control to output transfer function. These results can be compared to those of Fig. 5.7. These waveforms confirm that the results predicted by the exact equivalent circuit model are reasonably accurate upto the switching frequency, while the approximate, continuous time domain model is good for lower perturbation frequencies only.
Figure 5.7: Control to output transfer function obtained with exact small signal equivalent circuit model. The plot of Fig. 5.4 is included for the sake of comparison.

Figure 5.8: Output impedance transfer function obtained with the exact model. The plot of Fig. 5.5(a) is also included for the sake of comparison.
Figure 5.9: Audio-susceptibility transfer function obtained with the exact model. The plot of Fig. 5.5(b) is also included for the sake of comparison.

Figure 5.10: Experimental waveforms corresponding to Fig. 5.7. These plots were obtained using a network analyzer (HP 3577A). The details of the converter are the same as given in section 5.4.
5.6 Conclusions

A two port hybrid small-signal equivalent circuit model has been presented in this chapter. This model is derived using the discrete time domain modeling. Two versions of this model were considered. An approximate one, in which the sampled nature of the tank states was neglected and the analysis was done in continuous time domain. The low frequency approximation, on which the continuous time domain model is based, simplifies the modeling, but the results obtained are good for low perturbation frequencies only. This model fails to predict the "beat frequency dynamics". The other, exact, z domain model takes into account the sampled nature of the tank states, which in fact is their true nature in a resonant converter. The results obtained with this exact model are more accurate.

Although the equivalent circuit model derived in this chapter is meant for lagging p.f. mode of operation, it can extended to leading p.f. mode of operation with minor changes. The equivalent circuit model is capable of giving useful dynamic performance parameters in terms of simple transfer functions.
Chapter 6

Steady-State and Dynamic Analysis for Fixed Frequency Operation

In this chapter, steady-state and dynamic analysis of constant frequency pulse-width modulated operation of the LCC-type parallel resonant converter is presented. The full bridge version of this converter, suitable for fixed frequency operation is shown in Fig. 6.1. First, the steady-state analysis is presented and the steady-state solution is obtained. The main purpose of steady-state analysis is to understand the different operating modes and to use the steady-state results for the dynamic analysis. The large-signal behavior is investigated using a large-signal state-space model in the discrete time domain. Key theoretical results are verified using SPICE simulation. A small-signal model is then derived by linearizing the large-signal state equations about a steady-state operating point. The small-signal behavior is predicted using the resulting model.
6.1 Introduction

Many techniques have been proposed to control the output power of a resonant converter. Traditionally, the power control in resonant converters has been done by varying the operating frequency of the converter. Although this technique is very popular, it has many drawbacks. These drawbacks are briefly summarized below.

1. For below resonance operation, the size of the magnetic components tend to become quite large because they must be designed for the lowest operating frequency.
2. There are turn ON losses when the converter is operated below resonance.
3. There is a need for lossy RC snubbers, $\frac{di}{dt}$ limiting inductors and fast recovery diodes.
4. For above resonance case, as the frequency goes up, the turn-off switching losses of the switches, the losses in the resonating components and the transformer core losses go up.
5. It is more difficult to design the filter components.

To overcome these drawbacks, attempts were made to propose alternate control schemes based on a "fixed" operating frequency. Thus came the idea of fixed frequency pulse-width modulated resonant converters. Some of the initial work in this direction was reported in [58 - 61]. Many techniques have been proposed for the fixed frequency operation. The most popular technique is based on applying phase shifted gating signals to the full bridge converter.

It was stated earlier that in order to make best use of any power converter configuration, it is necessary to formulate proper design procedures which are governed by the conditions under which a converter has to operate. Before an actual converter is built, it is desirable to know how the converter will behave under different operating conditions. This has led to three kinds of analysis depending upon the operating
state of the converter.
(1) The steady-state or DC analysis.
(2) The large-signal analysis.
(3) The small-signal analysis.

Some authors [15,16,18] have reported the fixed frequency operation and its analysis for the SPRC. Reference [15] describes the fixed-frequency PWM control of the SPRC. It is shown that high efficiency for large load variations is achievable along with a narrow range of duty-cycle ratio control and protection against load short circuit conditions. A simple analysis and design procedure based on complex ac circuit theory was presented in [15]. However, this analysis is based on the following approximations.
(1) The input voltage to the resonant circuit has been represented by the fundamental component of the square wave.
(2) A sinusoidal rectifier input voltage has been assumed.
(3) Only the fundamental component of the rectifier input current has been considered and an equivalent value of ac resistance as seen by the parallel capacitor has been used.

This type of analysis loses its accuracy at reduced pulse widths and can not predict the different modes of operation of the converter.

In [18], state-plane technique has been used to analyze the third order SPRC, which has been reduced to a second order system (by transformation of variables) so that a two dimensional state-plane analysis can be applied. Although this technique is very useful, the transformation of the third order system to a second order system, makes it difficult to understand how the various circuit variables are behaving physically. The steady-state analysis of only one of the operating modes of the SPRC, based on the state-plane technique was reported.
Thus a detailed analysis based on the state-space approach giving different modes of operation is not available in literature.

It is well known that the dynamic analysis is very important to know the response of the converter to sudden disturbances. The large-signal analysis determines the response of the converter when its operating conditions undergo large variations in their steady-state values. Similarly the small-signal analysis determines the converter's response to small perturbations in its steady-state values. Dynamic analysis is useful for two reasons. First, it helps in designing the closed loop around the converter and second, it helps in choosing appropriate component ratings.

The large-signal analysis of the SPRC, operating in fixed frequency, pulse-width modulated manner is not available in the literature. The small-signal analysis, using an approximate extended describing function method was reported in [73]. Recently, a combination of extended describing function method and state-space approach has been used [84] to perform the small-signal analysis. In the present thesis work this analysis has been carried out independently, using state-space technique.

Thus the main objectives of this chapter are the following:

1. To present a steady-state analysis of the fixed frequency pulse-width modulated SPRC (FF PWM SPRC) using the state-space approach. This approach is followed using a constant current model [12] of the SPRC.
2. To present a large-signal analysis using a discrete time domain model on the same lines as derived in chapter 3 for the variable frequency operation.
3. To present a small-signal analysis by linearizing the large-signal equations about a steady-state operating point.

The remaining of this chapter is divided into the following sections. Section 6.2 identifies the various operating modes and explains the converter operation for these modes. In section 6.3, the state-space equations are developed for the predominant
operating mode and its steady-state solution is obtained. The large-signal discrete
time domain modeling of the fixed frequency PWM SPRC is performed in section
6.4. The model obtained is used to predict the large-signal response of the converter
to two kinds of external disturbances. One caused due to switching ON the converter
and the other due to a sudden step change in the load. Section 6.5 is devoted to
the small-signal analysis. The large-signal equations developed in section 6.4, are
linearized about a steady-state operating point to obtain a linearized small-signal
model. This model is used to study the dynamic parameters like the control to
output transfer function and audio-susceptibility. The observations and conclusions
are given in section 6.6.

6.2 Operating Modes of a FF PWM SPRC

Fig. 6.2 shows all the possible equivalent circuits of the SPRC during the different
intervals of the various operating modes of the fixed frequency PWM SPRC discussed
in this chapter. During interval A the polarity of the parallel capacitor voltage is
positive where as in interval B, it is negative. Accordingly, the polarity of the rectifier
input current \(i_{rect}\) in Fig. 6.1) is also positive or negative. Interval C1 corresponds to
the discontinuous capacitor voltage condition in which the parallel capacitor \((C_1)\) gets
shorted. Interval C2 is same as C1 except that here voltage \(v_{ab}\) is also zero. Intervals
T1 and T2 are special cases of A and B in which the input supply \(v_{ab}\) is zero. Fig.
6.3 shows the gating signals for the various switches of the circuit and the resulting
waveform across points a \& b of the circuit of Fig. 6.1 for a general case. It can be
seen that the gating pulses to the switches of the same “arm” are 180° out of phase.
The gating signals for the switch pair S3 \& S4 are phase shifted with respect to S1
\& S2, to obtain the desired zero voltage interval \((T_{sft})\) in \(v_{ab}\). It should be noted
Figure 6.1: The full bridge version of the SPRC suitable for fixed frequency operation. The timing sequence of the gating signals to the various switches is shown in Fig. 6.3.

Figure 6.2: Equivalent circuits of the SPRC for various intervals during different operating modes.
that this zero voltage interval corresponds to the duration for which one switch and
anti-parallel diode on the other arm in the upper limbs (or the lower limbs) are ON
simultaneously. The output voltage regulation for load (or line) variations is obtained
by adjusting $T_{sft}$.

6.2.1 Design of the Converter

The design used is same as used in the earlier chapters based on the method described
in [12]. Design is done for the worst case loading conditions i.e. for maximum load
current with minimum input voltage. At the rated design conditions given below,
the converter operates with full pulse width (i.e. $T_{sft} = 0$) in lagging power factor
mode and on the boundary of CCVM and DCVM. As the load current varies due
to change in load resistance, the phase shift between gating signals is changed so as
to maintain the constant, rated value of the output voltage. The various operating
modes encountered in this process are described later in this section. The SPRC
designed has the following specifications (same as chapter 3):

- Input supply voltage, $V_{smin} (= 2E) = 50$ V.
- Output voltage of the converter, $V'_o = 24$ V.
- Output voltage ripple, $V'_{o(p-p)} = \pm 0.025$ V.
- Output current ripple, $I'_{p-p} = \pm 0.010$ A.
- Maximum output power, $P_o = 100$ Watts.
- Switching frequency, $f_i = 200$ kHz.

The design values obtained are:

- Normalized load current, $J = \frac{I}{(E/2)} = 4.3$ p.u.; $n \approx 1$.
- $L = 17.74 \mu H ; C_s = 0.047 \mu F ; C_l = n^2 C'_l = 0.047 \mu F$.

The rated load resistance is, $R'_L = 5.76 \Omega$. 
Figure 6.3: Time sequence of the gating pulses to the switches of the inverter bridge for fixed frequency PWM operation of the converter.
Using the above design, the following operating modes were identified for the FF-PWM-SPRC.

1. **Full pulse width** ($T_{sfi} = 0$), **lagging p.f. mode**: Fig. 6.4(a) shows the typical waveforms for this mode and correspond to the rated operating conditions. The duty ratio is 50% ($T_{sfi} = 0$). The resonating inductor current lags the voltage $v_{ab}$ and therefore zero voltage switching occurs. The parallel capacitor voltage is continuous and therefore the converter is operating in the CCVM. Thus only two intervals are present in this operating mode, namely intervals A and B.

2. **Reduced pulse width, lagging p.f. mode**: As the load current decreases, the pulse width is reduced ($T_{sfi}$ is increased) to maintain a constant output voltage. This results in the operating mode shown in Fig. 6.4(b). The tank current still lags the input square-wave voltage, $v_{ab}$ and the converter is operating in the CCVM. Operation at this reduced value of the duty cycle results in a three interval operating mode as shown in the Figure.

3. **Reduced pulse width, leading p.f. mode**: As the load current is further reduced, the tank current leads $v_{ab}$ and the converter is operating in the CCVM. Typical waveforms are shown in Fig. 6.4(c).

It was observed that if the capacitor ratio $\frac{C_A}{C_t} = 1$ is increased, the converter operates in the DCVM and the converter gain decreases. This results in some more operating modes with more intervals. To highlight these modes, another design is considered [15], with the capacitor ratio $\frac{C_A}{C_t} = 2$. The design specifications (referred to as design 2) of the converter used to identify these modes are:

- Input voltage = 120V
- Output Voltage = 48 V
- Output power = 500 Watts
- Operating Frequency = 40 kHz
The following component values are used.

\[ L = 315.8 \, \mu H; \quad C_s = 0.0553 \, \mu F; \quad C_t = 0.02764 \, \mu F \]

The following additional operating modes are identified with design 2.

(4) **Full pulse width, lagging p.f. and DCV mode:** Fig. 6.5(a) shows the waveforms corresponding to this mode. It comprises of three intervals (an \( A \) interval between two \( C_1 \) intervals). The equivalent circuits of the SPRC during these intervals are given in Fig. 6.2. Full pulse width has been applied with the converter operating at rated load conditions and the tank current is lagging the input square-wave voltage.

(5) **Reduced pulse width, leading p.f. and DCV mode:** When the pulse width is reduced to regulate the output voltage, an operating mode results whose waveforms are shown in Fig. 6.5(b). This mode has four intervals, \( C_2, C_1, A \) and \( C_1 \) and the tank current leads the input square-voltage.

As the load decreases further and the pulse width is reduced to a lower value, the converter enters the CCV mode (2), described above.

The steady-state and dynamic analysis of operating mode (1) has already been dealt with in chapters 2 through 5, under variable frequency operation. The state-space analysis of operating modes (4) and (5) is complex due to the presence of more intervals on account of the discontinuity in the parallel capacitor voltage. They have not been dealt further in this thesis. Therefore, in this chapter, the discussion will be confined to (2) and (3) alone. The steady-state analysis for these two modes is presented in the next section.
Figure 6.4: The various operating modes of the FF PWM SPRC for the design example with $C_s/C_t = 1$.
(a) Rated load conditions, 50 percent duty cycle, $T_{sfl} = 0$.
(b) Reduced pulse width, lagging power factor mode of operation at reduced load current and rated output voltage.
(c) Reduced pulse width, leading power factor mode of operation for very light load conditions.
Figure 6.5: The various operating modes of the FF PWM SPRC for the design example with $C_s/C_t = 2$.
(a) Rated load conditions, 50 percent duty cycle, $T_{sfr} = 0$.
(b) Reduced pulse width, leading power factor mode of operation at reduced load current and rated output voltage.
6.3 Steady-State Analysis using State-Space Approach

6.3.1 General Solutions

All the equivalent circuits of Fig. 6.2 can be represented by the following general differential equations.

\[
\frac{d i_L}{dt} = \frac{k_1 E - (v_{csi} + v_{cti})}{L} \quad (6.1)
\]

\[
C_s \frac{dv_{cs}}{dt} = i_L \quad (6.2)
\]

\[
C_t \frac{dv_{ct}}{dt} = i_L + k_2 I \quad (6.3)
\]

The above equations can be compactly expressed in the following state-space form [7]:

\[
\begin{bmatrix}
\frac{di_L}{dt} \\
\frac{dv_{cs}}{dt} \\
\frac{dv_{ct}}{dt}
\end{bmatrix} =
\begin{bmatrix}
0 & -\frac{1}{L} & -\frac{1}{L} \\
\frac{1}{C_s} & 0 & 0 \\
\frac{1}{C_t} & 0 & 0
\end{bmatrix}
\begin{bmatrix}
i_L \\
v_{cs} \\
v_{ct}
\end{bmatrix} +
\begin{bmatrix}
\frac{1}{L} & 0 \\
0 & 0 \\
0 & -\frac{1}{C_t}
\end{bmatrix}
\begin{bmatrix}
k_1 E \\
k_2 I
\end{bmatrix} \quad (6.4)
\]

where, \( k_2 \) is +1 for intervals A and T1, -1 for intervals B and T2, and zero for intervals C1 and C2. \( k_1 \) is zero for intervals C1, C2, T1 and T2. Equation (6.4) has the following general solutions.

\[
i_L(t) = A_{1m} \cdot \sin(\omega_q t) + B_{1m} \cdot \cos(\omega_q t) + C_{1m} \quad (6.5)
\]

\[
v_{cs}(t) = A_{2m}(1 - \cos(\omega_q t)) + B_{2m} \cdot \sin(\omega_q t) + C_{2m}(\omega_q t) + v_{cs(mi)} \quad (6.6)
\]

\[
v_{ct}(t) = A_{3m}(1 - \cos(\omega_q t)) + B_{3m} \cdot \sin(\omega_q t) + C_{3m}(\omega_q t) + v_{ct(mi)} \quad (6.7)
\]

Here, \( m \) denotes the interval of operation (e.g. A, B, C1, C2, T1 or T2) as shown in Fig. 6.2. \( \omega_q = \omega_s = \frac{1}{\sqrt{L C_s}} \) for intervals C1 and C2, while, \( \omega_q = \omega_0 = \frac{1}{\sqrt{L C_t}} \) for intervals A, B, T1 and T2. The steady-state analysis of two operating modes discussed in section 6.2 is presented next.
6.3.2 Steady-State Solutions

The waveforms corresponding to this mode are shown in Fig. 6.4(b) and (c). The various intervals are clearly marked. It can be observed that the sequence of equivalent circuits for both modes is the same. Therefore, the analysis presented is valid for both modes.

Interval T2; 0 < t < t₁

Let \( t' = t \) be the running variable for this interval. Then using (6.5) - (6.7), we obtain:

\[
\begin{align*}
    i_L(t') &= A_{1T2}.\sin(\omega_0 t') + B_{1T2}.\cos(\omega_0 t') + C_{1T2} \\
    v_{cs}(t') &= A_{2T2}(1 - \cos(\omega_0 t')) + B_{2T2}.\sin(\omega_0 t') + C_{2T2}(\omega_0 t') + v_{cs(T2i)} \\
    v_{ct}(t') &= A_{3T2}(1 - \cos(\omega_0 t')) + B_{3T2}.\sin(\omega_0 t') + C_{3T2}(\omega_0 t') + v_{ct(T2i)}
\end{align*}
\]

(6.8)

(6.9)

(6.10)

Interval T1; t₁ < t < t₂

Let \( t'' = t - t_1 \) be the running variable for this interval.

\[
\begin{align*}
    i_L(t'') &= A_{1T1}.\sin(\omega_0 t'') + B_{1T1}.\cos(\omega_0 t'') + C_{1T1} \\
    v_{cs}(t'') &= A_{2T1}(1 - \cos(\omega_0 t'')) + B_{2T1}.\sin(\omega_0 t'') + C_{2T1}(\omega_0 t'') + v_{cs(T1i)} \\
    v_{ct}(t'') &= A_{3T1}(1 - \cos(\omega_0 t'')) + B_{3T1}.\sin(\omega_0 t'') + C_{3T1}(\omega_0 t'') + v_{ct(T1i)}
\end{align*}
\]

(6.11)

(6.12)

(6.13)

Interval A; t₂ < t < T₂

Let \( t''' = t - t_2 \) be the running variable for this interval.

\[
\begin{align*}
    i_L(t''') &= A_{1A}.\sin(\omega_0 t''') + B_{1A}.\cos(\omega_0 t''') + C_{1A} \\
    v_{cs}(t''') &= A_{2A}(1 - \cos(\omega_0 t''')) + B_{2A}.\sin(\omega_0 t''') + C_{2A}(\omega_0 t''') + v_{cs(Ai)} \\
    v_{ct}(t''') &= A_{3A}(1 - \cos(\omega_0 t''')) + B_{3A}.\sin(\omega_0 t''') + C_{3A}(\omega_0 t''') + v_{ct(Ai)}
\end{align*}
\]

(6.14)

(6.15)

(6.16)

In the above equations "i" has been used to denote the initial time instant of the interval under consideration. The \( A, B, C \) constants involved in (6.8) - (6.16) are defined in the Appendix D.
To obtain the steady-state solutions, the initial state vector $[i_{L0} \ \ v_{cs0} \ \ v_{ct0}]'$ and the durations of the various intervals are to be evaluated. The procedure remains the same as chapter 2.

(a) Evaluation of the Initial State Vector

The initial state vector is evaluated using the symmetry conditions of the waveforms according to which the initial state vector is equal and opposite to the value at time instant $T_s$. The detailed procedure is presented below:

The final values of the state variables at the end of the interval $T_2$, are obtained using (6.8) - (6.10) and is represented in the matrix form as:

$$[x_1] = [A_{T2}] [x_0] + [B_{T2}] [u_{T2}]$$  \hspace{1cm} (6.17)

where;

$$[x_1] = \begin{bmatrix} i_L(t_1) \\ v_{cs}(t_1) \\ v_{ct}(t_1) \end{bmatrix}$$  \hspace{1cm} (6.18)

$$[A_{T2}] = \begin{bmatrix} \cos(\theta_{T2}) & -\sin(\theta_{T2})/Z & -\sin(\theta_{T2})/Z \\ Z.r2.\sin(\theta_{T2}) & 1 - r2.(1 - \cos(\theta_{T2})) & -r2.(1 - \cos(\theta_{T2})) \\ Z.r1.\sin(\theta_{T2}) & -r1.(1 - \cos(\theta_{T2})) & 1 - r1.(1 - \cos(\theta_{T2})) \end{bmatrix}$$  \hspace{1cm} (6.19)

$$[B_{T2}] = \begin{bmatrix} \sin(\theta_{T2})/Z & r1.(1 - \cos(\theta_{T2})) \\ r2.(1 - \cos(\theta_{T2})) & Z.r1.r2.(\theta_{T2} - \sin(\theta_{T2})) \\ r1.(1 - \cos(\theta_{T2})) & -Z.r1.(r2.\theta_{T2} + r1.\sin(\theta_{T2})) \end{bmatrix}$$  \hspace{1cm} (6.20)

$$[u_{T2}] = \begin{bmatrix} 0 \\ -I \end{bmatrix}$$  \hspace{1cm} (6.21)

$$\theta_{T2} = \omega_0(t_1 - 0)$$  \hspace{1cm} (6.22)
\[ r_1 = \frac{C_e}{C_s}; \quad r_2 = \frac{C_e}{C_t} \quad \text{and} \quad C_e = \frac{C_s C_t}{(C_s + C_t)} \]

The final value of interval T1 is obtained using (6.11) - (6.13) with the final values of the state variables of interval T2 as the initial values. This gives:

\[
[x_2] = [A_{T1}][x_1] + [B_{T1}][u_{T1}] \tag{6.23}
\]

\[
[x_2] = [A_{T1}][x_0] + [B_{T2}][u_{T2}] + [B_{T1}][u_{T1}] \tag{6.24}
\]

where:

\[
[x_2] = \begin{bmatrix}
i_L(t_2) \\
v_{cs}(t_2) \\
v_{ct}(t_2)
\end{bmatrix} \tag{6.25}
\]

\[
[A_{T1}] = \begin{bmatrix}
cos(\theta_{T1}) & -\sin(\theta_{T1})/Z & -\sin(\theta_{T1})/Z \\
Zr_2\sin(\theta_{T1}) & 1 - r_2.(1 - \cos(\theta_{T1})) & -r_2.(1 - \cos(\theta_{T1})) \\
Zr_1\sin(\theta_{T1}) & -r_1.(1 - \cos(\theta_{T1})) & 1 - r_1.(1 - \cos(\theta_{T1}))
\end{bmatrix} \tag{6.26}
\]

\[
[B_{T1}] = \begin{bmatrix}
sin(\theta_{T1})/Z & r_1.(1 - \cos(\theta_{T1})) \\
r_2.(1 - \cos(\theta_{T1})) & Zr_1r_2.(\theta_{T1} - \sin(\theta_{T1})) \\
r_1.(1 - \cos(\theta_{T1})) & -Zr_1(r_2\theta_{T1} + r_1\sin(\theta_{T1}))
\end{bmatrix} \tag{6.27}
\]

\[
[u_{T1}] = \begin{bmatrix}
0 \\
+I
\end{bmatrix} \tag{6.28}
\]

\[
\theta_{T1} = \omega_0(t_2 - t_1) \tag{6.29}
\]

Proceeding in a similar manner, we can obtain the final values of the state variables of the third interval (interval A), by using (6.14) - (6.16) with the final value of interval T1 (= \([x_2]\)) as the initial value. We obtain:

\[
[x_A] = [A_A][x_2] + [B_A][u_A] \tag{6.30}
\]

\[
[x_A] = [A_A][x_0] + [B_T2][u_{T2}] + [B_{T1}][u_{T1}] + [B_A][u_A] \tag{6.31}
\]
where:

\[
[A] = \begin{bmatrix}
\cos(\theta_A) & \frac{-1}{2}\sin(\theta_A) & \frac{-1}{2}\sin(\theta_A) \\
Z.r2.\sin(\theta_A) & 1 - r2.(1 - \cos(\theta_A)) & -r2.(1 - \cos(\theta_A)) \\
Z.r1.\sin(\theta_A) & -r1.(1 - \cos(\theta_A)) & 1 - r1.(1 - \cos(\theta_A))
\end{bmatrix}
\]

\[
[B] = \begin{bmatrix}
\frac{1}{2}\sin(\theta_A) & r1.(1 - \cos(\theta_A)) \\
r2.(1 - \cos(\theta_A)) & Z.r1.r2.(\theta_A - \sin(\theta_A)) \\
r1.(1 - \cos(\theta_A)) & -Z.r1.(r2.\theta_A + r1.\sin(\theta_A))
\end{bmatrix}
\]

\[
[u_A] = \begin{bmatrix}
E \\
+I
\end{bmatrix}
\]

\[
\theta_A = \omega_0(T_s - t_2)
\]

By symmetry of waveforms (Fig. 6.4(b)), \( [x_A] = -[x_0] \). Therefore (6.31) can be written as below:

\[
-[x_0] = [A_A]([A_{T1}][A_{T2}][x_0] + [B_{T2}][u_{T2}]) + [B_{T1}][u_{T1}] + [B_A][u_A]
\]

which gives

\[
[x_0] = -(I_3 + [A_A][A_{T1}][A_{T2}])^{-1}([A_A][A_{T1}][B_{T2}][u_{T2}] + [A_A][B_{T1}][u_{T1}]
+ [B_A][u_A])
\]

(b) Evaluation of the Interval Durations

The duration of interval A is the pulse width per half cycle and is known. This pulse width can be expressed in terms of the half period \( T_s \) of the operating frequency as \( \zeta.T_s \), where \( \zeta \) is the duty ratio and \( T_s \) is known. To determine the durations of
intervals of modes $T_1$ and $T_2$, note that time instant $t_2$ is fixed once the pulse width is fixed, i.e.,

$$t_2 = T_s(1 - \zeta) \quad (6.39)$$

The duration $t_1$ of interval $T_2$ can be determined by noting that the parallel capacitor voltage is zero at this point. Using (6.10), we obtain the following:

$$v_{ct}(t_1) = A_{3T_2}(1 - \cos(\omega_0 t_1)) + B_{3T_2} \sin(\omega_0 t_1) + C_{3T_2}(\omega_0 t_1) + v_{ct}(T_2(0))$$

$$= 0 \quad (6.40)$$

Equation (6.40) is solved numerically to find $t_1$.

### 6.3.3 Design Curves

Once the various interval durations are known the converter gain can be obtained by integrating the parallel capacitor voltage as below:

$$M = \frac{1}{T_s} \left[ \int_0^{t_1} v_{ct}T_2 d(\omega_0 t') + \int_{t_2-t_1}^{t_2} v_{ct}T_1 d(\omega_0 t'') + \int_{t_2}^{t_4} v_{ct}A d(\omega_0 t''') \right] \quad (6.41)$$

The analysis presented in the previous sections can be used to obtain the design curves for the FF PWM SPRC. Fig. 6.6 shows the plot of normalized load current versus the phase shift for a regulated output voltage. This plot can be used to choose the required duty ratio for a given value of the load current, so that the output voltage remains fixed at the rated value. Fig. 6.7 shows the peak component stresses as the duty ratio is varied to hold the output voltage constant for different load currents.

### 6.4 Large-Signal Analysis

In this section, a large-signal discrete time domain model for the FF PWM SPRC, on the same lines as chapter 3, is presented for the modes discussed in sections 6.2
Figure 6.6: Normalized load current versus the phase shift $f_{hi}$ for regulated output voltage.

Figure 6.7: Peak component stresses for regulated output voltage.
and 6.3. Details of this modeling are presented next.

### 6.4.1 Terminology

To give a discrete time domain interpretation of the operation of the FF PWM SPRC, Fig. 6.4(b) is drawn again as Fig. 6.8. The converter operation over one cycle of Fig. 6.8, can be represented as a combination of two events, called the \(k\)th and \((k + 1)\)th events, as in the earlier chapters. Each of the events is composed of three sub-events or the intervals marked in Fig. 6.8 as intervals T2, T1 and A, respectively. These intervals are defined by the following relations.

\[
\alpha_k = \omega_0(t_{1(k)} - t_{0(k)}) \quad (6.42)
\]
\[
\beta_k = \omega_0(t_{2(k)} - t_{1(k)}) \quad (6.43)
\]
\[
\xi_k = \alpha_k + \beta_k = \omega_0(t_{2(k)} - t_{0(k)}) = (1 - \zeta_k)T_s \quad (6.44)
\]
\[
\eta_k = \omega_0(t_{0(k+1)} - t_{2(k)}) = \zeta_kT_s \quad (6.45)
\]
\[
\gamma_k = \alpha_k + \beta_k + \eta_k = \omega_0(t_{0(k+1)} - t_{0(k)}) = \omega_0T_s \quad (6.46)
\]

It should be noted that \(\gamma_k\), the half period of the operating cycle, is a constant and hence the subscript "\(k\)" will no longer be used. A careful inspection reveals that the case is analogous to the variable frequency case with \(\zeta_k\) replacing \(\gamma_k\) as the controlling parameter. It should be recalled that in the case of variable frequency operation in chapters 3, 4 and 5, \(\gamma_k\) was considered to be independent of the initial values of the tank variables.

The low ripple approximation is once again assumed. The input supply to the tank circuit is assumed constant either at its clamped value of zero or \(\pm E_k\), for a given event \(k\). The ripple in its value is considered negligible as compared to the large step changes it makes at instants \(t_{2(k)}\) and \(t_{0(k+1)}\). The load current is also assumed constant during a given event \(k\) using the same approximation.
6.4.2 Discrete Time Domain Model for the FF PWM SPRC

$k^{th}$ Event

It was seen in section 6.3, that equations (6.8) - (6.16) represent the converter, during the various intervals of the first half of the operating cycle (called $k^{th}$ event). The same equations are reformulated again, as shown below, with subscript “$k$” to give a discrete time domain interpretation.

Interval $T_2$: $t_0(k) < t < t_1(k)$

\[
\begin{align*}
i_L(t') &= A_{1T_2} \cdot \sin(\omega_0 t') + B_{1T_2} \cdot \cos(\omega_0 t') + C_{1T_2} \\
v_{cs}(t') &= A_{2T_2}(1 - \cos(\omega_0 t')) + B_{2T_2} \cdot \sin(\omega_0 t') + C_{2T_2}(\omega_0 t') + v_{cs}(t_0(k)) \\
v_{ct}(t') &= A_{3T_2}(1 - \cos(\omega_0 t')) + B_{3T_2} \cdot \sin(\omega_0 t') + C_{3T_2}(\omega_0 t') + v_{ct}(t_0(k))
\end{align*}
\]

Interval $T_1$: $t_1(k) < t < t_2(k)$

Let $t'' = t - t_1(k)$.

\[
\begin{align*}
i_L(t'') &= A_{1T_1} \cdot \sin(\omega_0 t'') + B_{1T_1} \cdot \cos(\omega_0 t'') + C_{1T_1} \\
v_{cs}(t'') &= A_{2T_1}(1 - \cos(\omega_0 t'')) + B_{2T_1} \cdot \sin(\omega_0 t'') + C_{2T_1}(\omega_0 t'') + v_{cs}(t_1(k)) \\
v_{ct}(t'') &= A_{3T_1}(1 - \cos(\omega_0 t'')) + B_{3T_1} \cdot \sin(\omega_0 t'') + C_{3T_1}(\omega_0 t'') + v_{ct}(t_1(k))
\end{align*}
\]

Interval $A$: $t_2(k) < t < t_0(k+1)$

Let $t''' = t - t_2(k)$.

\[
\begin{align*}
i_L(t''') &= A_{1A} \cdot \sin(\omega_0 t''') + B_{1A} \cdot \cos(\omega_0 t''') + C_{1A}
\end{align*}
\]
\[
v_{c_s}(t''') = A_{2A_k}(1 - \cos(\omega_0 t''')) + B_{2A_k} \sin(\omega_0 t''') + C_{2A_k}(\omega_0 t''') + v_{c_s}(t_{2(k)})
\]
\[
v_{c_l}(t''') = A_{3A_k}(1 - \cos(\omega_0 t''')) + B_{3A_k} \sin(\omega_0 t''') + C_{3A_k}(\omega_0 t''') + v_{c_l}(t_{2(k)})
\]
(6.54)
(6.55)

The coefficients \(A_{1T_{2k}}, B_{1T_{2k}}\) etc. are defined in Appendix D, with subscript "k" inserted.

\((k + 1)^{th}\) Event

The \((k + 1)^{th}\) interval circuit equations are identical to those of \(k^{th}\) interval with a change in the signs of all the variables.

By using the final values of an interval as the initial values of the immediately occurring interval, it is possible to express the initial values of the \((k + 1)^{th}\) event in terms of the initial values of the \(k^{th}\) event. The resulting expressions have been simplified to yield the following.

\[
i_L(t_0(k+1)) = \frac{E(k)}{Z} \sin(\eta_k) + A_{1T_{2k}} \sin(\gamma) + B_{1T_{2k}} \cos(\gamma) + 2C_{1T_{2k}} \cos(\eta_k) + \beta_k) - C_{1T_{2k}}
\]
(6.56)

\[
v_{c_s}(t_0(k+1)) = r_1(1 - \cos(\eta_k))E(k) + A_{2T_{2k}}[1 - \cos(\gamma)] + B_{2T_{2k}} \sin(\gamma) + C_{2T_{2k}}[2\sin(\eta_k + \beta_k) - \eta_k + \alpha_k - \beta_k] + v_{c_s}(t_0(k))
\]
(6.57)

\[
v_{c_l}(t_0(k+1)) = r_2(1 - \cos(\eta_k))E(k) + A_{3T_{2k}}[1 - \cos(\gamma)] + B_{3T_{2k}} \sin(\gamma) - C_{3T_{2k}}[2\frac{r_2}{r_1} \sin(\eta_k + \beta_k) + \eta_k - \alpha_k + \beta_k] + v_{c_l}(t_0(k))
\]
(6.58)

Note that equations (6.56) - (6.58) are the discrete time domain version of (6.31) which is the matrix representation of the same set of equations in continuous time domain.
Output Equations

The non-linear equations representing the output section of the SPRC are reproduced below:

\[
I(t_{0(k+1)}) = I(t_{0(k)}) + \frac{1}{L_f} \left[ \int_{t_{0(k)}}^{t_{0(k+1)}} |(v_{ct}(\tau))| d\tau \right] \\
- \frac{1}{L_f}[v_0(t_{0(k)})(t_{0(k+1)} - t_{0(k)})] \\
v_0(t_{0(k+1)}) = v_0(t_{0(k)}) + \frac{(I(t_{0(k)}) - \frac{v_0(t_{0(k)})}{R_p})(t_{0(k+1)} - t_{0(k)})}{C_f}
\]

(6.59)

(6.60)

The integration interval in (6.59) can be split into three: \(t_{0(k)}\) to \(t_{1(k)}\), \(t_{1(k)}\) to \(t_{2(k)}\) and \(t_{2(k)}\) to \(t_{0(k+1)}\). Value of \(v_{ct}\) can then be substituted using (6.49), (6.52) and (6.55) with an additional negative sign introduced for the interval \(T_2\) expression to account for the absolute value of \(v_{ct}\).

6.4.3 The Discrete State-Space Model

(a) Selection of Discrete State Variables

As in the earlier chapters, the following discrete state variables are chosen (corresponding to the storage elements in the circuit) for the \(k^{th}\) and \((k+1)^{th}\) events.

\[
x_1(k) = -i_L(t_{0(k)}); \ x_2(k) = -v_{cs}(t_{0(k)}); \ x_3(k) = -v_{ct}(t_{0(k)})
\]

\[
x_1(k+1) = i_L(t_{0(k+1)}); \ x_2(k+1) = v_{cs}(t_{0(k+1)}); \ x_3(k+1) = v_{ct}(t_{0(k+1)})
\]

(6.61)

(6.62)

For the output section, two additional discrete state variables are introduced for the \(k^{th}\) event.

\[
x_4(k) = I(t_{0(k)}); \ x_5(k) = v_0(t_{0(k)})
\]

(6.63)
(b) Formulation of the Model

Using the state variables defined in (6.61) to (6.63) and substituting in (6.56) - (6.60), the following discrete state-space model is obtained;

\[ x_{1(k+1)} = \frac{E(k)}{Z} \sin(\eta_k) + A_{1T}\sin(\gamma) + B_{1T}\cos(\gamma) + 2C_{1T}\cos(\eta_k) + \beta_k - C_{1T} \]

\[ x_{2(k+1)} = r_1(1 - \cos(\eta_k))E(k) + A_{2T}[1 - \cos(\gamma)] + B_{2T}\sin(\gamma) + C_{2T}[2\sin(\eta_k + \beta_k) - \eta_k + \alpha_k - \beta_k] + v_{cs}(t_0(k)) \]

\[ x_{3(k+1)} = r_2(1 - \cos(\eta_k))E(k) + A_{3T}[1 - \cos(\gamma)] + B_{3T}\sin(\gamma) - C_{3T}[2\sin(\eta_k + \beta_k) + \eta_k - \alpha_k + \beta_k] + v_{ct}(t_0(k)) \]

\[ x_{4(k+1)} = x_{4(k)} + \frac{r_2}{X_{Lf}}(x_{2(k)} + x_{3(k)})(\beta_k + \eta_k - \alpha_k + 2\sin(\alpha_k) + \sin(\eta_k) - \sin(\gamma)) \]

\[ + \frac{Zr_2}{X_{Lf}}(-x_{1(k)} + r_2x_{4(k)})(2\cos(\alpha_k) - 1 - \cos(\gamma)) + \frac{2Zr_2^2x_{4(k)}}{X_{Lf}}(\cos(\beta_k + \eta_k) - 1) \]

\[ - \frac{Zr_1r_2}{2X_{Lf}}(\beta_k + \eta_k - \alpha_k)^2 + \frac{r_2E(k)}{X_{Lf}}(\eta_k - \sin(\eta_k)) \]

\[ - \frac{x_{3(k)}}{X_{Lf}}(\beta_k - \alpha_k + \eta_k) - \frac{x_{5(k)\gamma}}{X_{Lf}} \]

\[ x_{5(k+1)} = x_{5(k)} + \gamma X_{Cf}(x_{4(k)} + i_{out(k)} - \frac{x_{5(k)}}{R_L}) \]

where \( X_{Lf} = \omega_0L_f \) and \( X_{Cf} = \frac{1}{\omega_0C_f} \).

6.4.4 Results of the Analysis

The discrete time domain model described in section 6.4.2 was used in predicting the transient behavior of the designed converter operating under open loop conditions. PRO-MATLAB was used to solve the discrete time domain equations on the computer. These results are also verified using SPICE software. Results obtained for different transient conditions are explained next.
(a) Sudden Switching ON of the Supply Voltage

The large-signal analysis of the full load case, has already been considered in chapter 3. Here we consider another operating condition corresponding to half the rated load current and rated output voltage. The duty ratio is \( \approx 70\% \). The operating mode is shown in Fig. 6.8. In this section, effect of switching ON the input supply is studied. Figs. 6.9(a) and (b) show the plots of the tank current and the parallel capacitor voltage obtained for this step change using the large-signal model. Figs. 6.9(c) and (d) show the corresponding SPICE plots. Fig. 6.10 shows the peak component stresses. Figs. 6.11(a) and (b) show the plots of tank state variables and output state variables (current and voltage) as obtained with the model. Fig. 6.11(b) also shows the corresponding SPICE plot for the switch ON transient conditions.

(b) Step Change in Load

In this section the effect of a sudden step change in load is considered. The converter is operating at half the rated load condition with 70 \% duty cycle, when the load changes to quarter of rated load in a step manner. For the open loop condition, the duty cycle remains at 70 \%. These results are explained next.

Figs. 6.12(a) and (b) show the plots of the tank current and the parallel capacitor voltage obtained for this step change using the large-signal model. Figs. 6.12(c) and (d) show the corresponding SPICE plots. Fig. 6.13 shows the peak component stresses. Figs. 6.14(a) and (b) show the plots of tank state variables and output state variables (current and voltage) as obtained with the model. Fig. 6.14(b) also shows the corresponding SPICE plot for the switch ON transient conditions.
6.4.5 Closed Loop Example:

In this section, a typical example of closed loop operation is considered. The converter is operating at half the rated load with rated output voltage value and 70% duty cycle, when the load suddenly changes to quarter the rated load in a step manner. However, unlike in the previous section, where the open loop operation was considered (and so the duty ratio was not altered), the duty ratio is altered to regulate the output voltage (as a result of closed loop operation) to \( \approx 63\% \). The results obtained for this case are discussed next. It is assumed that the closed loop action is instantaneous. Figs. 6.15(a) and (b) show the plots of the tank current and the parallel capacitor voltage obtained using the large-signal model. Figs. 6.15(c) and (d) show the corresponding SPICE plots. Fig. 6.16 shows the peak component stresses. Figs. 6.17(a) and (b) shows the plots of tank state variables and output state variables (current and voltage) as obtained with the model. Fig. 6.17(b) also shows the corresponding SPICE plots.

6.5 Small-Signal Analysis of FF PWM SPRC

The small-signal dynamic behavior of the converter was analyzed for the variable frequency operation in chapter 4, by using a small-signal state-space model, acquired by linearizing the large-signal equations of chapter 3. In this section the small-signal modeling of FF PWM SPRC is performed using the large-signal model obtained in section 6.4. As was stated earlier, the small-signal analysis is concerned with the response of the converter to small perturbations in its steady state operating conditions.
6.5.1 Linearization of SPRC About the Equilibrium Point

The first step is to determine the equilibrium point of operation. This is done by applying the following symmetry condition to (6.64) - (6.68).

\[ x_i(k) = x_{i(k+1)} \]  \hspace{1cm} (6.69)

It can be verified that this will yield the steady-state operating point given by (6.38).

The large-signal state-space model represented by (6.64) - (6.68) has the following general form;

\[ x_{i(k+1)} = f_i(x_1(k), x_2(k), x_3(k), x_4(k), x_5(k), \zeta_k, E(k), i_{out(k)}) \] \hspace{1cm} (6.70)

where "\( f_i \)" represents some non-linear function of the relevant independent variables specified on the right hand side of the above equation and \( i = 1 \ldots 5 \).

These equations can be linearized using the Taylor's expansion about the equilibrium point resulting in five linearized small-signal equations of the following general form.

\[
\begin{align*}
\delta x_{i(k+1)} &= \frac{\partial f_i}{\partial x_1(k)_{eq}} \delta x_1(k) + \frac{\partial f_i}{\partial x_2(k)_{eq}} \delta x_2(k) + \frac{\partial f_i}{\partial x_3(k)_{eq}} \delta x_3(k) \\
&+ \frac{\partial f_i}{\partial x_4(k)_{eq}} \delta x_4(k) + \frac{\partial f_i}{\partial x_5(k)_{eq}} \delta x_5(k) + \frac{\partial f_i}{\partial E(k)_{eq}} \delta E(k) + \frac{\partial f_i}{\partial \gamma_k_{eq}} \delta \zeta_k \\
&+ \frac{\partial f_i}{\partial i_{out(k)}_{eq}} \delta i_{out(k)} 
\end{align*}
\] \hspace{1cm} (6.71)

In the above equation "\( i_{eq} \)" implies "at equilibrium".

All the small-signal equations can be clubbed together and represented in the matrix form as below:

\[ [\delta x_{i(k+1)}] = [A].[\delta x_i(k)] + [B].[\delta u(k)] \]
Or

\[
\begin{bmatrix}
\delta x_1(k+1) \\
\delta x_2(k+1) \\
\delta x_3(k+1) \\
\delta x_4(k+1) \\
\delta x_5(k+1)
\end{bmatrix}
= \begin{bmatrix}
a_{11} & a_{12} & a_{13} & a_{14} & a_{15} \\
a_{21} & a_{22} & a_{23} & a_{24} & a_{25} \\
a_{31} & a_{32} & a_{33} & a_{34} & a_{35} \\
a_{41} & a_{42} & a_{43} & a_{44} & a_{45} \\
a_{51} & a_{52} & a_{53} & a_{54} & a_{55}
\end{bmatrix} \begin{bmatrix}
\delta x_1(k) \\
\delta x_2(k) \\
\delta x_3(k) \\
\delta x_4(k) \\
\delta x_5(k)
\end{bmatrix}
+ \begin{bmatrix}
b_{11} & b_{12} & b_{13} \\
b_{21} & b_{22} & b_{23} \\
b_{31} & b_{32} & b_{33} \\
b_{41} & b_{42} & b_{43} \\
b_{51} & b_{52} & b_{53}
\end{bmatrix} \begin{bmatrix}
\delta \zeta_k \\
\delta E_k \\
\delta i_{out(k)}
\end{bmatrix}
\]

(6.72)

The elements \(a_{ij}\)'s and \(b_{ij}\)'s of matrices \([A]\) and \([B]\) can be determined using the following:

\[
a_{ij} = \left. \frac{\partial f_i}{\partial x_{j(k)}} \right|_{eq}
\]

(6.73)

\[
b_{i1} = \left. \frac{\partial f_i}{\partial \zeta_k} \right|_{eq} ;
b_{i2} = \left. \frac{\partial f_i}{\partial E_k} \right|_{eq} ;
b_{i3} = \left. \frac{\partial f_i}{\partial i_{out(k)}} \right|_{eq}
\]

(6.74)

where \(i = 1 \ldots 5; j = 1 \ldots 5\).

\[
a_{11} = -\cos(\gamma) + \left[ \frac{\partial \alpha_k}{\partial x_1(k)} \cdot \frac{\partial f_1}{\partial \alpha_k} \right]_{eq}
\]

(6.75)

\[
a_{12} = (1/Z)\sin(\gamma) + \left[ \frac{\partial \alpha_k}{\partial x_2(k)} \cdot \frac{\partial f_1}{\partial \alpha_k} \right]_{eq}
\]

(6.76)

\[
a_{13} = (1/Z)\sin(\gamma) + \left[ \frac{\partial \alpha_k}{\partial x_3(k)} \cdot \frac{\partial f_1}{\partial \alpha_k} \right]_{eq}
\]

(6.77)

\[
a_{14} = r_2 \cos(\gamma) + r_2 (1 - 2\cos(\beta + \eta)) + \left[ \frac{\partial \alpha_k}{\partial x_4(k)} \cdot \frac{\partial f_1}{\partial \alpha_k} \right]_{eq}
\]

(6.78)

\[
a_{21} = -Zr_1 \sin(\gamma) + \left[ \frac{\partial \alpha_k}{\partial x_1(k)} \cdot \frac{\partial f_2}{\partial \alpha_k} \right]_{eq}
\]

(6.79)
\[ a_{22} = -r_1 \cos(\gamma) + r_1 - 1 + \left[ \frac{\partial \alpha_k}{\partial x_{2(k)}} \right] \frac{\partial f_2}{\partial \alpha_k} \]  
(6.80)

\[ a_{23} = -r_1 \cos(\gamma) + r_1 + \left[ \frac{\partial \alpha_k}{\partial x_{3(k)}} \right] \frac{\partial f_2}{\partial \alpha_k} \]  
(6.81)

\[ a_{24} = Z r_1, r_2 \sin(\gamma) + Z r_1, r_2 (\beta + \eta - \alpha - 2 \sin(\beta + \eta)) + \left[ \frac{\partial \alpha_k}{\partial x_{4(k)}} \right] \frac{\partial f_2}{\partial \alpha_k} \]  
(6.82)

\[ a_{31} = -Z r_2, \sin(\gamma) + \left[ \frac{\partial \alpha_k}{\partial x_{1(k)}} \right] \frac{\partial f_3}{\partial \alpha_k} \]  
(6.83)

\[ a_{32} = -r_2 \cos(\gamma) + r_2 + \left[ \frac{\partial \alpha_k}{\partial x_{2(k)}} \right] \frac{\partial f_3}{\partial \alpha_k} \]  
(6.84)

\[ a_{33} = -r_2 \cos(\gamma) + r_2 - 1 + \left[ \frac{\partial \alpha_k}{\partial x_{3(k)}} \right] \frac{\partial f_3}{\partial \alpha_k} \]  
(6.85)

\[ a_{34} = Z (r_2)^2 \sin(\gamma) - Z r_2, (2 r_2, \sin(\beta + \eta) + r_1, (\eta + \beta - \alpha)) + \left[ \frac{\partial \alpha_k}{\partial x_{4(k)}} \right] \frac{\partial f_3}{\partial \alpha_k} \]  
(6.86)

\[ a_{41} = -\frac{Z r_2}{X_L f} (2 \cos(\alpha) - 1 - \cos(\gamma)) + \left[ \frac{\partial \alpha_k}{\partial x_{1(k)}} \right] \frac{\partial f_4}{\partial \alpha_k} \]  
(6.87)

\[ a_{42} = \frac{r_2}{X_L f} ((\eta + \beta - \alpha) + 2 \sin(\alpha) + \sin(\eta) - \sin(\gamma)) + \left[ \frac{\partial \alpha_k}{\partial x_{2(k)}} \right] \frac{\partial f_4}{\partial \alpha_k} \]  
(6.88)

\[ a_{43} = \frac{r_2}{X_L f} ((\beta + \eta - \alpha) + 2 \sin(\alpha) + \sin(\eta) - \sin(\gamma) - \frac{(\eta + \beta - \alpha)}{X_L f}) + \left[ \frac{\partial \alpha_k}{\partial x_{3(k)}} \right] \frac{\partial f_4}{\partial \alpha_k} \]  
(6.89)

\[ a_{44} = 1 + \frac{Z r_2^2}{X_{\gamma f}} (2 \cos(\alpha) - 1 - \cos(\gamma) + 2 \cos(\beta + \eta) - 2) - \frac{Z r_1, r_2 (\beta + \eta - \alpha)^2}{2 X_L f} + \left[ \frac{\partial \alpha_k}{\partial x_{4(k)}} \right] \frac{\partial f_4}{\partial \alpha_k} \]  
(6.90)

\[ a_{45} = -\frac{\gamma}{X_L f} \]  
(6.91)

\[ a_{54} = \gamma X_{C f} \]  
(6.92)

\[ a_{55} = 1 - \frac{\gamma X_{C f}}{R_L} \]  
(6.93)
The partial derivatives involved in the above equations are evaluated next. For this
the parallel capacitor voltage is equated to zero at the end of interval B, which leads
to the following equation:

\[ b_{11} = \gamma \frac{E}{Z} \cos(\zeta \gamma) \]  
(6.94)

\[ b_{21} = r_1 (\gamma \sin(\zeta \gamma)) \cdot E \]  
(6.95)

\[ b_{31} = r_2 (\gamma \sin(\zeta \gamma)) \cdot E \]  
(6.96)

\[ b_{41} = \frac{r_2 \gamma}{X_{L_f}} (x_2 + x_3) \cos(\zeta \gamma) + \frac{r_2 E}{X_{L_f}} (\gamma - \gamma \cos(\zeta \gamma)) \]  
(6.97)

\[ b_{12} = \frac{\sin(\zeta \gamma)}{Z} + \left[ \frac{\partial \alpha_k}{\partial E_{(k)}} \frac{\partial f_1}{\partial \alpha_k} \right]_{eq} \]  
(6.98)

\[ b_{22} = -r_1 \cos(\zeta \gamma) + r_1 + \left[ \frac{\partial \alpha_k}{\partial E_{(k)}} \frac{\partial f_2}{\partial \alpha_k} \right]_{eq} \]  
(6.99)

\[ b_{32} = -r_2 \cos(\zeta \gamma) + r_2 + \left[ \frac{\partial \alpha_k}{\partial E_{(k)}} \frac{\partial f_3}{\partial \alpha_k} \right]_{eq} \]  
(6.100)

\[ b_{42} = \frac{r_2}{X_{L_f}} (\zeta \gamma \sin(\zeta \gamma)) + \left[ \frac{\partial \alpha_k}{\partial E_{(k)}} \frac{\partial f_4}{\partial \alpha_k} \right]_{eq} \]  
(6.101)

\[ b_{53} = \gamma X_{C_f} \]  
(6.102)

\[ a_{15} = a_{25} = a_{35} = a_{51} = a_{52} = a_{53} = 0 \]  
(6.103)

\[ b_{13} = b_{23} = b_{33} = b_{43} = b_{51} = b_{52} = 0 \]  
(6.104)

Then, using (6.105), the partial derivatives (evaluated at the equilibrium point) ob-
tained are given by:

\[ \frac{\partial \alpha_k}{\partial x_{1(k)}} = \frac{Z \sin(\alpha)}{D} \]  
(6.106)

\[ \frac{\partial \alpha_k}{\partial x_{2(k)}} = \frac{-(1 - \cos(\alpha))}{D} \]  
(6.107)
\[
\frac{\partial \alpha_k}{\partial x_{3(k)}} = \frac{1 - r_2(1 - \cos(\alpha))}{r_2D} \\
\frac{\partial \alpha_k}{\partial x_{4(k)}} = \frac{-(r_2Z\sin(\alpha) + Zr_1\alpha)}{D} \\
\frac{\partial \alpha_k}{\partial E_k} = 0
\]

where \( D = (x_2 + x_3)\sin(\alpha) + Z(-x_1 + r_2x_4)\cos(\alpha) \)

\[+Zr_1x_4 \]

Use of (6.64) - (6.66) and (6.70), yields the following:

\[
\frac{\partial f_1}{\partial \alpha_k} = -2r_2x_4\sin(\beta + \eta) \\
\frac{\partial f_2}{\partial \alpha_k} = Zr_1r_2x_4[2\cos(\beta + \eta) - 2] \\
\frac{\partial f_3}{\partial \alpha_k} = Zr_2x_4[2r_2\cos(\eta + \beta) + 2r_1] \\
\frac{\partial f_4}{\partial \alpha_k} = \frac{r_2}{X_{L_f}}(x_2 + x_3)(-2 + 2\cos(\alpha)) \\
- \frac{2Zr_2}{X_{L_f}}(-x_1 + r_2x_4)(\sin(\alpha)) - \frac{2Zr_1r_2x_4}{X_{L_f}}(2\alpha - \gamma) \\
+ \frac{2Zr_2^2x_4}{X_{L_f}}\sin(\beta + \eta) + \frac{2x_3}{X_{L_f}}
\]

Which completes the derivation of the small-signal model for a FF PWM SPRC. Equation (6.72), with coefficients of matrices A and B given by \( a_{ij} \) and \( b_{ij} \), respectively, represents the model in matrix form. This model can be used to predict the small-signal behavior of the FF PWM SPRC.

### 6.5.2 Dynamic Performance Parameters

The dynamic performance parameters like the control to output gain, audio susceptibility and output impedance, which are useful in evaluating the dynamic behavior of the converter are studied in this section. Fig. 6.18 (a) shows the plot of control
to output transfer function as obtained with the help of the proposed model. Fig. 6.18(b) shows the corresponding plot for the audio-susceptibility transfer function. Importance of such plots was explained in Chapters 4 and 5. The output impedance transfer function plot is shown in Fig. 6.18(c).

6.6 Observations and Conclusions

The steady-state analysis of FF PWM SPRC shows that the designed FF PWM SPRC operates in three major modes for $\frac{C_s}{C_t} = 1$, and two major (both DCVM) modes for $\frac{C_s}{C_t} = 2$. The converter is designed to operate on the boundary of CCVM and DCVM, lagging p.f. mode for full load conditions. As the load current reduces, the pulse width is adjusted to regulate this output voltage. This results in operating modes 2 and 3 and the discontinuity in parallel capacitor voltage is negligible. The discontinuity in the parallel capacitor voltage increases with an increase in $\frac{C_s}{C_t}$ ratio. The curve of $T_s/t$ versus normalized load current is non-linear. This, however, does not matter because in actual practice the converter is operated in closed loop manner. The required variation in $T_s/t$ is much larger for load current variation from full load to half load than for half load to very light load conditions.

The large-signal analysis provided the following results. During switch ON conditions, the converter enters leading p.f mode of operation before reaching the steady state where it is designed to operate in lagging p.f. mode. All the tank components are over stressed during the switch ON transients. During step change in load from half the rated load condition to quarter load condition, the converter enters leading p.f. mode within 30 microseconds (Fig. 6.14(a)). For the closed loop operation however, the converter stays longer in the lagging p.f. mode (50 microseconds). During step change from half the rated load to quarter the rated load conditions, the tank
components do not experience an over stress.

Small-signal analysis shows that the control to output transfer for the FF PWM SPRC has nearly the same pattern as the one for frequency controlled SPRC, obtained in Chapter 4. The audio-susceptibility transfer function shows the same pattern as the control to output transfer function. However, the phase plot does not show as much lag as it did in the case of frequency controlled SPRC.
Figure 6.8: Typical waveforms of the FF PWM SPRC circuit starting from the $k^{th}$ instant for lagging power factor mode of operation. The various intervals are marked.
Figure 6.9: (a) Resonating inductor and (b) parallel capacitor voltage, for step change in input voltage supply from 0V to 25V at half the rated load conditions. In all the plots the step change occurs at the origin. (c),(d): SPICE plots corresponding to (a) and (b).
Figure 6.10: Peak component stresses (p.u.) for step change in input supply. Note that all these plots have been obtained with discrete set of points obtained one per half cycle, and connected to give an overall continuous picture.
Figure 6.11: Discrete state variables: (a) Tank state variables. (b) Output state variables. SPICE results are also plotted for the sake of comparison.
Figure 6.12: (a) Resonating inductor and (b) parallel capacitor voltage, for step change in load from half the rated load to quarter the rated load. (c),(d): SPICE plots corresponding to (a) and (b).
Fig. 6.12 (continued)
Figure 6.13: Peak component stresses (p.u.) for step change in load from half the rated load to quarter the rated load.
Figure 6.14: Discrete state variables for step change in load from half the rated load to quarter the rated load:
(a) Tank state variables.
(b) Output state variables: b(i) From the model; b(ii) from SPICE.
Figure 6.15: (a) Resonating inductor and (b) Parallel capacitor voltage for closed loop operation example where the duty cycle changes in response to a step change in load from half the rated load to quarter the rated load. (c),(d): SPICE plots corresponding to (a) and (b).
Fig. 6.15 (continued)
Figure 6.16: Peak component stresses (p.u.) for closed loop operation example where the duty cycle changes in response to a step change in load from half the rated load to quarter the rated load.
Figure 6.17: Discrete state variables for closed loop operation example where the duty cycle changes in response to a step change in load from half the rated load to quarter the rated load: (a) Tank state variables. (b) Output state variables. SPICE results are also plotted for the sake of comparison.
Figure 6.18: Results of the small signal analysis: (a) The plot of control to output transfer function. (b) Plot of audio-susceptibility. (c) Plot of output impedance transfer function as obtained with the small signal model obtained in this chapter.
Chapter 7

Conclusions

This chapter summarizes the main contributions and results of this thesis work. It begins with section 7.1 where the major contributions are outlined. Section 7.2 summarizes the results of the thesis. The chapter ends with suggestions for future work in this area in section 7.3.

7.1 Major Contributions

One of the major challenges of this thesis work was to deal with a third order system, namely the SPRC. The analysis of the converter is complex due to the various operating modes it enters. This was reflected in the limited attention this converter's analysis had received at the time the present thesis work began. Although, the advantages of this converter over the other two configurations were understood and accepted, there was not much literature available on this configuration except for steady-state analysis [7,8]. Dynamic behavior of this converter in particular, was not studied.
Recently, during the course of this thesis work itself, some authors [73,84] came up with small-signal analysis of this converter. However, they were all based on some major approximations, where the square-wave voltages and currents were approximated by their fundamental components.

The most important contribution of this thesis work is the extensive treatment to both the steady-state and dynamic analysis of this third order converter for the various operating modes and operating conditions using the state-space approach based on the constant current model [7]. The analysis presented assumes no approximations (like approximating the square waveforms with their sinusoidal, fundamental components) except a few more practical ones. The main contributions of the thesis can be summarized as below.

(1) A complete steady-state analysis of the SPRC has been presented for the variable frequency operation. Various operating modes have been identified and general solutions for all the modes of operation have been presented based on the state-space approach.

(2) Large-signal modeling and analysis has been presented for variable frequency and fixed frequency operation using discrete time domain modeling.

(3) Small-signal analysis has been presented using the large-signal models for both variable frequency and fixed frequency control.

(4) A small-signal equivalent circuit model has been derived which gives more physical insight into the dynamics of the converter and is more convenient to use.

(5) The different operating modes have been identified for the fixed frequency pulse-width modulated control of the SPRC, and the steady-state analysis of the predominant modes has been presented.

A more detailed summary is presented in the next section.
7.2 Summary of the Thesis Work

Various aspects of the series-parallel resonant converter were studied during the course of this thesis work. All three kinds of analysis have been performed for both the variable frequency operation and the fixed frequency operation of the SPRC.

A complete steady-state analysis of the series-parallel resonant converter has been carried out in chapter 2. Various operating modes (including multiple conduction modes) were identified using computer simulation. These modes were classified on the basis of different criteria like nature of the parallel capacitor (DCVM and CCVM operation), resonant tank current (DCM and CCM operation) and also on the basis of the way the tank current is related in phase to the square-wave voltage that is impressed across the resonant tank (leading and lagging p.f. modes of operation). General solutions for all the modes of operation have been presented. As an example, two of the predominant modes, with four and two intervals respectively, have been selected as the particular cases and the converter gain for those modes have been analytically obtained. The converter gain and peak component stresses have been plotted against per unit load current. Boundaries between the various modes, CCVM and DCVM as well as between leading and lagging p.f. modes, have been obtained and plotted. The theoretical and simulation results have been compared with the experimental results. To control the output voltage, the operating frequency can be varied in two directions. The range of frequency variation is slightly higher (upto $f_n = 2.0$) for lagging p.f. case (as compared to the leading p.f. operation) for a full range output voltage control. The type of converter control discussed in this chapter (including multiple conduction modes) can be utilized in power supplies meant to serve a wide range of voltage requirements. Multiple conduction modes are capable of supplying variable voltage for very low output current values.
Chapter 3 was devoted to the large-signal analysis of the SPRC using a discrete time domain model for both CCM and DCM. The main contributions of this chapter are summarized below:

For CCM

(1) A discrete time domain model has been derived for the SPRC for lagging power factor mode of operation.

(2) The effectiveness of this model in predicting the transient behavior of an SPRC has been shown.

(3) Using this model, a few calculations are sufficient to predict the transient behavior of the converter from a designer's point of view. Only the initial conditions at the beginning of every half cycle (initial state vector) are required per half cycle to arrive at the curves for peak stresses and the state behavior.

(4) The proposed model can be used to theoretically predict the large-signal behavior of the converter and then SPICE simulation program can be used to verify the results. Usually, SPICE requires large computer memory, even if the information required from the simulation may be small. The proposed model can give crucial design parameters and state behavior with simple calculations.

(5) The model presented has been derived based on the assumption of CCVM (continuous capacitor voltage mode) for $v_{ct}$ [Fig. 3.2]. However, the converter is designed to operate with slight discontinuity in the parallel capacitor voltage. The results show that the proposed model based on two interval CCV mode (in which the effect of slight discontinuity has been neglected) is good enough to predict the behavior of the designed converter, although some slight deviations are observed. This avoids the use of a more complicated model involving a third interval (in DCV mode), which does not have closed form solutions [12].

(6) All the plots are given in p.u. and are therefore general. The results of theory, SPICE simulation and experiments have been presented and compared.
(7) During switching ON, only the parallel capacitor experiences additional stress for the design presented in this thesis and the converter enters below resonance. The anti-parallel diode has to undergo additional peak current stress (Fig. 3.5(f)).

(8) It has been observed that the SPRC, designed to operate slightly above resonance and with slight discontinuity in the parallel capacitor voltage (as in this thesis), does not show pronounced stresses on resonant inductor and the series capacitor during switching ON.

(9) The response of the converter is dependent on the output filter design. Characteristic impedance of the output filter is a convenient parameter to evaluate this dependence. It is observed that the switching ON response becomes faster (oscillatory) as $Z_j$ is decreased. The peak tank current during the transient phase increases with an increase in the value of $C_j$ and a decrease in the value of $L_j$. However, the peak parallel capacitor voltage during the transient phase decreases with a decrease in the value of $L_j$ and is independent of $C_j$ for a given value of $L_j$.

(10) The transients caused due to sudden short circuit and open circuit conditions have been studied.

(11) The advantages of closed loop operation have been investigated experimentally, by considering the example of the transients caused due to a step change in the load condition from full load to half full load condition. It is found that the drawbacks of the open loop operation are overcome. The converter does not enter the leading p.f. mode of operation and the peak stresses are less. It was observed that the parallel capacitor voltage becomes discontinuous due to the closed loop control action, as the operating frequency is corrected.

**For DCM**

(1) The discrete time domain model for the SPRC operating in the DCM has been derived and used to predict the large-signal behavior of the converter.

(2) The large-signal response of the converter during sudden switching ON of the
supply voltage, is affected by the value of filter components. For a small value of the filter capacitor, the converter maintains DCM and the transient response is critically damped. For a larger value of filter capacitor, the converter enters the CCM, leading p.f. mode to accommodate an overshoot of the output current which shows an oscillatory response. This may result in more losses during transients. Clearly, since the choice of filter components is based on the ripple specifications, there is a trade off.

(3) During a step change from full load to half full load conditions, the dead gap is present due to a reduction in the load current.

(4) During sudden short circuiting of the output at full load conditions, the converter enters the leading p.f. mode (CCM), which it maintains. Therefore the losses are higher and the currents in the circuit rise to high values in the absence of a corrective action. Therefore, the output of an open loop SPRC operating in the DCM should not be short circuited.

(5) The proposed model is not adequate to accurately predict the large-signal response during a step change from full load to open circuit conditions because the converter enters those operating modes which are not analyzed in this thesis.

Closed loop operation can overcome many drawbacks of the open loop operation.

Chapter 4 presented the small-signal modeling of the converter. For this purpose the large-signal state equations derived in chapter 3 have been linearized about a steady-state operating point to obtain a linearized small-signal model. This model has been used to study the small-signal dynamic behavior of the converter and to predict the dynamic performance parameters like the control to output transfer functions, audio-susceptibility, and output impedance transfer functions. The plot of these transfer functions are essential for the control loop design.

A multiple feedback loop based control system was developed which uses inner state variable feedback control loop. This kind of control is found to be very useful
for controlling the fast dynamics of the resonant tank portion of the SPRC. It was observed that a converter with state feedback control gives better audio-susceptibility and output impedance performance. Following are some of the major observations of this chapter.

1. The dynamics of the slower, output (continuous time) section of the converter are controlled by a complex pair of poles determined by the filter elements, which determine the corner frequency for the -40 dB roll off point.

2. Fast poles occurring at beat frequency, which is roughly the difference between the operating frequency and the resonant frequency [87], govern the dynamics of the converter for perturbation frequencies in the vicinity of the operating frequency.

3. It was verified that the audio-susceptibility transfer function shows the same pattern as the control to output transfer function [73].

4. The loop gain $T$ of the outer voltage loop determines the stability factor of the converter. It must be suitably designed for a proper phase margin and bandwidth.

5. It was observed that for lagging p.f. mode, the initial phase lag is $0^\circ$ for low perturbation frequencies. For leading p.f. mode, it was observed that the initial phase leads by $180^\circ$.

6. Parameters like the output impedance and the audio-susceptibility can be controlled by the state feedback gain matrix, which in turn controls the dynamics of the resonant tank portion of the converter.

Although the analysis and results in chapter 4, have been presented for the converter designed to operate in lagging power factor mode under steady-state conditions, it can be modified for leading power factor mode of operation with some minor changes.

A more convenient way of predicting the small-signal behavior of the converter is to use a small-signal equivalent circuit model. A small-signal equivalent circuit model for
the SPRC has been derived in chapter 5. This model is more convenient because the various dynamic performance transfer functions (control to output transfer function etc.) can be solved fairly easily by using the simple rules of the linear circuit theory. This model is also capable of giving more physical insight into the converter dynamics. To summarize chapter 5, a two-port hybrid small-signal equivalent circuit model has been presented in this chapter. This model is derived using the discrete time domain modeling. Two versions of this model were considered. An approximate one, in which the sampled nature of the tank states was neglected and the analysis was done in continuous time domain. The low frequency approximation, on which the continuous time domain model is based, simplifies the modeling, but the results obtained are good for low perturbation frequencies only. This model fails to predict the “dynamics” of the converter near the switching frequency. The other, more exact, z domain model takes into account the sampled nature of the tank states, which in fact is their true nature in a resonant converter. The results obtained with this exact model are more accurate. The main observations are same as those of chapter 4. However, the z domain equivalent circuit model gives more accurate results. It was observed that the lumped parameters of the equivalent circuit model are frequency dependent and can be represented by transfer functions of order 3. This can be verified from (5.32), (5.33), (5.36) and Table 5.6. The lumped parameters are of order 2, in case of series- and parallel- resonant converters. Thus the order of the resonant tank governs the order of the lumped parameter.

Although the equivalent circuit model derived in Chapter 5 is meant for lagging p.f. mode of operation, it can be extended to leading p.f. mode of operation with minor changes.

To overcome some of the disadvantages of the variable frequency operation, the converter was operated in fixed frequency PWM mode in Chapter 6. Various op-
erating modes for this operation have been identified. Steady-state analysis for the predominant mode has been carried out. It is found that the converter operate in three major modes when the capacitor ratio $\frac{C_2}{C_1} = 1$, while it operates in two major modes (both discontinuous capacitor voltage modes) when the capacitor ratio $\frac{C_2}{C_1} = 2$. The steady-state and dynamic analysis of the predominant mode for the ratio of $\frac{C_2}{C_1} = 1$ was carried out. The large-signal analysis showed that during switch ON conditions, the converter enters the leading p.f mode of operation before reaching the steady-state where it is designed to operate in the lagging p.f. mode. All the tank components are over stressed during the switch ON transients. During step change in load from half the rated load condition to quarter load condition, the converter enters leading p.f. mode within 30 microseconds (Fig. 6.14(a)). For the closed loop operation however, the converter stays longer in the lagging p.f. mode (50 microseconds). During step change from half the rated load to quarter the rated load conditions, the tank components do not experience an over stress. From the small-signal analysis it was observed that the control to output transfer function for the FF PWM SPRC has nearly the same pattern as the one for frequency controlled SPRC, obtained in Chapter 4. The audio-susceptibility transfer function shows the same pattern as the control to output transfer function. However, the phase plot does not show as much lag as it did in the case of frequency controlled SPRC.

7.3 Suggestions for Future Work

Various aspects of the steady-state and dynamic analysis of the SPRC were addressed in this thesis. Some of the topics that still need to be studied are as follows:
(1) The large-signal and small-signal analysis for only CCVM have been presented in this thesis. Large and small-signal analysis for DCVM case have to be considered.
(2) For the fixed frequency operation, in chapter 6, only two of the operating modes have been analyzed corresponding to capacitor ratio \( \frac{C_2}{C_1} = 1 \). Different operating modes are encountered as the capacitor ratio \( \frac{C_2}{C_1} \) is increased and the converter enters DCVM. These modes have to be analyzed for steady-state and dynamic analysis.

(3) Closed loop models for the large-signal analysis for CCM and DCM have to be developed.

(4) It was observed in the case of variable frequency operation that the inclusion of an inner state variable feedback loop improves the dynamics of the converter. Effect of such a feedback loop has to be investigated for the fixed frequency pulse-width modulated operation of the SPRC.

(5) Experimental results for the fixed frequency control of the SPRC have to be obtained.
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Appendix A

General Solutions for $k^{th}$ Event

The equations representing intervals $B (\alpha_k)$ and $A (\beta_k)$ are as below:

**Interval $B (t_{0(k)} < t < t_{1(k)})$**

Let $t'$ be the running variable.

\[
\begin{align*}
    i_L(t') &= A_{1B_k} \sin(\omega_0 t') + B_{1B_k} \cos(\omega_0 t') + C_{1B_k} \\
    v_{cs}(t') &= A_{2B_k} [1 - \cos(\omega_0 t')] + B_{2B_k} \sin(\omega_0 t') + C_{2B_k} (\omega_0 t') \\
    v_{ct}(t') &= A_{3B_k} [1 - \cos(\omega_0 t')] + B_{3B_k} \sin(\omega_0 t') + C_{3B_k} (\omega_0 t') \\
    \end{align*}
\]

(A.1) (A.2) (A.3)

The constants used in the above equations are defined as below:

\[
\begin{align*}
    A_{1B_k} &= \frac{[E(t_{0(k)}) - (v_{cs}(t_{0(k)}) + v_{ct}(t_{0(k)}))] / Z} \\
    B_{1B_k} &= \left( i_L(t_{0(k)}) + (C_e / C_i) I(t_{0(k)}) \right); C_{1B_k} = -(C_e / C_i) I(t_{0(k)}) \\
    A_{2B_k} &= Z(C_e / C_s) A_{1B_k}; B_{2B_k} = Z(C_e / C_s) B_{1B_k} \\
    C_{2B_k} &= Z(C_e / C_s) C_{1B_k}; A_{3B_k} = Z(C_e / C_i) A_{1B_k} \\
    B_{3B_k} &= Z(C_e / C_i) B_{1B_k}; C_{3B_k} = -Z(C_e / C_s) C_{1B_k}
\end{align*}
\]

(A.4) (A.5) (A.6) (A.7) (A.8)
Interval A \((t_1(k) < t < t_{0(k+1)})\).

Let \(t''\) be the running variable for this interval.

\[ i_L(t'') = A_{1A_k} \sin(\omega_0 t'') + B_{1A_k} \cos(\omega_0 t'') + C_{1A_k} \]  
\[ v_{cs}(t'') = A_{2A_k}[1 - \cos(\omega_0 t'')] + B_{2A_k} \sin(\omega_0 t'') + C_{2A_k}(\omega_0 t'') \]  
\[  + v_{cs}(t_1(k)) \]  
\[ v_{ct}(t'') = A_{3A_k}[1 - \cos(\omega_0 t'')] + B_{3A_k} \sin(\omega_0 t'') + C_{3A_k}(\omega_0 t'') \]  
\[  + v_{ct}(t_1(k)) \]  

As before, the constants used in the above equations are defined below:

\[ A_{1A_k} = [E(t_0(k)) - (v_{cs}(t_1(k)) + v_{ct}(t_1(k)))]/Z \]  
\[ B_{1A_k} = (i_L(t_1(k)) - (C_e/C_t)I(t_0(k))); C_{1A_k} = (C_e/C_t)I(t_0(k)) \]  
\[ A_{2A_k} = Z(C_e/C_s)A_{1A_k}; B_{2A_k} = Z(C_e/C_s)B_{1A_k} \]  
\[ C_{2A_k} = Z(C_e/C_s)C_{1A_k}; A_{3A_k} = Z(C_e/C_t)A_{1A_k} \]  
\[ B_{3A_k} = Z(C_e/C_t)B_{1A_k}; C_{3A_k} = -Z(C_e/C_s)C_{1A_k} \]

It must be pointed out that wherever the above expressions are used to denote the steady state values, the subscript "\(k\)" is dropped.
Appendix B

Large-Signal State Equations for CCM

The large-signal state equations representing the initial values of the \((k + 1)^{th}\) event (time instant \(t_s\)) in terms of the initial values of the \((k)^{th}\) event (time instant \("0\"\)), are given by

\[
i_L(t_0(k+1)) = A_1B_k \sin(\gamma_k) + B_1B_k \cos(\gamma_k) + C_1B_k (2\cos(\beta_k) - 1) \tag{B.1}
\]

\[
v_{ca}(t_0(k+1)) = A_2B_k (1 - \cos(\gamma_k)) + B_2B_k \sin(\gamma_k) + C_2B_k (\alpha_k - \beta_k + 2\sin(\beta_k)) + v_{ca}(t_0(k)) \tag{B.2}
\]

\[
v_{cl}(t_0(k+1)) = A_3B_k (1 - \cos(\gamma_k)) + B_3B_k \sin(\gamma_k) + C_3B_k (\alpha_k - \beta_k) + 2Z \frac{C_e}{C_t} C_1B_k \sin(\beta_k) + v_{cl}(t_0(k)) \tag{B.3}
\]
Appendix C

A, B, C Constants for DCM

The A, B, C coefficients for the equations representing the DCM are defined as follows:

**Interval A**

\[ A_{1a_k} = \frac{(E(t_0(k)) - (v_{cs}(t_1(k)) + v_{ct}(t_1(k))))}{Z} \]  \hspace{1cm} (C.1)

\[ B_{1a_k} = (i_L(t_1(k)) - (C_e/C_t)I(t_0(k))); \quad C_{1a_k} = \frac{(C_e/C_t)I(t_0(k))}{Z} \]  \hspace{1cm} (C.2)

\[ A_{2a_k} = Z(C_e/C_s)A_{1a_k}; \quad A_{3a_k} = Z(C_e/C_t)A_{1a_k} \]  \hspace{1cm} (C.3)

\[ B_{2a_k} = Z(C_e/C_s)B_{1a_k}; \quad B_{3a_k} = Z(C_e/C_t)B_{1a_k} \]  \hspace{1cm} (C.4)

\[ C_{2a_k} = Z(C_e/C_s)C_{1a_k}; \quad C_{3a_k} = -Z(C_e/C_s)C_{1a_k} \]  \hspace{1cm} (C.5)

**Interval C_1**

\[ A_{1c_{1k}} = \sqrt{(C_s/C_t)(E(t_0(k)) - v_{cs}(t_0(k)))/Z}; \quad B_{1c_{1k}} = \frac{i_L(t_0(k))}{Z} \]  \hspace{1cm} (C.6)

\[ A_{2c_{1k}} = (E(t_0(k)) - v_{cs}(t_0(k)))); \quad B_{2c_{1k}} = Z(C_e/C_s)B_{1c_{1k}}; \]  \hspace{1cm} (C.7)

\[ A_{3c_{1k}} = B_{3c_{1k}} = C_{1c_{1k}} = C_{2c_{1k}} = C_{3c_{1k}} = 0 \]  \hspace{1cm} (C.8)

Note that the coefficients for interval C_2 are same as C_1 except that now the values of the initial conditions involved are given by the instantaneous value of the particular variable at the end of interval A. Further \( r_1 = \frac{C_s}{C_t} \) and \( r_2 = \frac{C_e}{C_t} \).
Appendix D

A, B, C Constants for Fixed Frequency Operation, Predominant Mode

The coefficients for the equations describing the predominant mode fixed frequency pulse width modulated operation are:

\[
\begin{align*}
A_{1T2} &= -\frac{1}{Z}(v_{cs}(T2i) + v_{ct}(T2i)) \\
B_{1T2} &= i_{L(T2)} + \frac{C_e}{C_t}I \\
C_{1T2} &= -\frac{C_e}{C_t}I \\
A_{2T2} &= Z\frac{C_e}{C_s}A_{1T2} \\
B_{2T2} &= Z\frac{C_e}{C_s}B_{1T2} \\
C_{2T2} &= Z\frac{C_e}{C_s}C_{1T2} \\
A_{3T2} &= Z\frac{C_e}{C_t}A_{1T2}
\end{align*}
\]
\[ B_{3T2} = \frac{Z}{C_t} C_e B_{1T2} \]
\[ C_{3T2} = -\frac{Z}{C_s} C_e C_{1T2} \]
\[ A_{1T1} = -\frac{1}{Z} (v_{cs(T1i)} + v_{ct(T1i)}) \]
\[ B_{1T1} = i_{L(T1i)} - \frac{C_e}{C_t} I \]
\[ C_{1T1} = -\frac{C_e}{C_t} I \]
\[ A_{2T1} = \frac{Z}{C_s} C_e A_{1T1} \]
\[ B_{2T1} = \frac{Z}{C_e} C_e B_{1T1} \]
\[ C_{2T1} = \frac{Z}{C_s} C_e C_{1T1} \]
\[ A_{3T1} = \frac{Z}{C_T} C_e A_{1T1} \]
\[ B_{3T1} = \frac{Z}{C_T} C_e B_{1T1} \]
\[ C_{3T1} = -\frac{Z}{C_s} C_e C_{1T1} \]
\[ A_{1A} = -\frac{1}{Z} (E - v_{cs(Ai)} + v_{ct(Ai)}) \]
\[ B_{1A} = i_{L(Ai)} - \frac{C_e}{C_t} I \]
\[ C_{1A} = -\frac{C_e}{C_t} I \]
\[ A_{2A} = \frac{Z}{C_s} C_e A_{1A} \]
\[ B_{2A} = \frac{Z}{C_s} C_e B_{1A} \]
\[ C_{2A} = \frac{Z}{C_s} C_e C_{1A} \]
\[ A_{3A} = \frac{Z}{C_T} C_e A_{1A} \]
\[ B_{3A} = \frac{Z}{C_T} C_e B_{1A} \]
\[ C_{3A} = -Z \frac{C_i}{C_s} C_{1A} \]
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