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Abstract

Angular differential imaging provides a novel way of probing the high contrast of our universe. Until now, its applications have been primarily localized to searching for exoplanets around nearby stars. This work presents a suite of applications of angular differential imaging from the theoretical underpinning of data reduction, to its use characterizing substellar objects to a new application looking for the host galaxies of damped Lyman $\alpha$ systems which are usually lost in the glare of ultra-bright quasars along the line of sight.

The search for exoplanets utilizes angular differential imaging and relies on complex algorithms to remove residual speckles and artifacts in the images. One such algorithm, the Template Locally Optimized Combination of Images (TLOCI), uses a least-squares method to maximize the signal-to-noise ratio and can be used with variable parameters, such as an input spectral template, matrix inversion method, aggressivity and unsharp mask size. Given the large volume of image sequences that need to be processed in any exoplanet survey, it is important to find a small set of parameters that can maximize detections for any conditions. Rigorous testing of these parameters were done with on-sky images and model inserted planets to find the optimal combination of parameters. Overall, a standard matrix inversion, along with two to three input templates, a modest aggressivity of 0.7 and the smallest unsharp mask was found to be the best choice to balance optimal detection.

Beyond optimizations, TLOCI has been used in conjunction with angular differential imaging to characterize substellar objects in our local solar neighbourhood. In particular, the star HD 984 was imaged as a part of the Gemini Planet Imager Exoplanet Survey. Although previously known to have a substellar companion, new imaging presented here in the H and J bands help further characterize this object. Comparisons with a library of brown dwarf spectral types found a best match to HD 984 B of a type M7$\pm2$. Orbital fitting suggests an 18 AU (70 year) orbit, with a 68% confidence interval between 12 and 27 AU. Object magnitude was used to find the luminosity, mass and temperature using DUSTY models.

Although angular differential imaging has proven its value in high contrast imaging, it has largely remained in the field of substellar object detection, despite other high contrast regimes in which it could be applied. One potential application is outside the local solar neighbourhood with studies of damped Lyman $\alpha$ systems, which have struggled to identify host galaxies thought to be caused by systems seen in the
spectra of bright quasars. Work herein presents the first application of angular differential imaging to finding the host galaxies to damped Lyman $\alpha$ systems. Using ADI we identified three potential systems within 30kpc of the sightline of the quasar and demonstrate the potential for future imaging of galaxies at close separations.

In summary, this thesis presents a comprehensive look at multiple aspects of high contrast angular differential imaging. It explores optimizations with a data reduction algorithm, implementations characterizing substellar objects, and new applications imaging galaxies.
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Chapter 1

Introduction

For millennia, humankind has observed the night sky, but only recently has technology progressed sufficiently to truly probe the depths of our universe. Even still, there are many parts of it that remain elusive to see. In fact, some of the brightest objects in our universe and our night sky are the greatest hindrances to seeing fainter companion objects. These high contrast regions require special observational techniques and data reduction methods to resolve faint, hidden objects. By untangling the light of these bright objects, we can see more of our universe and have a better understanding of the worlds around us.

1.1 Techniques of Direct Imaging

High contrast direct imaging is primarily associated with the field of exoplanets where scientists work to image the small, dim companions to stars. Given the challenges of direct imaging, an entire subdivision of exoplanetary studies has emerged to overcome the difficulties. Specialized optics systems have been designed to combat atmospheric effects and complex computer algorithms have been written to suppress image noise. In order to appreciate the complexities of direct imaging it is necessary to understand these techniques.

1.1.1 Adaptive Optics

Since the dawn of the telescope, astronomers have been limited by atmospheric seeing. As light from the cosmos propagates through the Earth’s turbulent atmosphere, it passes through areas of inhomogeneous index of refractions which distorts the incom-
ing wavefront. These distortions typically limit seeing resolutions to one arcsecond at optical wavelengths (Hickson, 2014). In order to push to higher resolutions, a technology termed adaptive optics (AO) was developed to restore for the distorted wavefront.

Compensating for atmospheric seeing was first proposed by Babcock (1953) but it was not until the 1980s that advances in technology made AO feasible. At a fundamental level, AO works by using a single reference star to sense the atmospheric turbulence at kHz speeds, and a deformable mirror (DM) to adjust for the wavefront’s deformation caused by that turbulence. Phase input read from the reference star is corrected by the DM which has a grid of tiny actuators to create an uneven surface. When the wavefront from the science target hits the DM, its wavefront phase is corrected by the irregularities of the DM and a nearly flat wavefront is reflected. Corrections from the reference star are continually applied by the DM on timescales less than the atmospheric variations allowing for continual phase corrections. In order to have the highest success with corrections it is best to have the science object close to the reference star so that atmospheric variations along the different lines of sight will be correlated. A schematic of a simple AO system is shown in Figure 1.1.

![Figure 1.1 Schematic of a simple AO system.](image)

Figure 1.1 Schematic of a simple AO system. Incoming light paths shown in blue. Light from the science object is shown in red and light from the reference star in green. Diagram from Hickson (2014).
To characterize the wavefront distortions, sensors have been developed to account for the minute corrections that need to be applied to the DM. One of the most common types is the Shack-Hartmann sensor, which is composed of an array of small lenslets. Each lenslet focuses the incoming light from the reference star onto a CCD (see Figure 1.2). If the wavefront is distorted, the focused image will be off-centre. The dispersion of the position of the focal spot from the centre of the lenslet is used to calculate the local wavefront tilt. The position of each focused image is corrected by the DM in a feedback loop until each imaged is centred.

![Diagram of a Shack-Hartmann wavefront sensor. Figure from Hickson (2014).](image)

In some fields-of-view, there simply is not a suitable guide star for AO. In these cases, laser guide stars (LGS) can be used to create artificial stars by reflecting light off of the mesosphere. Lasers tuned to the D$_2$ line of atomic sodium (589nm) are used to excite the sodium layer at an altitude of 90km. The sodium layer’s height is ideal since most of the atmospheric turbulence happens at lower layers. (Indeed, atmospheric models at Cerro Pachón show 64% of the total turbulence is caused by the ground layer [Hickson, 2014].) Unfortunately, LGS cannot sense the tilt components of atmospheric turbulence since any deflection of the beam as it propagates upwards is negated by the opposite deflection it gets going down. Consequentially, at least one natural guide star is always needed.
1.1.2 Angular Differential Imaging

The contrast improved through adaptive optics can be further enhanced through various post-processing techniques. In adaptive optics corrected images, speckles, which are caused by noise from the stellar point spread function (PSF), are the largest inhibitor to planet detection in imaging (Marois et al., 2003). Speckles are caused by rapid (1–10ms) fluctuations in the atmosphere and instrumental imperfections which evolve on longer time scales. Several methods have been developed to remove the PSF and suppress speckles, including simultaneous spectral differential imaging (SSDI, Racine et al., 1999; Marois et al., 2000) which relies on the spectral differences between a planet and a star in polychromatic images, and angular differential imaging (ADI, Marois et al., 2006) which uses the field-of-view rotation of an altitude/azimuth telescope to distinguish speckles from planets.

The ADI technique works by disabling the instrument rotator on an altitude/azimuth telescope so that the field-of-view (FOV) slowly rotates during a sequence of images (see Figure 1.3). The star used by the wavefront sensor is locked in by the AO system to provide an unmoving guide. A reference PSF is created for each image of the target sequence of images by combining all the other images of the sequences acquired at different angles. Reference PSF images are then subtracted from each of the individual frames which are subsequently all rotated to north up and median combined (see Figure 3.5). Any off-axis objects will have been averaged out of the reference PSF and will mainly remain unaffected by the process. The reference PSF has the added benefit of subtracting off any sky flux and ghost images from internal optics. In order for the off-axis objects to remain unchanged through the PSF subtraction, it is necessary for those objects to have a high amount of rotation (at least twice the full width at half maximum) so as to not contribute to the median reference PSF. Because of this, it is preferable to take image sequences as the object transits the local meridian. Given enough field-of-view rotation, these images can be combined to create a reference PSF and suppress quasi-static speckles by up to two orders of magnitude.

1.1.3 Point Spread Function Subtraction Techniques

Although methods like ADI and the use of AO can greatly remove the central PSF at small angular separations and other problematic artefacts, additional data reduction techniques are required at low impact parameters. Many advanced PSF subtraction
Figure 1.3 In normal observation mode, the instrument rotates during the exposures so all images align (a). In ADI, the instrument rotation is disabled so that all images are at different angles (b). The ⨂ symbol indicates instrument axis.

Figure 1.4 A PSF can be easily created from ADI images by combining the unrotated exposures (left). This master PSF can then be subtracted from the images that have been combined after rotating (right) to create a final image with near perfect PSF subtraction. Note that the rotation of the field objects in the images represents the rotation of the objects as you would see for resolved, extended objects (e.g. galaxies). The PSF of these objects would not rotate.
techniques exist, such as LOCI (Lafrenière et al., 2007), SOSIE (Marois et al., 2010), KLIP (Soummer et al., 2012), TLOCI (Marois et al., 2014), ANDROMEDA (Cantalloube et al., 2015), and LLSG (Gomez Gonzalez et al., 2016). Some, such as the Locally Optimized Combination of Images (LOCI, Lafrenière et al., 2007), have been developed with techniques like ADI in mind. At the heart of these techniques is a least-squares minimization. LOCI, for example, creates a series of annuli, each with a library of reference PSF images which are combined such that their subtraction minimizes speckle noise in the final image. This minimization is achieved through the inversion of a covariance matrix created from the reference images.

One variation on these least-squares methods is TLOCI, the Template LOCI (Marois et al., 2014). TLOCI was developed to maximize the signal-to-noise ratio in angular and spectral differential imaging data to find exoplanets by using least-squares to combine a set of reference PSF images to subtract speckle noise, similar to LOCI. However, TLOCI also uses an input template spectrum to maximize detection of planets having a similar spectrum. TLOCI solves one issue affecting spectral differential imaging (SDI, Marois et al., 2000), wherein planet flux can vary substantially over wavelength (most notably, methane absorption at 1.60 µm). Using LOCI with SDI can result in significant planet self-subtraction at wavelengths with higher flux. By weighting with an input template, this self-subtraction can be minimized and an optimal balance between speckle subtraction and companion self-subtraction can be found that maximizes the companion signal to noise ratio (SNR).

### 1.2 Overview

Although high contrast imaging is a challenging endeavour, the hard work of dedicated individuals has opened a door into a new realm of our universe. As we will discover, it is not only exoplanets that high contrast imaging benefits. We begin with Chapter 2 wherein the PSF subtraction algorithm TLOCI is optimized to find new exoplanets. From these theoretical beginnings, we will then apply TLOCI to characterizing the substellar object HD 984 B in Chapter 3. In Chapter 4 we step back from the local universe to apply ADI to damped Lyman alpha systems in the pursuit of imaging galaxies hidden under the light of nearby bright quasars. A summary of these adventures in high contrast angular differential imaging are presented in Chapter 5.
Chapter 2

Hide and Seek: Optimizing the TLOCI Algorithm for Exoplanet Detection

Directly detecting exoplanets requires complex computer algorithms to sufficiently suppress image noise and distinguish the planet signal. One such algorithm, TLOCI, has many parameters that can be used to enhance the SNR of planets. In order to maximize planet detection, parameter settings need to be optimized to yield the maximum SNR. Given the large volume of image sequences that need to be processed in any exoplanet survey, it is important to find a small set of parameters that can maximize detections for any conditions. This chapter presents the systematic testing of various parameters like input spectrum type, matrix inversion method, aggressivity, and unsharp masking, to determine the best parameters to apply generally and efficiently when looking for new planets.

2.1 Introduction

The idea that we are not alone in the cosmos is not a new one. In the late 1500s, Giordano Bruno, an Italian philosopher, wrote in his treatise On the Infinite Universes and Worlds, “Since it is well that this world doth exist, no less good is the existence of each one of the infinity of other worlds” (Bruno 1584). Two centuries later, Isaac Newton purposed in his Principia that fixed stars were the centres of systems similar to our sun’s (Newton 1713). Star-planet systems are at such high contrast and small
separation that only recently has technology advanced enough for these speculations to be vindicated. This section explores the various methods used to detect the systems these great thinkers proposed.

2.1.1 Exoplanets

The International Astronomical Union (IAU) defines a planet as “a celestial body that (a) is in orbit around the Sun, (b) has sufficient mass for its self-gravity to overcome rigid body forces so that it assumes a hydrostatic equilibrium (nearly round) shape, and (c) has cleared the neighbourhood around its orbit”[1] These qualifications help distinguish planets from smaller objects (e.g. dwarf planets and satellites) and larger bodies (e.g. brown dwarfs). Exoplanets are simply planets outside of our own solar system.

There are two main camps of planet formation: core accretion (Pollack et al., 1996; Marley et al., 2007) and disk instability (Boss, 1997, 2006). In core accretion, sub-micron-sized dust and small solid grains in a protoplanetary disk clump into centimeter-sized particles which eventually gravitationally aggregate into kilometre-sized bodies (D’Angelo et al., 2010). These objects, or planetesimals, collide and grow larger into protoplanets. Once the protoplanet is large enough, gases begin to accumulate in an envelope around the core. Core accretion can form planets from one to a few Myr, although it must take place before 10Myr, the typical lifetime of a disk before the gas disperses from photoevaporation and stellar winds (Haisch et al, 2001; Wyatt et al., 2015). Alternatively, disk instabilities can form planets in just one to a few disk orbital periods (Gammie, 2001; Rice et al., 2005). In this top-down scenario, gravitational instabilities in the gas of the protoplanetary disk fragment and clumps form. Most of the gas is accumulated immediately, with heavier elements settling to form a sedimentary core afterwards (D’Angelo et al., 2010). Disk instability is most effective in explaining the formation of giant planets at high separations (> 100 AU) where core accretion timescales are inefficient.

Observations of exoplanets, particularly multi-planet architecture, are key in deciphering planet formation mechanisms. For the giant planets found with radial velocity, population synthesis models as well as statistical analysis of planet frequency, mass and radius, all point to core accretion as the likely formation mechanism (Mor-dasini et al., 2009; Howard et al., 2010; Borucki et al., 2011). Early results from high

contrast imaging surveys indicate that core accretion is also the dominant formation scenario (Janson et al., 2011). Furthermore, this group also find that few planets are found at large separations, where disk instability is likely to form giant planets and brown dwarfs. However, there are planets in these high separation regimes (e.g. Kalas et al., 2008; Marois et al., 2008) where formation by instability is a possibility, though by no means is this the only formation mechanism. High orbital separation planets could also form via outward migration (Crida et al., 2009) or planet-planet interactions (Veras et al., 2009). Udry & Santos (2007) find a substantial number of multi-planet systems are in mean-motion resonances, which is likely to occur only from migrations.

Models of post-formation cooling may help further constrain initial conditions. Core accretion, also known as a ‘cold-start’ formation, tends to retain much less entropy from the initial disk conditions than disk instability which is also called a ‘hot-start’, likely due to the accretion shock which forms around the protoplanet’s boundary through which material must infall (Marley et al., 2007). If the age of the object is well constrained, it may be possible to distinguish these hot and cold start models through observables like effective temperature, luminosity and spectrum that are each effected by the entropy (Spiegel & Burrows, 2012). Figure 2.1 shows the time evolution differences between hot and cold start models which can be observed with effective temperature. Direct imaging campaigns, which target young systems, can use the planet’s effective temperature and luminosity to help determine the object’s formation mechanism.

![Figure 2.1](image)

Figure 2.1 Difference in effective temperature for hot (red) and cold (blue) start models. Young planets have substantially different initial temperature which can be used to distinguish their formation mechanism. Figure from Spiegel & Burrows (2012).
Planets are often described as being small and rocky or gaseous giants. The composition of rocky exoplanets is largely extrapolated from models of the solar system planets (Seager et al., 2007; Zeng et al., 2016). Oxygen, iron, magnesium and silicon constitute 95% of the Earth’s mass and combined with sulphur, calcium, aluminum and nickel, they comprise 99.9% (Javoy, 1995). Given their extreme diversity, exoplanets are believed to form from the same base elements but in a wide range of ratios (Seager et al., 2007). Since exoplanet composition can only be inferred through mass and radius, there is some degeneracy in models. Models describing carbon-dominant planets can also describe water and silicon based compositions (Seager et al., 2007). Figure 2.2 shows various compositional models for exoplanets of different radii and masses.

Gas giants are composed primarily of hydrogen and helium with a small amount of heavier elements (Spiegel et al., 2014). Some giants, like Saturn, are known to have heavy-element cores, but the fraction of gas giants possessing these types of interiors is uncertain (Pollack et al., 1977). However, there does seem to be a trend of more metals in planets orbiting super-solar metallicity stars (Guillot et al., 2006). The outer most layer, above the convective interior, is the atmosphere. Spectra of

Figure 2.2 Compositional models for exoplanets shown via mass-radius relationship. Solid lines indicate models of homogenous composition whereas dashed lines represent differentiated models. Known planets shown for comparison. Figure from Seager et al. (2007).
Exoplanets’ atmospheres are key in understanding their gas composition, temperature profile and gravity (Marley & Robinson, 2015).

Exoplanets occupy a low temperature extension of the OBAFGKM system used to classify stars, the MK system, which adds types M, L, T and Y. These classifications are identified using temperature and chemical signatures. M types range 2000 – 3000 K and have TiO, MgH and H₂O absorption lines (Kirkpatrick, 2005). At the low end from 1400 – 2100 K, L types are characterized by strong alkali metal lines (K I, Na I, Cs I) and strong metal hydride bands (FeH, CrH, MgH, CaH). T types (1200 – 1400K) show prominent methane (CH₄) absorption which condensates at temperatures less than 1400 K. The Y type has been proposed to classify objects with strong ammonia (NH₄) features which appear at temperatures below 500 – 600K. Brown dwarfs, which have similar atmospheres and spectral features, are also classified with the MK system.

The atmospheric composition of planets has been found to be much more complex than the interior composition. Fundamentally, the atmospheric composition is dictated by carbon and oxygen (Marley & Robinson, 2015). Many other key absorbers (H₂O, CO and CH₄) are dependent on the amount of C and O available in the atmosphere. As the ratio of C/O approaches one, condensation of oxides and silicates and C-based compounds become more common (Lodders, 2003). Condensates, formed by the interaction of these compounds, are responsible for forming clouds. L dwarfs are known for their iron and silicate clouds but these disappear at the L/T transition, which some attribute to the breaking up of clouds into patches (Morley et al., 2012). Patchy cloud structures has been seen in spatial resolved maps of a L/T transition brown dwarf (Crossfield et al., 2014). The formation of clouds is the greatest obstacle shrouding our understanding of planetary atmospheres. Fortunately, cooler planets tend to have fewer clouds.

The cooler T dwarfs form condensates of CH₄, Cr, MnS, Na₂S, ZnS, and KCl (Morley et al., 2012). The formation of these compounds can lead to ‘rainout’ where interactions between compounds causes them to condensate and fall out of the upper atmosphere. Condensates seen in T dwarf spectra show evidence of this type of atmospheric chemistry (Morley et al., 2012). The dissipation of the high altitude clouds in T dwarfs allows flux to escape from deeper layers which can be seen as a trend towards blue in a J–K colour diagram (see Figure 2.3 for a visual explanation). Beyond the compounds that form through condensation, ultraviolet radiation from the host star can photochemically split compounds which can then form more complex molecules. Modelling of these atmospheres can be extremely complex and some
2.1.2 Exoplanet Detection Methods

As the success of the Kepler and High Accuracy Radial Velocity Planet Searcher (HARPS) missions have shown, detecting a wide range exoplanets is now relatively easy. Kepler alone has identified over 2,000 confirmed exoplanets and nearly 5,000 candidates as of May, 2016 (NASA Exoplanet Archive, Akeson et al., 2013).

The first exoplanets were discovered with radial velocity. As early as 1988, a potential 1.7 M\textsubscript{Jup} planet was discovered with this technique, though it wasn’t confirmed until much later (Campbell et al., 1988). The radial velocity technique assess the reflex motion of a star about the system’s centre of mass in order to detect periodic perturbations that would suggest the presence of a secondary mass (Carroll & Ostlie, 1996). This technique is best for finding planets with a high planet-to-star mass ratio on a small orbit. A cooler, one solar mass star is ideal; stars above F6 have blurred spectral lines due to fast rotation and young, hot stars are more prone to stellar activity, like sunspots, which makes radial velocity measurements difficult (Saar & Donahue, 1997; Wright, 2005; Barnes, 2010). Typically, for high-accuracy detections, high resolution spectra (R = \lambda/\Delta\lambda \sim 50,000 – 100,000) are obtained with \textit{échelle spectrographs} (Fischer et al., 2016). While radial velocity has been successful in detecting many new exoplanets, it has the disadvantage of only providing lower mass estimates. This is because the reflex motion can only be measured for movement
towards or away from Earth. As a result, any orbital inclination, \( i \), is only visible along \( \sin(i) \), making the mass measurement a function of \( M \times \sin(i) \). When \( i \) is large, and the system is nearly edge-on, the mass measurement is close to accurate; however, if the inclination is large then the true mass is much higher than the estimate.

Undoubtedly, the most prolific producer of planets is the transit method, wherein a planet travels in front of the star, attenuating a fraction of the star’s light (Borucki et al., 2011; Moutou et al., 2013; Morton et al., 2016). Again, this method naturally favours large planets around small stars at close orbits. Transits are a favourable approach to detecting planets as they allow for a high amount of system characterization. In addition to orbital period, transits can also offer information on the planet’s radius, inclination, and atmosphere through transit spectroscopy (Charbonneau et al., 2002). Unfortunately, the chance alignment necessary for transits is low, with only a 10% possibility for low orbits and a significant decline out to higher orbits (Beatty & Seager, 2010). This probability is also a function of stellar type, which is analogous to stellar radius. When transits are combined with the radial velocity method, it is possible to determine the planet’s density, which is useful in learning about the physical structure of planets and their formation (Weiss & Marcy, 2014).

In the past two decades since the first exoplanet was discovered (Campbell et al., 1988; Latham et al., 1989; Mayor & Queloz, 1995), huge advances have progressed the field to a point where it is now possible to directly images exoplanets (e.g. Chauvin et al., 2004; Marois et al., 2008; Kalas et al., 2008; Lafrenière et al., 2008; Lagrange et al., 2009; Thalmann et al., 2009; Marois et al., 2010; Todorov et al., 2010; Carson et al., 2013; Kuzuhara et al., 2013; Rameau et al., 2013; Bailey et al., 2014; Macintosh et al., 2015). The emergence of direct imaging opened a new exoplanet parameter space for exploration. Direct imaging generally relies on infrared thermal emission from the planet itself or visible light reflected from the host star. Unlike previous detection methods, the intrinsic brightness of host stars favours detections at wide separations. In our local solar neighbourhood this separation extends from tens to hundreds of AU. It is thought that at these high orbital separations, planets are likely shaped by disk instabilities, planet-planet scattering and other migrational channels (Bowler, 2016). Imaging is also independent of inclination, allowing a more complete search of systems. However, the large contrasts between the relative brightness of a planet to its host star can be a hindrance and makes direct imaging a challenging task and only a handful have been discovered with this method despite exhaustive searches like the VLT and MMT Simultaneous Differential Imager Survey (45 stars), Gemini Deep Planet
Survey (85 stars), NaCo Survey of Young Nearby Austral Stars (88 stars), NaCo Survey of Young Nearby Dusty Stars (59 stars), Strategic Exploration of Exoplanets and Disks with Subaru (∼ 500 stars), Gemini NICI Planet-Finding Campaign (230 stars), International Deep Planet Search (∼ 300 stars), Planets Around Low-Mass Stars Survey (78 stars), NaCo-LP Survey (86 stars), and ongoing surveys like Project 1640, LBTI Exozodi Exoplanet Common Hunt, Gemini Planet Imager Exoplanet Survey, and Spectro-Polarimetric High-contrast Exoplanet REsearch Survey (Bowler, 2016). Unlike radial velocity searches which require only a minute of observation per star, direct imaging takes approximately an hour, with additional follow-up time required for candidate confirmation or rejection.

2.1.3 The Gemini Planet Imager Exoplanet Survey

The Gemini Planet Imager Exoplanet Survey (GPIES) campaign is an ongoing survey of over 600 nearby stars with nearly 900 hours dedicated time on the 8-meter Gemini South Telescope at Cerro Pachón. Using bright guide stars (I < 9.5 mag) for AO corrections, the Gemini Planet Imager (GPI) can produce diffraction limited images from 0.9 – 2.4 microns (Macintosh et al., 2008). GPI is sensitive to planets from 0.2 – 1 arcseconds from their parent star, a region that is complementary to that which is accessible to the Doppler shift method.

The GPI system is composed of an AO system, a coronagraph mask, a calibration interferometer, an integral field spectrograph (IFS), and an opto-mechanical superstructure. The coronagraph is an apodized-pupil Lyot coronagraph (APLC, Soummer et al., 2009) which combines a Lyot coronagraph with an apodization function (Macintosh et al., 2008). The classic Lyot coronagraph has a hard-edged mask to block most of the light of the star as well as a Lyot stop which blocks diffracted light. The apodizer further reduces any diffraction to improve the contrast. The calibration interferometer, or CAL system, works to sense wavefront quasi-static errors to provide corrections for the AO system. Corrections are made from central on-axis light that has been diffracted outside the pupil. A separate low-order wavefront sensor composed of a Shack-Hartmann wavefront sensor with seven sub-apertures is used for tip/tilt and low-frequency aberrations. These corrections are fed to the AO system once per second. The GPI science instrument is an IFS which allows for coarse spectral resolution across the FOV. The GPI IFS uses a lenslet array which disperses the image into a grid with sufficient space for the spectra to be dispersed between each
point. The disperser is a prism which allows for low resolution spectra (R \sim 45 for the H band, \sim 35 for the Y band and \sim 70 for the K band). Atmospheric molecules like water vapour, carbon monoxide, and methane are also visible at these wavelengths, allowing for the detailed characterization of any discovered exoplanet atmosphere, including clouds, as well as the effective temperature and bolometric luminosity. GPI can also be used in a polarimetric mode to sense polarized light and in this case a Wollaston prism is used which can separate the orthogonal polarizations of light. The opto-mechanical superstructure is the physical housing which keeps GPI together.

GPIES aims to look at giant exoplanets since smaller bodies would have insufficient detection contrasts. Even a Jupiter-mass planet seen in reflected light with a contrast of 10^{-9} is not detectable by the current class of ground-based instruments, and finding an Earth-Sun analogue would require an additional order of magnitude of contrast. The luminosity ratio between a star and a planet in reflected light is dependant on the stellar spectral type, the planet-star separation, the planet’s mass, radius, and age. Luckily, young planets are much brighter. A 10-million year old Jupiter analogue around a solar-type star would have a contrast ratio of a few times 10^{-7}, which is detectable with GPI (Burrows et al., 1997). Since planet-star contrast is also a function of planet temperature, the limiting temperature for detection with GPI is \sim 300 K (Macintosh et al., 2008). Additionally, GPI uses near infrared bands (Y, J, H and K) which are sensitive to the excess heat a planet radiates. This heat is left over from formation and gravitational contraction.

Many exoplanet surveys, including GPIES, target stars in young moving groups, comoving associations of stars. These young systems are advantageous for study because their ages can be highly constrained with isochrones and lithium depletion measurements (Mentuch et al., 2008). Since mass estimation is so highly dependant on stellar age, this allows for more precise characterization of planets in these moving groups. Mass estimates are also highly dependant on initial conditions and formation methods, as well as, though to a lesser extent, star variability among other factors (Bowler, 2016).

GPI team members observe at Gemini South approximately five nights every month. Throughout each night, when observing conditions are good, stars are selected for observation as they transit the local meridian in order to maximize FOV rotation. On summit, the acquired images are processed in real-time with the GPI data reduction pipeline (Perrin et al., 2014) to ensure data quality. Bad images, such as those taken with a misaligned coronagraph or vibration and smearing effects due
to wind, can immediately be flagged for removal from the final dataset. Additionally, the wavelength solution can be corrected manually for images in which the flexure solution is misaligned. All data is automatically uploaded to a Dropbox account where it is accessible by all members of the GPI collaboration for further processing.

GPI, as of April 2016, had observed 272 targets out of 621. At nearly halfway through the campaign, there has only been one confirmed exoplanet discovery, though a handful of other objects of interest are under further scrutiny. Though the lack of discoveries has been surprising (predicted exoplanet yields from RV statistic extrapolations exceeded fifty), this level of non-detection has also been telling (Graham et al., 2007). The paucity of large mass planets at large separations from their host stars is indicative of how commonly gas giant planets form at these distances, which can help differentiate planet formation models. GPI is not alone in its struggle to find new worlds; the Spectro-Polarimetric High-contrast Exoplanet REsearch instrument (SPHERE, Beuzit, 2013), which runs a twin campaign, has found no exoplanets to date. Occurrence rates for planets 5−13 $M_{\text{Jup}}$ found to date between 30−300 AU are astonishingly low at only $0.6^{+0.7}_{-0.5}$% (Bowler, 2016). Indeed, it seems rather remarkable that only a few giant planets have been discovered through imaging in what has been revealed as akin to searching for a needle in the cosmic haystack. Even though GPI has not detected many new exoplanets, it has been successful in finding multiple new disks and binaries (Hung et al., 2015; Kalas et al., 2015).

2.1.4 Template Locally Optimized Combination of Images

As we have seen in Section 1.1.3, there are many approaches to PSF subtraction. In this study we focus our optimization on TLOCI (Marois et al., 2014). TLOCI is a complete IDL data processing package start to finish. To begin, it registers and spatially magnifies the images, since images at different wavelengths will be at slightly different diffraction sizes, normalizes the flux to flatten the stellar spectrum and applies an unsharp mask. For images from the Gemini Planet Imager Exoplanet Survey (see Section 2.1.3), the registration and magnification are derived from the positions of the four calibration satellite spots (Marois et al., 2006; Sivaramakrishnan & Oppenheimer, 2006; Wang et al., 2014). The satellite spots from each slice of each data cube are combined to make a reference PSF.

To subtract the PSF, reference images ($I^{\text{REF}}$) are created for each individual
image \( (I_i) \) by making a linear combination of the images:

\[
I_i^{\text{REF}} = \sum_k (c_{(k,i)} \times I_k),
\]

(2.1)

where \( c_{(k,i)} \) are various weights assigned to each reference images as derived from:

\[
Ac_i = b_i,
\]

(2.2)

where \( A \) is a covariance matrix comprised of the reference images and \( b_i \) is a correlation vector of the images to subtract with all the reference images. To find \( c_i \), matrix \( A \) is inverted and multiplied to the correlation vector \( b_i \) in a least-squares fit to minimize residual noise in the final reference subtracted image. Reference images that are closer in rotation than \( \frac{1}{2} \lambda / D \) are rejected from the set so as to minimize potential self-subtraction. Several approaches to the matrix inversion are possible. A standard inversion can be used, but if the reference image archive is too large and composed of only partially correlated images, noise can contaminate the minimization. Alternatively, a single value decomposition (SVD) can be used to truncate and invert the matrix. The SVD cutoff method calculates a diagonalized matrix from the correlation matrix to find the eigenvalues. Any eigenvalues below the cutoff threshold are set to zero to avoid fitting noise. Additionally a non-negative least-squares (NNLS) inversion can be used which forces the coefficients to be positive to avoid large oscillating positive/negative coefficients. A reference image is created in annuli to maximize the SNR as a function of separation, as self-subtraction (or throughput) and noise vary with separation.

After the optimized coefficients have been found though the least-squares fit, the reference images is generated and subtracted. The program then simulates the throughput of an artificial planet, created from the template PSF (obtained from the four calibration spots) and wavelength flux normalized to a planet spectrum template, at different annuli in the image. This throughput correction is applied to the final image. These steps are repeated for all annuli and all wavelengths for each image in the sequence. Each image is then rotated to north up and median combined. This image is then collapsed by using a template spectrum (generally a brown dwarf spectrum) to create a weighted mean final 2D image over all wavelengths.
2.1.5 Overview

Although the TLOCI framework has already proven to be an effective algorithm for exoplanet and debris disk detection (e.g. Macintosh et al. 2015, Hung et al. 2015, Lagrange et al. 2016), it has many parameters, which when optimized, have the potential of increasing SNR further, allowing the detection of dimmer, less massive planets. For example, TLOCI can be run with three different matrix inversion methods. Understanding the matrix’s effect on planet SNR can help us choose the method most likely to detect planets. Another parameter, the subtraction aggressivity, is used to compromise between noise subtraction and planet flux preservation. Optimizing aggressivity can reduce the chance of self-subtraction and thus increase detectability.

In order to determine the parameters most likely to yield high SNR, various comparison tests can be run. The aim of this study was to maximize the parameters for use with data from the Gemini Planetary Imager and this chapter presents the optimized results. Section 2.2 presents the methods of the study. Parameter tests are described in Section 2.3, including details on the matrix inversion tests (2.3.2), aggressivity tests (2.3.3), and unsharp mask tests (2.3.4). Conclusions are in Section 2.4.

2.2 Methods

As the name implies, TLOCI requires an input template spectrum. A library of such spectra were created from the NIRSPEC (McLean et al. 1998) Brown Dwarf Spectroscopic Survey (BDSS, McLean et al. 2003) given brown dwarfs’ spectral similarities with giant exoplanets (Faherty et al. 2013). TLOCI templates from the brown dwarf spectra were produced for H (1.50 – 1.79 microns), J (1.12 – 1.35 microns), K1 (1.90 – 2.19 microns), K2 (2.12 – 2.38 microns) and Y (0.95 – 1.14 microns) bands, though only the H band templates were tested in these simulations, as this is the band used in the detection phase with the GPI exoplanet survey. Templates were created for T8, T6, T5, T2, T1, T0, L8, L7, L6, L5, L4, L2, L1, L0 spectra but only a subset of seven (T8, T6, T2, T0, L8, L4, L0) were used in tests. To create the templates, the spectra were binned in 37 wavelength steps to match the GPI data resolution and each bin was normalized by the number of contributing spectral points and by the total flux of the spectrum. Figure 2.4 shows templates for select bands.

To test various parameters, simulated planets were inserted into a sequence of
Figure 2.4 Template for H band generated from brown dwarf spectra.

reduced GPI data cubes. The main sequence of images used was AF Lep, a sequence selected for being archetypal of GPI data and one previously determined not to host any planets. It has a field of rotation of 25°. A fake planet was inserted at a separation of 0.2” and one at 0.45” from the star at relative brightnesses of $4 \times 10^{-4}$ and $3 \times 10^{-5}$, respectively, in each of the individual data frames of each data cube. Two planets were used to look for any differences caused by the location of the planet, since a closer planet would have less rotational compensation in the final stacked images. This is also why the inner planet required a higher flux in order for its signal to be distinguished from the noise at that annulus. After the insertion of the fake planet, the images were processed with TLOCI set with various parameters to test the recovery of the simulated planet. An example of an image with simulated planets recovered with two different input templates is shown in Figure 2.5.

The SNR of the planet was used as the indicator of the effectiveness of the trial parameters. A convolved image is created by taking the image and convolving it with a six pixel, normalized circular kernel. The convolution multiplies each pixel by its neighbours, weighting by the kernel. This helps emboss the edges of the planet so as to be easier to detect. Using a convolved image, the signal of the planet was selected as the maximum pixel value within a circle (seven pixel diameter) drawn around the simulated planet. The noise was calculated by creating an annulus at the radius of the planet with a width of two pixels, but masking out a circular area slightly larger than the planet (10 pixels) to ensure the planet’s flux did not contaminate the noise.
sample. The standard deviation on this region was taken as the noise. The SNR was then calculated as the maximum planet flux divided by this noise.

![Figure 2.5 Differences in Input Templates](image)

(a) (b)

Figure 2.5 Differences in Input Templates – Both images have two simulated T8 planets at a separation of 0.2” and 0.45” from the star at relative brightnesses of $4 \times 10^{-4}$ and $3 \times 10^{-5}$ respectively. Image (a), which uses a T8 input spectrum, shows a much higher SNR for the recovery of both planets than image (b) which uses a L0 input spectrum.

### 2.3 Parameter Tests

#### 2.3.1 Identification Tests

Of primary interest to planet detection is being able to detect any type of planet. Since TLOCI requires and input spectrum, it is important that that spectrum be able to find a wide range of planets since an undiscovered planet will not have a known spectral type. Using the library of templates created, a series of identification tests were conducted to maximize the number of discoverable planet types with the least number of templates. A simulated planet was inserted into the sequence at 0.45” and TLOCI was run with seven different input spectra in order to see the recovery of the inserted planet for different spectra. From these tests it apparent that at least a methane and a dusty spectra are required to sufficiently detect any type of planet (see Figure 2.6). The T8 and T2 spectra are selected for this purpose. For additional assurance in planet detection, a flatter dusty spectra, like the L8, can be used to
compliment the T8 and T2.

Figure 2.6 Template recovery results showing high similarities among all L types as well as early T types (T2, T0). This indicates only two templates, such as a T8 and T2, are needed for exoplanet detections.

2.3.2 Matrix Inversion Tests

The most basic of the parameters varied in this study was the matrix inversion type. TLOCI is able use one of three types of matrix inversion methods: standard inversion, NNLS, and SVD inversion. The cut-off value for eigenvalues using the SVD invert method can be varied. For testing different matrix methods, four cut off ratios to the larger eigenvalue were used: $10^{-1}$, $10^{-3}$, $10^{-5}$, $10^{-7}$. For two planet types (T8, T2), TLOCI was run seven times to test each matrix type, but using the same, matching spectral input template each time. This testing sequence was repeated once for an aggressivity of 0.1 and once at 0.7. Results are shown in Figure 2.7. In general, using a SVD matrix inversion with a cutoff at $10^{-1}$ should be avoided. Using a NNLS inversion similarly seems to lower the SNR. Given the relatively small difference between the remaining methods, the standard method was selected for the rest of the trials for its efficiency in computing time.

2.3.3 Aggressivity Tests

If references are not selected carefully, self-subtraction can remove significant planet flux, hindering detection. In order to limit self-subtraction, a parameter known as aggressivity can be changed. A less aggressive reduction minimizes self-subtraction
but cannot fully attenuate noise, making detections at low impact parameter more difficult. Higher aggressivity allows more self-subtraction but also minimizes noise. Physically the aggressivity is determined by the number of reference images used. In the most aggressive reduction (1) all the reference images are allowed, whereas the least aggressive reduction (0) allows fewer images.

In order to find the optimal aggressivity, five aggressivities were tested with four planet types (L8, L0, T8, T2) and three matrix inversions (SVD $10^{-5}$, NNLS, standard). Planet and input templates were matched for each trial. See Figures 2.8 and 2.9 for results from T8 and T2 trials. In most cases, an aggressivity of 0.7 yielded the highest SNR, although L8 and T2 inner planets did better with a lower aggressivity, peaking at 0.3.

In order to test the dependance on image conditions, another sequence (Kap Phe) was tested. This sequence had a much larger field of view rotation, 47°. Using the standard matrix inversion method, the same set of tests as before were run varying aggressivity using T2, T8 and L8 planets. This time, all the inner planets had maximum SNR at an aggressivity of 0.9, an outer planets a maximum at 0.5 (see Figure 2.10). From these results, it seemed aggressivity optimization was linked not only with planet type, but also with field of view rotation of the images.

To test this correlation between aggressivity and rotation, a linear relation was fit between optimal aggressivity and field of view rotation for both the inner and outer planets using the results from AF Lep and Kap Phe. This relation was tested with
Figure 2.8 Aggressivity results using AF Lep and T8 planets. The optimal aggressivity in all cases is 0.7.

Figure 2.9 Aggressivity results using AF Lep and T2 planets. Unlike the results from the T8 planet, the inner planets benefit by a lower aggressivity.

A third sequence, 3Crv, with an intermediate rotation. The relation predicted that the new sequence, with a rotation of 35°, would see maximum aggressivity of 0.57 for T2 and L8 planets, and 0.79 for a T8 planet. None of the SNR for any of the planets matched this prediction, as shown by Figure 2.11. It seems instead that any correlation is much more complicated than a simple linear relation. The aggressivity is dependant not only on the planet type, but also the amount of rotation and the speckle time stability during the sequence.
Figure 2.10 Aggressivity results using Kap Phe. Unlike AF Lep, inner planets yield a higher SNR with high aggressivity, and outer planets peak at a lower aggressivity.

Figure 2.11 Using an image with intermediate field of view rotation does not yield predictable SNR results. In this case, there is no trend in aggressivity preference, although 0.57 consistently does well with the exception of the L8 inner planet. As seen here, and in Figures 2.8 and 2.9 and 2.10, aggressivity optimization is dependant on other variables such as field of view rotation and image conditions.

2.3.4 Unsharp Mask Tests

Before PSF subtraction, an unsharp mask is applied at each pixel location in the image to remove low-frequency noise. The area of pixels used by the unsharp mask can be changed. Normally the mask size is set to 11 pixels. Trials were run using smaller and larger masks of 5 and 17 pixels. A size of 5 pixels yielded the highest
SNR in all cases (see Figure 2.12).

Figure 2.12 Three different unsharp mask sizes were tested. Smaller sizes correlate to higher SNR in all cases. With a few spectra, a mask of 11 pixels was found to be significantly worse for inner planets (T8, T2, L0).

2.4 Conclusion

TLOCI is a complex algorithm and optimizing its performance is similarly multipli-
cious. Although maximum signal to noise can be obtained by changing parameters on an image-to-image basis, there appears to be no single set that are widely applicable. Additionally, image conditions and parameters like the field-of-view of rotation have an affect on the SNR. Future additions to the TLOCI code should include an auto-
mated method to optimize aggressivity in each annulus. Until such improvements are implemented, the best set of parameters to use, not knowing the image condition or type of planet, are as follows:

- A standard matrix inversion. Although a standard inversion doesn’t have a significant advantage in SNR over any other method, it is the fastest to compute so is advantageous in saving time.

- An aggressivity of 0.7. Because we will not know the conditions of the image or planet type before discovery, this parameter has the greatest room for improve-
ment. Considering all the aggressivity tests presented, using an aggressivity of
0.7 has the highest chance of producing the optimal SNR without knowing any image conditions.

- An unsharp mask size of 5 pixels is best for all planet spectra and planet locations.

- Planet spectra T2, T8 and L8. When discovering new planets, their spectra will not be known a priori so it is important to use a range of templates that will maximize the detection of any planet type. However, in the interest of computing time, it is also advantageous not to use all possible types. From the identification tests, a strong methane planet (T8 type) and a dusty type (T2) are sufficient for detecting reasonably bright planets of any type. An additional dusty type (L8) can be used for extra security in detection but any more than this is unnecessary.

While there is no end-all solution, using these parameters can help achieve the highest return on planet detection with reasonable efficiency.
Now that we have covered the optimization of a PSF subtraction technique, namely TLOCI, we can proceed to applying it to a science objective. In this chapter, we present the characterization of the substellar object HD 984 B, which was imaged with GPI as a part of the GPIES campaign.

3.1 Introduction

The search for exoplanets through direct imaging has led to many serendipitous detections of brown dwarfs and low-mass stellar companions (e.g. Mawet et al., 2015; Biller et al., 2010; Nielsen et al., 2012). These surveys tend to target young, bright stars whose potential companions would still be warm and bright in the infrared. Brown dwarfs, having higher temperatures for the same age, are naturally easier to see and thus easier to find. Even though discoveries of substellar companions in exoplanet surveys are only aftereffects of the study design, they are useful in their own right for comparing competing formation models (e.g. Perets & Kouwenhoven, 2012; Bodenheimer et al., 2013; Boley & Durisen, 2010). Many surveys exclusively targeting brown dwarfs have also been conducted (e.g. Epchtein et al., 1997; Sartoretti et al., 1998; Chauvin et al., 2003; McCarthy & Zuckerman, 2004; Joergens, 2005; Nakajima et al., 2005; Skrutskie et al., 2006; Delorme et al., 2010; Kirkpatrick et al., 2011).
3.1.1 Brown Dwarfs

As discoveries of all sizes of sub-stellar objects burgeoned, it became necessary to distinguish what was a planet and what was not. Since there seemed to be no natural break in the continuum of discovered masses, it was more practical to set the boundary at a physical condition limit. Whereas the criterion for stars is sufficient mass to burn hydrogen ($\sim 78 \text{M}_{\text{Jup}}$ at solar metallicity [Kumar, 1963]), planets were limited to masses less than $13.6 \text{M}_{\text{Jup}}$, the limit for deuterium burning. The objects sandwiched between stars and planets with too little mass to burn hydrogen, but enough to burn deuterium, were termed brown dwarfs, though are also known by the jocose name ‘failed stars’. Although the deuterium burning limit has generally been accepted as the differentiator for brown dwarfs, it is important to acknowledge that it is still an artificial limit, particularly when comparing numbers of substellar objects.

Early surveys of brown dwarfs found them twice as numerous as main sequence stars [Reid, 1999], and for a short time they were even considered as a possible solution to the missing mass problem in the solar neighbourhood [Hawkins, 1986]. Brown dwarfs have been found at high separations, up to even nearly 7000 AU from another star [Deacon et al., 2016], and some are completely free from a host star. It is thought that these ‘free-floating planets’ were not ejected from planetary systems but simply formed from the low-mass tail of the star formation spectrum. Although some have suggested that brown dwarfs form from disk instabilities in the same way that planets are known to (see Section 2.1.1 [Stamatellos & Whitworth, 2009], a more widely accepted theory is that they form in the same manner as stars (e.g. Bayo et al., 2011; Scholz et al., 2012; Alves de Oliveira et al., 2013; Chabrier et al., 2014). This method proposes brown dwarfs form from fragmentation of turbulent clouds which gravitationally contract. Proto brown dwarfs have even been found with thermal radio jets that young stellar objects are known to form as a result of accretion [Morata et al., 2015].

During the formation of brown dwarfs, gravitational collapse causes an increase in temperature and density until the core becomes partially degenerate [Basri & Brown, 2006]. Stability is reached as the free electron degeneracy pressure balances gravitational potential. Low mass brown dwarfs, like planets, are primarily governed by Coulomb pressure (the electromagnetic repulsion of electrons), whereas high mass brown dwarfs are set by the Pauli exclusion principle, which prohibits fermions from occupying the same quantum state. The weak dependance of radius on mass, which
scales as $R \propto M^{-1/3}$ for electron degeneracy pressure and $R \propto M^{1/3}$ for Coulomb pressure, means that all brown dwarfs have radii of $\sim 1 \, R_{\text{Jup}}$ (see Figure 3.1). At about two Jupiter masses, as electrons are forced into higher energy levels, the increase in mass and thus pressure leads to higher density making the radius decrease (Basri & Brown, 2006).

Brown dwarfs quickly exhaust their limited supply of deuterium at an abundance of $10^{-5}$ that of hydrogen and cool soon thereafter (Basri & Brown, 2006). Brown dwarfs may also fuse lithium but only at masses above $\sim 63 - 65 \, M_{\text{Jup}}$ (Perryman, 2011). This means deriving a mass from the luminosity or effective temperature is highly dependant on an age estimate. Brown dwarfs can be classified as M, L, T and Y types, just as exoplanets are (See Section 2.1.1).

The first confirmed brown dwarf was discovered in 1995 (Nakajima et al., 1995). Two decades later, brown dwarf discoveries are in excess of 1,000. Many of these detections are a result of large surveys like the Deep near-infrared Southern Sky
Survey (DENIS, Epchtein et al., 1997) and the Two Micron All Sky Survey (2MASS, Skrutskie et al., 2006). Surveys for brown dwarfs continue today and surveys for exoplanets frequently find new brown dwarfs as well.

### 3.1.2 Overview

The remainder of this chapter has been adapted from Johnson-Groh et al. (in prep) in which we characterize the substellar object HD 984 B, which was imaged with GPI as part of the GPIES campaign. Section 3.2 presents background information on the star and its companion. In Section 3.3 we describe the GPI observations. Basic reductions are explained in Section 3.4 and Section 3.5 details the point spread function subtraction technique. Astrometry is discussed in Section 3.6 orbital fitting in Section 3.7 and spectral and photometric analyses are presented in Section 3.8. We conclude in Section 3.9.

### 3.2 The Case of HD 984

HD 984 is a bright ($V = 7.32$), nearby ($d = 47.1 \pm 1.4 \text{pc}$) $\sim 1.2\,M_\odot$ F7V star (Høg et al., 2000; van Leeuwen, 2007; Meshkat et al., 2015) with a temperature of $6315 \pm 89 \, \text{K}$ (White et al., 2007; Casagrande et al., 2011). Using COND evolutionary tracks, Meshkat et al. (2015) determine the luminosity to be $\log(L/L_\odot) = 0.346 \pm 0.027$ dex. van Leeuwen (2007) report a proper motion for the star of $\mu_\alpha^\ast, \mu_\delta = 102.79 \pm 0.78, -66.36 \pm 0.36$ mas yr$^{-1}$ and a parallax of $21.21 \pm 0.64$ mas. With an age estimate of $30 - 200$ Myr ($115 \pm 85$ Myr at a 95% confidence level) derived from isochronal age, X-ray emission and rotation (Meshkat et al., 2015), and previous age estimates (Wright et al., 2004; Torres et al., 2008), the star is ideal for direct imaging campaigns to search for young substellar objects.

Meshkat et al. (2015) report the discovery of a bound low-mass companion at a separation of $0.19 \pm 0.02$ arcsec ($9.0 \pm 1.0$AU) based on $L'$, and H+K band data observed in July 2012 using NaCo (Lenzen et al., 2003; Rousset et al., 2003) and SINFONI (Eisenhauer et al., 2003; Bonnet et al., 2004) on the Very Large Telescope (VLT). Comparing the SINFONI spectrum to field brown dwarfs in the NASA Infrared Telescope Facility (IRTF) library, Meshkat et al. (2015) conclude the companion to be a M6.0$\pm$0.5 object (Cushing et al., 2005; Rayner et al., 2009). Their findings are summarized in Table 3.1. Meshkat et al. (2015) note that future observations in the
Table 3.1. Discovery Results

<table>
<thead>
<tr>
<th>Property</th>
<th>HD 984 B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Separation</td>
<td>0.19±0.02&quot; (0.0±1.0AU)</td>
</tr>
<tr>
<td>$T_{\text{eff}}$</td>
<td>2777±127 K</td>
</tr>
<tr>
<td>$\log(L_{\text{Bol}}/L_{\odot})$</td>
<td>-2.815 ± 0.024</td>
</tr>
<tr>
<td>$H_{2\text{MASS}}$</td>
<td>12.58±0.05 mag</td>
</tr>
<tr>
<td>$K_{s2\text{MASS}}$</td>
<td>12.19 ±0.04 mag</td>
</tr>
<tr>
<td>Age</td>
<td>30 – 200 Myr</td>
</tr>
<tr>
<td>Mass$<em>{30M</em>{\odot}, \text{DUSTY model}}$</td>
<td>34±6MJ$_{\text{up}}$</td>
</tr>
<tr>
<td>Mass$<em>{200M</em>{\odot}, \text{DUSTY model}}$</td>
<td>0.10 ±0.01M$_{\odot}$</td>
</tr>
</tbody>
</table>

Note. — All values from Meshkat et al. (2015).

J band could identify low gravity signatures in the companion and further epochs of astrometry could allow for dynamical mass determination.

HD 984 (HIP1134) was observed as one of the targets of the GPIES campaign (Macintosh et al., 2014). Although originally imaged without the knowledge of its previously discovered companion, the data taken by GPI was able to contribute to the characterization of the substellar object.

### 3.3 Observations

HD 984 was observed with GPI integral field spectrograph (Chilcote et al., 2012; Larkin et al., 2014) on August 30, 2015 UT during the GPIES campaign (program GPIES-2015B-01, Gemini observation ID: GS-2015B-Q-500-982) at Gemini South. The GPI IFS has a FOV of 2.8 x 2.8 arcsec$^2$ with a plate scale of 14.14±0.01 miliarc-seconds/pixel (Macintosh et al., 2014; Konopacky et al., 2014; Larkin et al., 2014). Coronographic images were taken in spectral mode in the J and H bands. Observations were performed when the star was close to the meridian at an average airmass of ~1.1 so as to maximize FOV rotation for angular differential imaging (Marois et al., 2006) and minimize the airmass during observations. 23 exposures of 60 seconds of one coadd each were taken in the H band (1.50 – 1.80µm) and 23 exposures, also of 60s and one coadd, were followed up in the J band (1.12 – 1.35µm); the J band data was acquired with the H band apodizer due an apodizer wheel mechanical issue. Two H band exposures and five J band exposures were rejected due to unusable data quality. Total FOV rotation for H band was 15.2° and a total rotation of 11.9° was
acquired with J band. Average DIMM seeing for H and J band sequences was 1.14” and 0.82” respectively. The windspeed averages for H and J bands were 2.5m/s and 1.9m/s. Images for wavelength calibration were taken during the daytime and short arc images were acquired just before the sequences to correct for instrument flexure.

### 3.4 Reductions

The images were reduced using the GPI Data Reduction Pipeline \cite{Perrin2014} v1.3.0. Using primitives in the pipeline, raw images were dark subtracted, argon arc image comparisons were used to compensate for instrument flexure \cite{Wolff2014}, the spectral data cube was extracted from the 2D images \cite{Maire2014}, bad pixels were interpolated in the cube and distortion corrections were applied \cite{Konopacky2014}. A wavelength solution was calibrated using arc lamp images taken prior to data acquisition. Four satellite spots, PSF replicas of the star generated by the pupil plane diffraction grating \cite{Sivaramakrishnan2006, Marois2006}, were used to calculate the location of the star behind the coronagraphic mask for image registration at a common centre, as well as to calibrate the object flux to star flux \cite{Wang2014}.

### 3.5 PSF Subtraction

After the initial data reduction, each slice of each data cube, which were flux normalized using the average maximum of a Gaussian-fit on the four calibration spots, were spatially magnified to align diffraction-induced speckles (using the pipeline-derived spot positions). They were then unsharp masked using a $11 \times 11$ pixel kernel to remove the seeing halo and background flux, and were PSF subtracted using the TLOCI algorithm \cite{Marois2014}. Once all the data cubes had been PSF subtracted, a final 2D image was obtained by performing a weighted-mean of the 37 slices, using the input template spectrum and image noise to maximize SNR. Final images for J and H bands shown in Figure 3.2. While the initial discovery was obtained by performing both an SSDI and ADI subtractions, to avoid the spectral cross-talk bias, only a less aggressive ADI-only subtraction (reference images are selected if they have less than 30% of the substellar object flux in a 1.5 $\lambda/D$ diameter aperture centred at the object.

\texttt{http://docs.planetimager.org/pipeline}
position) was used for spectral and astrometry extractions.

Figure 3.2 H band (a & b) J band (c & d) final 2D images, post TLOCI using only an ADI subtraction. Two contrast levels are shown to highlight the companion (left) and the image noise (right). North is up and East is left.

### 3.6 Astrometry and Spectral Extraction

Using the TLOCI ADI-only subtracted final combined data cube, the flux and position of the companion were measured relative to the star. As TLOCI uses a training zone that differs from the subtraction zone, the companion is not fitted by the least-squares, thus removing one bias. To minimize the well-known self-subtraction bias, the ADI subtraction was performed using a less aggressive algorithm. To further take into account the self-subtraction bias for both spectral and astrometry extraction, the companion’s signal was fitted using a forward model derived from the median-average PSF of the four calibration spots for the entire sequence. For each slice of
Table 3.2. Astrometry

<table>
<thead>
<tr>
<th>Band</th>
<th>Date</th>
<th>Separation 1</th>
<th>Separation 2</th>
<th>PA(°)</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>L</td>
<td>July 18, 20, 2012</td>
<td>0.19±0.02''</td>
<td>0.208±0.023''</td>
<td>108.8±3.0 (APP data)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>108.9±3.1 (direct imaging)</td>
<td></td>
</tr>
<tr>
<td>H+K</td>
<td>Sep 9, 2014</td>
<td>201.6±0.4 mas</td>
<td>92.2±0.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H</td>
<td>Aug 29, 2015</td>
<td>216.3±1.0 mas</td>
<td>83.3±0.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>J</td>
<td>Aug 29, 2015</td>
<td>217.9±0.7 mas</td>
<td>83.6±0.2</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note. — Data from 2012 and 2014 epochs from Meshkat et al. (2015).

each data cube, a noiseless image was created with the calibration spot PSF at the approximate location of the companion. These simulated images were then processed using the same steps as the science images to produce the companion forward model. The forward model was then iterated in flux and position to minimize the local residual post subtraction in a 1.5λ/D aperture. Error bars are derived by adding and extracting the forward model flux at the same separation as the companion, but at nine different position angles. The one sigma measurement of standard deviation in flux and position of the nine simulated companions are the spectral and astrometric errors. A correction is applied to account for forward model errors. Instead of adding the simulated companions having the same flux as the recovered flux, they are added after normalizing the companion signal by the ratio of the local residual noise inside a 1.5 λ/D aperture after the forward model best subtraction relative to the noise at the same angular separation calculated away from the companion.

In the H band, the separation was found to be 216.3±1.0 mas, and in the J band, 217.9±0.7 mas. The position angles for H and J bands were 83.3±0.3° and 83.6±0.2° respectively. The astrometry is summarized in Table 3.2.

Since TLOCI outputs the object’s spectra relative to the star, the spectra needed to be calibrated to the star prior to normalization. This was done using a custom IDL program and the Pickles stellar spectral flux library (Pickles, 1998). Since the Pickles library did not contain a model spectra for an F7V star, the average between a F5V and F8V star was created. The spectra for both F5V and F8V models in J and H bands was degraded to GPI resolution and interpolated at the same wavelengths as the GPI wavelength channels. The Pickles spectra are only scaled in the V band so J and H band stellar spectra were colour corrected and magnitude corrected using Vega as a zero point reference. For each band, the normalized F5V and F8V spectra
were averaged to compute a F7V. These F7V calibrated models were multiplied by the planet-to-star spectra for each band. The final planet spectrum was normalized over the entire band for spectral type comparisons.

3.7 Orbital Fitting

We determined the orbital parameter consistent with the full astrometric record of HD 984 using the rejection sampling method previously presented in De Rosa et al. (2016) and Rameau et al. (2016). Orbital parameters were drawn from the prior distributions except for semimajor axis and position angle of nodes, which are assigned initial values of 1 AU and 0°. These values are then adjusted so that the orbit matches one of the epochs of data, and this reference epoch is rotated through all the available epochs. Observational errors are taken into account by scaling to Gaussian distributions in separation and PA, centered on the measurement with the 1σ of the Gaussians equal to the errors. The probability associated with the orbit is then computed by calculating the $\chi^2$ statistic for the remaining epochs, and the orbit is accepted if a uniform random variable is less than or equal to $\text{Prob.} = e^{-\chi^2/2}$. Fitted orbits are shown in Figure 3.3. The epoch positions are close enough within error bars to allow both clockwise and counterclockwise orbits, though clockwise is preferred. The fitting suggests an 18 AU (70 year) orbit, with a 68% confidence interval between 12 and 27 AU and an eccentricity of 0.24 with a 68% confidence interval between 0.083 and 0.495 and inclination of 118° with a 68% confidence interval between 112° and 127°. Confidence intervals are shown in Figure 3.4. Meshkat et al. (2015) do not perform an orbital fit in their analysis, but from their two epochs believe the system to have a non-zero inclination.

3.8 Spectral and Photometric Analysis

Spectral templates created from observations of L, T and M-type objects were created to identify the spectral type of HD 984 B. L and T-type spectra were created from the NIRSPEC Brown Dwarf Spectroscopic Survey (McLean et al., 2003). The brown dwarf spectra were binned to GPI resolution. Templates were produced for T6, T5, T2, T1, T0, L8, L7, L6, L5, L4, L2, L1, L0, M9, and M8 spectra. Additional templates for M-type objects M7, M6.5, M6, M5.5, M5, M4, M3, M2, and M1 in the J and H bands were created using spectra from the IRTF library (Cushing et al., 2005; Rayner
Figure 3.3 Orbital fitting using the NaCo, SINFONI and GPI epochs. Results indicative of an 18 AU (70 year) orbit, with a 68% confidence interval between 12 and 27 AU and an eccentricity of 0.24 with a 68% confidence interval between 0.083 and 0.495 and inclination of 118° with a 68% confidence interval between 112° and 127°. Figure created by collaborator Eric Nielsen.

et al. (2009). Brown dwarfs and low mass stars used for each template are listed in Table 3.3.

We now compare our extracted spectra with other field brown dwarfs and low mass stars. IFS observations often produce spectral noise correlation (Greco & Brandt 2016), and GPI data cubes are also known to suffer this effect, especially at small separations close to the focal plane mask. Before any comparisons to model spectral types can be made, the correlation needs to be analyzed to avoid biasing the $\chi^2$ analysis. Given the high SNR of detections, it may be possible to fit higher frequency structures in the spectrum independently to the low frequency envelope. The noise characteristics, especially the spectral noise correlation, may differ with spectral frequencies, with the low frequencies mostly limited by highly correlated speckle noise slowly moving over the planet as a function of wavelength, while higher frequencies could be mainly limited by read or background noises, thus being mostly decorrelated between wavelength channels.

The objects’ spectra (HD 984 B and the field brown dwarfs) were split into low and high frequencies by taking the Fourier transform of the spectra (see Figure 3.5). Any frequencies between -2 and 2 cycles/bandwidth are considered low frequencies, and anything outside of that range is designated as high frequencies. The errors were propagated by taking a noise ratio of the high to low spectra and splitting the errors at the same ratio between the high and low spectra. The split spectra are shown
## Table 3.3. Spectral Types

<table>
<thead>
<tr>
<th>Type</th>
<th>Model Object</th>
</tr>
</thead>
<tbody>
<tr>
<td>T6</td>
<td>2MASS 2356-15</td>
</tr>
<tr>
<td>T5</td>
<td>2MASS 0559-14</td>
</tr>
<tr>
<td>T2</td>
<td>SDSS 1254-01</td>
</tr>
<tr>
<td>T1</td>
<td>SDSS 0837-00</td>
</tr>
<tr>
<td>T0</td>
<td>SDSS 0423-04</td>
</tr>
<tr>
<td>L8</td>
<td>Gl 337c</td>
</tr>
<tr>
<td>L7</td>
<td>DENIS 0205-11AB</td>
</tr>
<tr>
<td>L6</td>
<td>2MASS 0103+19</td>
</tr>
<tr>
<td>L5</td>
<td>2MASS 1507-16</td>
</tr>
<tr>
<td>L4</td>
<td>GD 165B</td>
</tr>
<tr>
<td>L2</td>
<td>Kelu-1</td>
</tr>
<tr>
<td>L1</td>
<td>2MASS 1658+70</td>
</tr>
<tr>
<td>L0</td>
<td>2MASS 0345+25</td>
</tr>
<tr>
<td>M9</td>
<td>LHS 2065</td>
</tr>
<tr>
<td>M8</td>
<td>VB 10</td>
</tr>
<tr>
<td>M7</td>
<td>Gl 644C</td>
</tr>
<tr>
<td>M6.5</td>
<td>GJ 1111</td>
</tr>
<tr>
<td>M6</td>
<td>Gl 406</td>
</tr>
<tr>
<td>M5.5</td>
<td>HD 94705</td>
</tr>
<tr>
<td>M5</td>
<td>Gl 51</td>
</tr>
<tr>
<td>M4</td>
<td>Gl 499</td>
</tr>
<tr>
<td>M3</td>
<td>Gl 388</td>
</tr>
<tr>
<td>M2</td>
<td>HD 95735</td>
</tr>
<tr>
<td>M1</td>
<td>HD 42581</td>
</tr>
</tbody>
</table>
Figure 3.4 Confidence intervals from orbital fitting. 1 (red), 2 (blue), and 3 (green) $\sigma$ contours enclose 68.27%, 95.45%, and 99.70% of all orbital elements. Figure created by collaborator Eric Nielsen.

in Figure 3.6 Testing the spectral noise correlation for the high frequency spectra separately found correlations covering just three wavelength channels for both bands as expected from read and background noises (see Figure 3.7); this spectral correlation is consistent with GPI's pipeline over spectral sampling. The low frequency spectra was still highly correlated to fifteen and eight wavelength channels for J and H bands respectively (correlation to reach 50% correlation).

Since the wavelengths are correlated, each spectra can be binned accordingly to avoid biasing comparisons with model spectral types. High frequency spectra was binned by averaging three adjacent channels into twelve groups, with the last group averaging four channels to incorporate the leftover channel. H band low frequency spectra was binned into two groups of twelve channels each and one group of thirteen channels, and J band low frequency spectra was binned into five groups, three of seven channels each and two of eight channels each. Each model spectra was binned in the
Figure 3.5 Power spectrum as a function of cycles per bandwidth for each bandpass. The H band has a bandwidth of 0.0084 µm and J band has a bandwidth of 0.0065 µm. Vertical dashed lines indicate the boundary between low (between dashed lines) and high (outside dashed lines) frequency spectra.

Figure 3.6 H band (a) J band (b) spectra split between low (dashed line) and high (solid line) frequencies. Solid dark lines are the original spectra.

same manner for a reduced $\chi^2$ comparison. The results are shown in Figure 3.8. High frequency spectra, though showing some spectral features, could not be well fit by the $\chi^2$ analysis. As the spectral type models did not have uncertainties, this could not be factored into the analysis and could potentially explain how the small high frequency error gave large $\chi^2$ values. $\chi^2$ values were consistent across high frequency spectral matches and so a best fit match could not be determined from the high frequency spectra alone. The low frequency J spectra matched M type models well, with a
Figure 3.7 Spectral correlation as a function of wavelength channels for each filter. The low frequency spectra (dashed lines) show a much higher covariance than the high frequency spectra (solid lines).

best fit of M6$^{+3}_{-1}$. Uncertainties in spectral type matching were chosen by taking the spectral type one $\sigma$ from the minimum $\chi^2$. Low frequency H band spectra found a best match of type L0$^{+2}_{-1}$. When the J and H band low resolution spectra were fit together, the best fit was a M7±2, in agreement with the Meshkat et al. (2015) result of a type M6.0±0.5. Using the spectral type-to-temperature conversion from Stephens et al. (2009), $T_{\text{eff}} = 2673^{+175}_{-267}$, in fairly good agreement with Meshkat et al. (2015). The uncertainty in effective temperature come from the uncertainty in spectral type.

Magnitudes for the companion object are calibrated by integrating the companion-to-star spectra, and correcting for the GPI filter transmission profile and Vega zero points (De Rosa et al., 2016). The J and H band apparent magnitudes were calculated to be 13.28±0.06 and 12.60±0.05, respectively. Assuming a distance to the star of 47.1±1.4 pc (van Leeuwen, 2007), the absolute magnitudes of the object in J and H bands are 9.92±0.09 and 9.23±0.08, respectively. These magnitudes were also compared to other brown dwarfs and low mass stars using a colour-magnitude diagram (see Figure 3.10). When compared with literature brown dwarfs from Dupuy & Liu (2012), these magnitudes further corroborate the spectral type matching result of a late M-type object.

Using DUSTY isochrone models (Chabrier et al., 2000), we interpolated the luminosity in both bands. Using the detailed analysis from Meshkat et al. (2015), we
Figure 3.8 Reduced $\chi^2$ values for each model tested. The low frequency J spectra matched M type models well, with a best fit of $M6_{-1}^{+3}$. Low frequency H band spectra found a best match of type $L0_{-1}^{+2}$. High frequency spectra are inconclusive. Combined H and J band low frequency spectra fitting found a best fit type $M7_{-2}^{+2}$.

Figure 3.9 H band (a) J band (b) spectra plotted with the two most similar spectral type matches as well as the most similar type found from fitting both bands simultaneously (M7).

adopt the same age range, 30 – 200 Myr, for HD 984 B. Luminosity and mass uncertainties are propagated from uncertainties in the absolute magnitudes. Although the age of the system is inconsequential when computing luminosity (see Figure 3.11), it is highly differential when estimating mass (see Figure 3.12). The luminosity, accounting for the age range and both bands is calculated to be $\log(L_{\text{bol}}/L_{\odot}) = -2.88 \pm 0.07$ dex, in agreement with Meshkat et al. (2015). Using the same technique to calculate the masses we find the H band absolute magnitude corresponds to a range of masses
Figure 3.10 J-H colour magnitude diagram showing HD984 B relative to other known brown dwarfs and low mass stars (Dupuy & Liu, 2012). Brown dwarf and low mass star spectral types are colour coded on a spectrum from dark purple (T types) to yellow (M types). HD984 B is shown as a black circle and is located on the late M/early L dwarf cooling sequence. Photometry for other planets from Zurlo et al. (2016) (HR8799b,c,d,e), and Lachapelle et al. (2015) (HIP 78530b, GSC, RXS).

from 39±2 M\textsubscript{Jup} at 30 Myr to 94±4 M\textsubscript{Jup} at 200 Myr. The J band yields masses of 34±1 M\textsubscript{Jup} and 84±4 M\textsubscript{Jup} for the same ages. Temperature analysis using the same DUSTY models found object temperatures of 2458±32K to 2800±37K for J band over the same age range. The H band magnitude give temperatures of 2545±28K to 2896±31K.

3.9 Conclusion

Through new observations of HD 984 B with the Gemini Planet Imager we are able to confirm and add to the findings reported in Meshkat et al. (2015). We find a best match spectral type of M7±2, and J and H band magnitudes of 13.28±0.06 and 12.60±0.05, respectively, in agreement with the discovery results and with known field
Table 3.4. System Properties

<table>
<thead>
<tr>
<th>Property</th>
<th>HD 984</th>
<th>HD 984 B(^1)</th>
<th>HD 984 B(^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distance</td>
<td>47.1±1.4 pc</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\mu_{\alpha^*})</td>
<td>102.79±0.78 mas/yr</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\mu_{\delta})</td>
<td>-66.36±0.36 mas/yr</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>30 to 200 Myr</td>
<td></td>
<td></td>
</tr>
<tr>
<td>m(_H)</td>
<td>6.170±0.038</td>
<td>12.58±0.05</td>
<td>12.60±0.05</td>
</tr>
<tr>
<td>m(_J)</td>
<td>6.402±0.023</td>
<td></td>
<td>13.28±0.06</td>
</tr>
<tr>
<td>Spectral Type</td>
<td>F7V</td>
<td>M6.0±0.5</td>
<td>M7±2</td>
</tr>
<tr>
<td>Temperature (K)</td>
<td>6315±89</td>
<td>2777(^{+127}_{-130})</td>
<td>2673(^{+175}_{-267})</td>
</tr>
<tr>
<td>log(l_{\text{bol}}/l_{\odot})</td>
<td>0.346±0.027</td>
<td>-2.815±0.024</td>
<td>-2.88±0.07</td>
</tr>
<tr>
<td>Mass (M(_{Jup}))</td>
<td>(~1.2M_{\odot})</td>
<td>33±6 to 94±10</td>
<td>34±1 to 95±4</td>
</tr>
<tr>
<td>Semi Major Axis (AU)(^2)</td>
<td></td>
<td>18 [12,27]</td>
<td></td>
</tr>
<tr>
<td>Period (years)(^3)</td>
<td></td>
<td>70 [37,132]</td>
<td></td>
</tr>
<tr>
<td>Inclination(^3)</td>
<td></td>
<td>118(^\circ) [112,127]</td>
<td></td>
</tr>
<tr>
<td>Eccentricity(^3)</td>
<td></td>
<td>0.241 [0.083,0.496]</td>
<td></td>
</tr>
</tbody>
</table>

Note. — \(^1\) Results from Meshkat et al. (2015); \(^2\) New results presented in this paper; \(^3\) Ranges listed encapsulate the 68% confidence interval.
Figure 3.11 DUSTY luminosity models for HD 984 B. Isochrone models are colour coded by age with blue being older models and red younger models. J band models are shown by dashed lines and H by solid. HD 984 B is show by black points for an age of 30 Myr and grey points for 200 Myr. Circles represent the H band and squares the J band. The derived luminosities at 30 Myr are $\log(L/L_\odot) = -2.84 \pm 0.04$ and $-2.95 \pm 0.04$ for H and J bands, respectively. At 200 Myr the derived luminosities for H and J bands are $\log(L/L_\odot) = -2.81 \pm 0.04$ dex and $-2.91 \pm 0.04$ dex.

Figure 3.12 DUSTY mass models for J band (a) and H band (b) along with the interpolated mass of HD 984 B at 30 Myr and 200 Myr. Colours and symbols the same as Figure 3.11. Masses are found to be 39$\pm$2 $M_{Jup}$ at 30 Myr to 94$\pm$4 $M_{Jup}$ at 200 Myr for the H band. The J band yields masses of 34$\pm$1 $M_{Jup}$ and 84$\pm$4 $M_{Jup}$ for the same ages.

brown dwarfs. Furthermore, we found a separation and position angle of 216.3$\pm$1.0 mas and 83.3$\pm$0.3° (H band) and 217.9$\pm$0.7 mas and 83.6$\pm$0.2° (J band), which allowed us to perform the first orbital fitting of the companion when combined with astrometry from 2012 and 2014 epochs. This new epoch gave orbital fitting results
of an \( \sim \) 18 AU, 70 year orbit with an eccentricity of 0.24 and inclination of 118\(^\circ\). Analysis of the magnitudes found a luminosity of \( \log(L_{\text{Bol}}/L_\odot) = -2.88 \pm 0.07 \) dex, using DUSTY models. H band mass estimates, again from DUSTY models, gave an age dependant mass of 39\( \pm \)2 \( M_{\text{Jup}} \) at 30 Myr to 94\( \pm \)4 \( M_{\text{Jup}} \) at 200 Myr. J band magnitudes give masses of 34\( \pm \)1 \( M_{\text{Jup}} \) and 84\( \pm \)4 \( M_{\text{Jup}} \). DUSTY models of H band magnitudes gave a temperature of 2545\( \pm \)28K to 2896\( \pm \)31K (for an age range of 30 – 200 Myr), while a spectral type-to-temperature conversion gave \( T_{\text{eff}} = 2673^{+175}_{-267} \). J band magnitudes yield a DUSTY model temperature of 2458\( \pm \)32K to 2800\( \pm \)37K over the same age range.

Although spectral noise correlation rendered much of the wavelength channels dependent, especially at H-band, the spectra were split into high and low spatial frequencies to confirm that spectral correlation is spectral frequency dependent. While the lesser correlated high frequency spectra could not be used to identify a spectral match in this case, this method may prove useful to match spectral features with K band data, where narrow spectral features, such as CO, can be identified and fitted. Splitting the spectra in these cases will allow for proper noise statistics and improved \( \chi^2 \) analysis. In addition to this frequency splitting, the covariance method detailed in [Greco & Brandt (2016)] can also be performed per frequency bin to fit the spectra.
Chapter 4

Identifying Damped Lyman $\alpha$ Hosts with Angular Differential Imaging

The advantages of ADI and AO have long been known for their assets in the field of high contrast direct imaging of exoplanets. However, their application has been previously untested in imaging the host galaxies of damped Lyman $\alpha$ systems (DLA). This chapter presents a pilot study of the first application of ADI to directly imaging the host galaxy of a DLA.

4.1 Introduction

Damped Lyman alpha systems are inferred through their signatures in quasar spectra, but their host galaxies are often hard to see as they are out-shined by the quasars. Just as it is challenging to see exoplanets when they are overwhelmed by light from their host star, it is difficult to see DLA host galaxies who reside at close impact parameters from a quasar. The stage laid by the exoplanet community is thus primed for the detection of dim DLA host galaxies near bright quasars. Before we see how this application can work, let us first consider the basics of DLA systems.

4.1.1 A Short History of DLAs

Quasars, which are typically found at high redshift (Hewitt & Burbidge 1993, Pâris et al., 2012), are some of the brightest objects in our universe; some exceed the
Milky Way’s luminosity 100 times (Greenstein & Schmidt, 1964). A subclass of active galaxies, quasars are powered by the infall of gas and dust onto a central supermassive black hole (Carroll & Ostlie, 1996). When a quasar’s line of sight is intercepted by intervening gas, the resulting absorption lines can be measured to gather information about the chemical and physical properties in the early universe (See Figure 4.1). Since chemical abundances typically are only directly measurable for the brightest stars in our galaxy and its neighbours, quasar absorption systems are an obvious way to investigate chemical abundances outside our local group (e.g. Pettini et al., 2000; Prochaska et al., 2001; Dessauges-Zavadsky et al., 2004). Furthermore, a deeper inspection of these systems can yield physical properties of the system like temperature (Kanekar, 2014; Kanekar et al., 2013, 2009; York et al., 2007) and gas kinematics (e.g. Prochaska & Wolfe, 1997; Ledoux et al., 2006), in addition to the chemical abundances.

Figure 4.1 Quasar spectra can be riddled with absorption lines caused by systems along the line of sight. These absorption lines are extremely helpful in determining the chemical and physical properties of the early universe where emission lines are too faint to probe. Figure from http://academics.smcvt.edu/jomeara/Research_files/droppedImage.jpg

Quasar absorption systems are classified by their absorption lines. Some are de-
etectable through neutral hydrogen absorption (H I, e.g. Wolfe et al., 1986; Lanzetta & Bowen, 1990; Ellison et al., 2001; Kanekar et al., 2002; Prochaska & Herbert-Fort, 2004; Prochaska et al., 2005; Wolfe et al., 2005; Noterdaeme et al., 2012), others through ionized magnesium absorption (Mg II, e.g. Sargent et al., 1988; Lanzetta & Bowen, 1990; Bergeron & Boissé, 1991; Steidel et al., 1994; Churchill et al., 2005; Nielsen et al., 2013). H I systems are easily identifiable in quasar spectra due to the absorption lines that are generated as neutral hydrogen transitions between the ground state (n=1) and first excited state (n=2) (Carroll & Ostlie, 1996). The plethora of absorption lines caused by clouds of neutral hydrogen at different redshifts is called the Lyman-alpha forest (Lynds, 1971). H I systems are typically classified by their neutral hydrogen column density (log N(H I)). Those with the lowest column densities (log N(H I) < 17 atoms/cm²) are known as Lyα forest clouds and are associated with absorption in the intergalactic medium (Sargent et al., 1980, 1982; Fang et al., 1996; Rauch et al., 1996; Rauch, 1998; Webb et al., 2009). Lyman limit systems (LLS) have 17 < log N(H I) < 20 atoms/cm², and the highest column density absorbers with log N(H I) ≥ 20.3 atoms/cm² are the so-called damped Lyman α systems (DLAs, Wolfe et al., 2005). The ‘damping’ in these systems is due to the high column density which results in broadening of the wings of the absorption profile.

It is generally thought that DLAs are caused by galaxies, and LLS and sub-DLAs, with column densities less than DLAs, are due to galaxy halos and inflows and outflows. However, high resolution imaging of M31 shows clumping of H I demonstrating that a sub-DLA could also reside in the centre of a large galaxy (Braun et al., 2009). Similar studies have been conducted for other nearby galaxies (Hoffman et al., 1999; Zwaan et al., 2005).

The abundance of the DLA atomic gas reservoir is little changed over many Gyrs at intermediate and high redshifts (e.g. Crighton et al., 2015; Sánchez-Ramírez et al., 2016; Neeleman et al., 2016) indicating that DLAs have gas available for star formation over a significant fraction of cosmic time. Combined with the chemical enrichment associated with DLAs, which manifest a wide range of metallicities from a less than 1/100 to in excess Z⊙ metallicity (e.g. Rafelski et al., 2012; Berg et al., 2015 and references therein), we expect these high column density absorbers to represent a broad cross-section of galaxies and hence provide a window into galaxy evolution at these epochs. Indeed, there is a large body of research spanning the last two decades and beyond that have studied many aspects of DLAs, ranging from their elemental ratios (e.g. Pettini et al., 2000; Prochaska et al., 2001; Dessauges-Zavadsky
Figure 4.2 Spectrum of a quasar at $z = 3.62$ with an inset of the Lyman $\alpha$ forest produced by intervening neutral gas along the line of sight. Inset and middle image were created using hydrodynamical simulations which have been found to reproduce observed spectra with high accuracy. Figure from [Springel et al., 2006].

et al., 2004), molecular fraction (e.g. Ledoux et al., 2003, Noterdaeme et al., 2008), kinematics (e.g. Prochaska & Wolfe, 1997, Ledoux et al., 2006), ionization properties (e.g. Vladilo et al., 2001, Milutinovic et al., 2010) and dust depletion in the interstellar medium (ISM, e.g. Pettini et al., 1994, 1997, Vladilo et al., 2011). Despite these advances, some of the most fundamental properties of the absorbing galaxies, such as their luminosities, stellar masses and morphologies remain unknown for the vast majority of the DLA population. For many years, most DLAs with identified host galaxies were at relatively low-to-intermediate redshift (e.g. Rao et al., 2011, Bowen et al., 2001, Chen & Lanzetta, 2003, Le Brun et al., 1997), but there are now a growing number detected at $z > 2$ (e.g. Djorgovski et al., 1996, Weatherley et al., 2005, Fynbo et al., 2010, Péroux et al., 2012, Kashikawa et al., 2014, Hartoog et al., 2015, Mawatari et al., 2016). Nonetheless, the identification of wholesale numbers of host galaxies for DLAs remains one of the outstanding challenges in the field.

4.1.2 Properties of DLAs

As an increasing number of DLAs are being discovered, an understanding of their physical nature is slowly forming. Additionally, now that numerous DLAs have been
found at a range of redshifts (e.g. Djorgovski et al. 1996; Bowen et al. 2001; Chen & Lanzetta 2003; Fynbo et al. 2010; Rao et al. 2011; Mawatari et al. 2016), it is also possible to determine how the population of DLAs has evolved over time.

Given the slope of the column density distribution function of high redshift absorption line systems (see Figure 4.3), it is the DLAs, rather than the more numerous Lyα forest clouds, or Lyman limit systems, that contain the bulk of the neutral gas available for star formation (e.g. Tytler 1987; Sargent et al. 1988; Péroux et al. 2001; Noterdaeme et al. 2012). In addition, a decrease in the number of DLAs since the formation of the universe has been noticed (see Figures 4.4, 4.5; Neeleman et al. 2016). Similarly, measurements of Ω_{HI}, the mass density of atomic hydrogen gas scaled to the critical density, have a noticeable downward trend at low redshift (see Figure 4.5; Crighton et al. 2015; Sánchez-Ramírez et al. 2016; Neeleman et al. 2016).

Figure 4.3 The distribution of absorption systems is heavily weighted towards Lyman limit systems even though it is in fact the damped Lyman alpha systems which contain most of the neutral gas. Observations of absorption systems at z=3 from Zafar et al. (2013, green), Noterdaeme et al. (2009, purple), and Prochaska et al. (2010, pink) compared with simulated galaxies from a hydrodynamical simulation (Vogelsberger et al. 2014).
Figure 4.4 Neeleman et al. (2016) has found a decrease in the number density of DLAs over time.

Figure 4.5 Crighton et al. (2015); Sánchez-Ramírez et al. (2016); Neeleman et al. (2016) have all seen a decrease in $\Omega_{HI}$ over time. Note $\Omega_{HI}$ was converted to $\rho_{DLA}^{HI}$ assuming DLA gas accounts for 85% of the cosmic H I. Figure from Neeleman et al. (2016).

The great advantage of DLAs seen in quasar spectra is the high resolution at which the spectra can be observed thanks to the quasars’ extreme brightness. This allows for characterization of metallicity abundances in the early universe (e.g. Pettini...
et al., 1994, 1997; Prochaska & Wolfe, 2002; Rafelski et al., 2012; Berg et al., 2015). Comparing the amount of metals relative to the amount of hydrogen in galaxy or gas cloud, allows for a measure of the metal enrichment which is indicative of age and galactocentric radius (e.g. Aller, 1942; Searle, 1971; Berg et al., 2013; Magrini et al., 2016). Metallicity is computed related to the solar values through the equation:

\[
[X/H] = \log\left(\frac{X}{H}\right) - \log\left(\frac{X}{H}\right)_\odot
\]  

(4.1)

where \((X/H)\odot\) is the solar abundance ratio of the number of X atoms to H atoms \((n_X/n_H)\). Metallicities of DLAs have long been studied (e.g. Morton et al., 1980; Meyer & York, 1987; Meyer et al., 1989; Pettini et al., 1990). With the advent of 8-10m telescopes and high resolution spectrometers, metal lines could be more accurately measured (e.g. Prochaska & Wolfe, 1997; Prochaska et al., 2001; Dessauges-Zavadsky et al., 2004; Akerman et al., 2005). Studies of metallicity evolution show an increase in metallicity with decreasing redshift (e.g. Savaglio et al., 2000; Rafelski et al., 2012).

Metallicity is also indicative of the galaxy mass. Heavy elements, which are produced in massive stars, are dispersed into the interstellar medium (ISM) via solar winds and other mass loss events. Thus, the chemical abundances of heavy elements in the ISM is correlated to stellar mass in star-forming galaxies. Since oxygen is one of the strongest lines in emission line spectra of H II regions of galaxies, it is often used as a proxy for metallicity. The correlation between mass and metallicity was first demonstrated by Lequeux et al. in 1979 by using a sample of nearby galaxies. More recently, Tremonti et al. (2004) used a catalogue of \(~53,400\) star-forming galaxies to find a tight mass-metallicity relation (MZR) with a spread of only \(~0.1\) dex (Figure 4.6). With the availability of datasets from large surveys in the last decade, the MZR has been studied extensively. It has been extended down to \(~10^6\) \(M_\odot\) (Lee et al., 2006; Zahid et al., 2012; Berg et al., 2012), and out to \(z \sim 3\) (Maiolino et al., 2008; Erb et al., 2006; Zahid et al., 2011, 2014; Savaglio et al., 2005). The MZR has also been studied for DLAs (Maiolino et al., 2008; Christensen et al., 2014; Møller et al., 2013). Since oxygen can be challenging to measure in quasar absorption spectra, other metals can be used. Zinc is a common choice as it is less prone to depletion than other metals, like iron. Sulphur can also be used as a proxy as it traces oxygen (Berg et al., 2013). Using a sample of previously discovered DLAs, Christensen et al. (2014) determine a MZR that is dependant on impact parameter, as shown in
Figure 4.7 Accounting for the impact parameter they find the following MZR:

$$\log(M_{DLA}/M_\odot) = 1.76([M/H] + 0.022b + 0.35z + 5.04),$$  \hspace{1cm} (4.2)

where $[M/H]$ is the metallicity, $b$ is the impact parameter and $z$ is the redshift. The notation $[M/H]$ used for metallicity is in reference to the solar scale, as described in Equation 4.1. Notably, this relation can also be used to infer a host galaxy’s mass when only the metallicity and redshift are known.

Figure 4.6 MZR from $\sim53,400$ star-forming galaxies (Tremonti et al., 2004). The large black dots represent the median in bins of stellar mass. Black lines are contours enclosing 68% and 95% of the data, and the red line is a polynomial fit to the data. Residuals to the fit are shown in the inset plot.

Neutral hydrogen is a ubiquitous component of low-density regions of the ISM. As the spins of the proton and electron flip from parallel to antiparallel, a photon is emitted at the hyperfine 21-cm line (Carroll & Ostlie, 1996). By combining observations of the 21-cm optical depth and $N(H\,I)$ determined from Ly$\alpha$, it is possible to determine the spin temperature ($T_s$), which indicates the fraction of warm ($\sim500 - 5000$K) and cool ($\sim40 - 200$K) neutral medium of the intervening DLA:
Figure 4.7 A DLA MZR from Christensen et al. (2014). Black dots show DLAs at $z < 1$, and red dots are DLAs at $z > 2$. The dotted and dashed lines show MZR from Maiolino et al. (2008) for galaxies at $z = 0.7$ and $z = 2.2$ respectively. The righthand plot shows the DLAs once their metallicities have been corrected for by a factor of $0.022 b$, where $b$ is the impact parameter.

\[
N(\text{HI}) = 1.823 \times 10^{18} \left(\frac{T_s}{f}\right) \int \tau dV,
\]

(4.3)

where $f$ is the covering factor (fraction of the radio flux density covered by the DLA which is measured at frequencies near the 21-cm line using very long baseline interferometric observations) and $\tau$ is the optical depth (York et al., 2007; Kanekar et al., 2003).

The majority of DLAs for which spin temperature measurements exist exhibit values of $T_s > 1000$ K, with relatively few low spin temperature measurements, particularly at high redshifts (e.g. Kanekar [2014], Kanekar et al. [2013, 2009], York et al., 2007 for a rare example of a low $T_s$, high $z$ absorber). An anti-correlation between the gas phase metallicity and $T_s$ has been proposed by Kanekar et al. (2009), whereby the abundance of metals allow effective cooling in the ISM (Kanekar & Chengalur, 2001). In other words, galaxies with lots of metals have more radiation pathways for gas cooling which would result in a higher cold gas fraction and thus a lower spin temperature. The most recent compilations of abundance and spin temperature measurements seem to support this anti-correlation (Ellison et al., 2012; Kanekar et al., 2014), although sample sizes remain small. It has been suggested that galaxies with low spin temperatures tend to be massive, luminous spiral types while those with
high spin temperatures are associated with dwarf galaxies (York et al., 2007). Additionally, Kanekar et al. (2014) find a significant redshift evolution in spin temperature with an increase in temperature at higher redshifts.

4.1.3 Host Galaxy Identification

Despite the abundant identification of DLAs in quasar spectra (Noterdaeme et al., 2012), only a handful of host galaxies to these systems have been positively identified with direct imaging (e.g. O'Meara et al., 2006; Bouché et al., 2007; Fumagalli et al., 2010; Péroux et al., 2011; Hamilton, 2014). The fundamental challenge for the identification of a DLA host galaxy is the overwhelming brightness of the quasar relative to the galaxy, which is expected to be found at low impact parameter from the quasar (Rao et al., 2003). A few methods have been developed to circumvent the blinding quasar light, and to allow the observer to search for galaxy hosts close to the quasar line of sight. One such method is the 'Double-DLA' technique (Fumagalli et al., 2010; O'Meara et al., 2006), in which a quasar exhibits multiple high column density absorbers. The higher redshift system is used as a natural blocking filter to eliminate (rest-frame) far ultraviolet emission from the quasar so that the continuum emission from the lower redshift DLA can be directly measured.

An alternative approach has been to search for absorbers in the spectra of the optical afterglow of gamma-ray bursts (GRBs) (e.g. Vreeswijk et al., 2004; Chen et al., 2005; Prochaska et al., 2007). GRB afterglows can shine brighter than quasars, but they fade rapidly (Kann et al., 2010). Spectra taken along the sightline of the GRB can reveal intervening DLA, sub-DLA and other absorbing systems (Schulze et al., 2012). After the afterglow has faded, follow up imaging and spectroscopy can be used to identify the host galaxy (e.g. Masetti et al., 2003; Pollack et al., 2009; Vreeswijk et al., 2003; Schulze et al., 2012; Ellison et al., 2006; Chen et al., 2009, 2010). It is thought that GRB DLAs probe the interstellar medium of a galaxy (Schady, 2015). Again, this technique is limited to a relatively small number of absorbers.

Finally, spectroscopy with integral field units (IFUs) has been used to successfully identify DLA hosts at z ~ 1 – 2 (e.g. Péroux et al., 2011; Bouché et al., 2007). This technique uses narrow band images generated from IFU data cubes to search for Hα or other emission lines along quasar sightlines, and is applicable when the DLA redshift optimally places emission lines between the bright sky lines in the IR. Similarly, using a prism, like that of the Advanced Camera for Surveys (ACS) on Hubble, can spread
the quasar light in a quantifiable manner allowing for its subtraction (Hamilton 2014).

Even when the host cannot be directly imaged, it is still possible to determine the impact parameter with a careful application of long-slit spectroscopy triangulation. Fynbo et al. (2010) find that by using multiple observations with slits at different angles, they can find overlap between observations which can identify the host galaxy’s position angle and separation from the quasar line of sight (see Figure 4.8). Previous DLA host galaxy studies have found impact parameters are typically a few tens of kpc with higher log N(H I) systems being systematically closer to the quasar (e.g. Møller & Warren 1998, Chen & Lanzetta 2003, Cooke et al. 2010, Monier et al. 2009). Rao et al. (2011) find a median impact parameter for DLA hosts of 17.4 kpc and Reeves et al. (2016) note that H I DLA discoveries with impact parameters greater than 20 kpc are 'extremely rare'. Larger separations have been concluded to more likely be associated with multiple absorbers (Ellison et al. 2007).

Figure 4.8 At left, Fynbo et al. (2010) simulate how many DLAs would be visible with three X-Shooter slit orientations. Of 5000 simulated DLAs (dots), slightly over 90% would be visible with this positioning (blue dots). On the right, the two orientations (dashed lines) with their respective seeing (blue circles) used for observing Q 2222-0946 are shown. The dotted lines show 1σ regions for the measured impact parameters in both slits.

AO has an obvious application in the search for DLA host galaxies, thanks to the improved diffraction-limited angular resolution and deep contrast that can be achieved. Despite its obvious benefits, relatively few AO-aided searches for DLA
hosts, outside IFU usage, have been attempted in the past (Chun et al., 2006, 2010). Part of the historical challenge of AO observations has been the limited sky coverage of natural guide stars. Moreover, AO imaging techniques require fairly complex analysis methods, to deal with a highly time and space sensitive PSF for example. Luckily, much time and work has gone into characterizing and developing data reduction techniques, and the introduction of laser guide star technology opens the night sky to the application of AO.

In particular, the AO technique ADI, which was developed for directly imaging exoplanets (see Section 1.3, Marois et al., 2006), holds promise for the field of DLAs. The subtraction of the reference PSF removes off-axis light which increases the sensitivity, allowing for the detection of fainter objects at lower impact parameters, which is where DLAs are expected to be found. Previous AO imaging of DLAs have largely used multi-step methods of azimuthal PSF subtraction (Chun et al., 2010, 2006). Applying ADI to AO imaging of DLAs can greatly simplify the reduction process and potentially increase the limits of detection.

4.1.4 Overview

This chapter presents the pilot study of the first application of ADI with AO to directly imaging the host galaxy of the DLA (z_{abs}=0.602, \log N(\text{HI}) = 21.2\pm0.1 /\text{cm}^2) seen towards the quasar J1431+3952. This chapter is organized as follows: Section 4.2 describes the DLA that is the target of this pilot study. Observations are presented in Section 4.3 and reduction methods in Section 4.4. In Section 4.5 we describe the determination of candidate positions and magnitudes (4.5.1), our calculations of stellar mass (4.5.2), and the detection limits of this study (4.5.3). Section 4.6 discusses candidate DLA host galaxies in the context of known scaling relations and directions for future work. Section 4.7 summarizes our conclusions. Throughout, a \Lambda cold dark matter cosmology is assumed with H_0 = 68 \text{ km s}^{-1} \text{ Mpc}^{-1}, \Omega_\Lambda = 0.70 and \Omega_M = 0.30.

4.2 Target selection and overview

AO requires a bright point source (usually a star) close to the target in order to compute corrections to the incoming wavefront. When there is no star bright enough close to the target, it is necessary to use a LGS. Although the LGS is useful in fields
without bright guide stars, a source is still needed for tip/tilt corrections. If the target is bright enough (R-band apparent magnitude $m_R<17.5$), it can be used for tip/tilt corrections. For this pilot study, we therefore selected a relatively bright QSO with a known DLA: J1431+3952 ($z_{em}=1.215$, $m_K=14.03$, $m_R=16.07$). The only previous attempts to identify the galaxy counterpart of this DLA relied on shallow, relatively poor seeing quality Sloan Digital Sky Survey (SDSS) imaging. Both Ellison et al. (2012) and Zwaan et al. (2015) identified a galaxy at an impact parameter of $\sim 5$ arcsec; although the relative proximity makes this galaxy an appealing host galaxy candidate, its photometric redshift was determined by Ellison et al. (2012) to be $z = 0.08 \pm 0.02$, inconsistent with the absorption redshift ($z_{abs} = 0.602$).

In addition to the advantageous brightness of the background QSO, we selected J1431+3952 for our pilot observations because of extensive characterization of its DLA by UV, optical and radio spectroscopy. Initially selected as a candidate DLA based on its strong MgII lines, Ellison et al. (2012) used UV spectroscopy with the Cosmic Origins Spectrograph (COS) on the Hubble Space Telescope (HST) to determine an HI column density of $\log N(HI) = 21.2\pm0.1$. Thanks to its radio brightness, J1431+3952 has also been the target of 21cm absorption measurements (Ellison et al. 2012; Zwaan et al. 2015). By combining the 21cm optical depth and N(HI) determined from Ly$\alpha$, it is possible to determine the spin temperature ($T_s$), which indicates the fraction of warm and cool neutral medium of the intervening DLA. The majority of DLAs for which spin temperature measurements exist exhibit values of $T_s > 1000$ K, with relatively few low spin temperature measurements, particularly at high redshifts (e.g. Kanekar 2014, Kanekar et al. 2013, 2009, York et al. 2007 for a rare example of a low $T_s$, high $z$ absorber). Ellison et al. (2012) determined that the DLA towards J1431+3952 exhibits one of the lowest spin temperatures yet measured ($T_s = 90\pm23$ K), and Zwaan et al. (2015) report an even lower value ($T_s = 65\pm17$ K). An anti-correlation between the gas phase metallicity and $T_s$ has been proposed by Kanekar et al. (2009), whereby the abundance of metals allow effective cooling in the ISM (Kanekar & Chengalur 2001). The most recent compilations of abundance and spin temperature measurements seem to support this anti-correlation (Kanekar et al. 2014), although sample sizes remain small. The general association between high elemental abundances and low $T_s$ is observed in the DLA towards J1431+3952:

---

1 The typical seeing for SDSS, given by the PSF width, is 1.43” (Schneider et al. 2002).  
2 Likely due to a larger measured integrated optical depth of the absorption feature, although Zwaan et al. (2015) do also estimate a larger covering factor 3 times larger than Ellison et al. (2012).
Ellison et al. (2012) determine a relatively high (compared with the general DLA population, e.g. Berg et al. 2015) metallicity of $[\text{Zn/H}] = -0.80 \pm 0.13$.

A further prediction of Kanekar et al. (2009) is that low spin temperature DLAs should be hosted by relatively luminous galaxies. A stellar mass–metallicity relation is observed over a wide range in redshifts, such that more metal rich galaxies are hosted by more massive galaxies (e.g. Tremonti et al., 2004; Erb et al., 2006; Zahid et al., 2014), which should in turn be more luminous. Indeed, the small number of low spin temperature DLAs which have galaxy counterparts tend to be relatively luminous spirals (Kanekar et al., 2002; Kanekar & Chengalur, 2003). However, very few DLAs have the full complement of data that permit an investigation between metallicity, spin temperature and identified galaxy counterpart to more completely characterize the inter-relation of these properties. The selection of a low $T_s$ DLA, with high metallicity (that is hence predicted to be hosted by a relatively bright galaxy), and also towards a bright background QSO, therefore makes an excellent target for our pilot test of the ADI technique applied to the search for DLA hosts. A complete summary of the DLA’s properties can be found in Table 4.1.

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$z_{\text{abs}}$</td>
<td>0.60190</td>
<td>1</td>
</tr>
<tr>
<td>$\log N(\text{HI})$</td>
<td>21.2±0.1</td>
<td>1</td>
</tr>
<tr>
<td>$[\text{Fe/H}]$</td>
<td>$-1.50 \pm 0.11$</td>
<td>1</td>
</tr>
<tr>
<td>$[\text{Zn/H}]$</td>
<td>$-0.80 \pm 0.13$</td>
<td>1</td>
</tr>
<tr>
<td>$[\text{Cr/H}]$</td>
<td>$-1.31 \pm 0.13$</td>
<td>1</td>
</tr>
<tr>
<td>$[\text{Mn/H}]$</td>
<td>$-1.61 \pm 0.12$</td>
<td>1</td>
</tr>
<tr>
<td>$[\text{Ti/H}]$</td>
<td>$-1.41 \pm 0.12$</td>
<td>1</td>
</tr>
<tr>
<td>$T_s$(K)</td>
<td>65±17, 90±23</td>
<td>2, 1</td>
</tr>
<tr>
<td>Covering Fraction</td>
<td>0.32, 0.95</td>
<td>1, 2</td>
</tr>
</tbody>
</table>


### 4.3 Observations

The quasar J1431+3952 was observed using the f/32 camera on the Near InfraRed Imager and Spectrometer (NIRI, Hodapp et al., 2003) at Gemini North over three
Table 4.2. Observational Details

<table>
<thead>
<tr>
<th>Date</th>
<th>26 April 2013</th>
<th>27 April 2013</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Images</td>
<td>123</td>
<td>19</td>
</tr>
<tr>
<td>FOV Rotation</td>
<td>86.0°</td>
<td>15.3°</td>
</tr>
<tr>
<td>Average airmass</td>
<td>1.13</td>
<td>1.07</td>
</tr>
<tr>
<td>Atmospheric Seeing</td>
<td>0.41±0.06</td>
<td>0.30±0.04</td>
</tr>
</tbody>
</table>

Note. — Atmospheric Seeing is listed as the average with the error representing the standard deviation in seeing during the course of the night.

nights in 2013 during program GN-2013A-Q-17. NIRI was used with the Gemini AO system, ALTAIR (ALTtitude conjugate Adaptive optics for the InfraRed, [Herriot et al.] 2000). For the AO system, a LGS was used in conjunction with the quasar, the latter of which was sufficiently bright for tip/tilt corrections. The NIRI pixel scale with the f/32 field lens is 0.0214 arcsec/pixel. The typical Strehl ratio is 10%.

The images were all taken in the K-short band (1.99 – 2.30µm) with 60 second exposures of one coadd at the time when the object was closest to transit, so as to maximize the field-of-view rotation. Images were obtained for three nights, however, one night showed a strong elongation in the light from the quasar, most likely due to the errors locking the AO system, and so could not be used in this study. Of the images used, 19 were from April 27, 2013 and 123 were from April 26, 2013. These 142 images were combined using a signal to noise ratio weighting scheme as described in Section 4.4. A full list of observing conditions can be found in Table 4.2.

4.4 Reduction Methods

The images from the two nights in April were each processed separately using a routine developed specifically for this project. A master dark image was made from a median combination of all dark images taken that night, and a master flat was constructed from the median of all the flat images, after they had been dark subtracted and flux normalized to one. Each quasar science image was dark subtracted and divided by the master flat field image. All science images from April 26 had vertical striping in the lower left quadrant due to an error in detector readout. Corrections were made by taking the first ten rows in each quadrant, calculating the median value of each column and subtracting that column median value from each row over the entire
quadrant. Similarly, the images from both nights had distinct horizontal readout bias from the detector chips. This was corrected by taking the first hundred columns in each row, calculating the median value, and subtracting that median value from each pixel in the whole row. Additional corrections were made for instrumental distortion using a distortion map by R. Galicher (private communication). After corrections, the image was unsharp masked with a large median box of $50 \times 50$ pixels ($1.07 \times 1.07$ arcseconds) to remove the background flux and yet large enough to avoid removing flux for a resolved and diffuse galaxy. Each image was registered to the common centre with sub-pixel accuracy by fitting a gaussian to the quasar’s PSF with the IDL routine `gauss2dfit.pro`. Registration was executed with a custom IDL routine using the IDL function 'rot' with a cubic convolution interpolation method and an interpolation parameter of -0.5.

While very advanced PSF subtraction techniques exist, such as LOCI (Lafrenière et al., 2007), SOSIE (Marois et al., 2010), KLIP (Soummer et al., 2012), TLOCI (Marois et al., 2014) and LLSG (Gomez Gonzalez et al., 2016), we decided to use a simple subtraction algorithm to minimize self-subtraction since the DLA host is likely to be resolved. For our method, a reference PSF for the quasar was created by taking the median of all the science images for each night. This PSF was subtracted from each individual image, significantly removing the quasar’s signal, and allowing the detection of low impact parameter galaxies. ADI has the advantage of offering high correlation between PSFs in consecutive exposures, enabling a precise reconstruction of the overall PSF. Any off-axis point-source light, such as light from a DLA host galaxy, will be mostly median averaged out in the reference PSF and will not be significantly subtracted from the final image. Extended objects, however, will be subject to some self-subtraction. As the quasar image is not moving on the detector during the entire observing sequence, PSF subtraction simultaneously doubles for sky subtraction, resulting in an increased signal to noise over the whole image, not just at the centre where the PSF is subtracted. This allows for substantial time savings during observations since sky images are not required. After PSF subtraction, the images were rotated to north up using the IDL function 'rot' which used the cubic convolution interpolation method with an interpolation parameter of -0.5. The rotated images were then median combined. Since the two nights have different seeing and number of images, it is important to combine them in a way that weights the noise from each night to maximize the detection limit. To achieve this, a final combined image was created from a weighted mean of the images from the two nights. This
was done by scaling the flux of the images to be the same and then combining the images with a weight determined by their signal to noise ratios:

\[ \text{image} = \frac{(a \times \text{snr}_a^2) + (b \times \text{snr}_b^2)}{\text{snr}_a^2 + \text{snr}_b^2}, \]

(4.4)

where \( a \) refers to images from one night, and \( b \) the other. The signal to noise ratios for each image (\( \text{snr}_a \) and \( \text{snr}_b \)) are calculated by dividing the maximum value of the quasar by the standard deviation in an empty annulus around the quasar. The SNR ratio for the 27th to the 26th was 0.599.

### 4.5 Results

The final reduced and combined NIRI image is shown in Figure 4.9, in which 5 objects (A, B, C, D and E) are detected with angular separations from the QSO ranging from 2 to 10 arcsec. Based on previous DLA host galaxy studies, impact parameters are typically a few tens of kpc with higher log N(HI) systems being systematically closer to the QSO (e.g. Møller & Warren 1998, Chen & Lanzetta 2003, Cooke et al. 2010, Monier et al. 2009). Rao et al. (2011) find a median impact parameter for DLA hosts of 17.4 kpc and Reeves et al. (2016) note that DLA discoveries with impact parameters greater than 20 kpc are 'extremely rare'. Larger separations have been concluded to more likely be associated with multiple absorbers (Ellison et al. 2007).

On the basis of these studies, and the high log N(HI) of QSO J1431+3952, an upper limit of \( b = 30 \) kpc, or \( \sim 5 \) arcsec at a redshift of \( z = 0.6 \), will be used to distinguish candidate host galaxies from field interlopers in this study. Three of the five objects in our reduced image (A, B and C) fulfill this impact parameter criterion. Object D is located to the northwest of the quasar at 8.1±0.1" (55.8±0.7 kpc) and object E to the east (9.7±0.07", 66.8±0.5 kpc). Given their large impact parameters, D and E are excluded from further study in this work.

The brightest of the three objects considered in this study, A (at an impact parameter of \( \sim 30 \) kpc), was faintly visible before the raw images had been processed and is also visible in archival SDSS imaging, which we show for comparison in Figure 4.10. This is the same galaxy identified by Ellison et al. (2012) and Zwaan et al. (2015). However, as mentioned above, the photometric redshift of galaxy A (\( z = 0.08 \)) is inconsistent with that of the DLA (\( z_{\text{abs}} = 0.602 \)). Galaxies B and C (at impact parameters \( \sim 15 \) and 17 kpc respectively) are identified in our NIRI image for
the first time. We return to the discussion of the most likely absorber in Section 4.6. The darker arc around object A is due to a residual signature from the median of the object as it is moved in position angle and the dark circular halo is due to the unsharp mask.

![Figure 4.9 Quasar PSF (a), and final reduced image without (b) and with (c) PSF subtraction. Objects considered for this study are marked A, B and C. Two other new objects (D and E) at higher impact parameters are indicated with arrows, but are not considered further in this paper. The central object labeled 'Quasar' in frame (c) is the residual image of the quasar after PSF subtraction. The dark arc around the brightest object in frame (c) is caused by the residual signature from the median of the object as it moved in PA. The faint diagonal line slightly below the quasar in frame (b) is from a detector artifact that was not well subtracted by the dark frame. No large scale structure is seen around objects A, B or C.](image_url)

### 4.5.1 Candidate Galaxy Simulation and host parameters

Having made basic identifications of three candidate absorbing galaxies within our impact parameter search radius, more precise measurements of their magnitudes, locations and FWHM were determined through forward modelling. This technique involved creating replicate objects with varying parameters, inserting them in the individual images and then determining which of the simulated objects best matched the real objects after going through image subtraction and combination. The advantage of this method is that it accounts for any missing flux that is removed with combining the images and PSF subtraction. For example, if an extended object overlaps in adjacent images, some flux would be lost in the final image, and negative wings would be apparent. However, if a model was created for each image, not just
Figure 4.10 Section from an SDSS Image, field 391, run 3813, camcol 3, i-band. The NIRI field-of-view visible for all angles of rotation is indicated by the white circle, which is centred on the quasar. The bright object east of the quasar is not visible in our field of view. Object A in this figure is the same object as the one labelled "A" in Figure 4.9. North is up and East is left.

the combined, it would need to exactly match the actual object to precisely reproduce the final image.

First, the initial parameters of the objects were determined by fitting a 2D gaussian to the three candidate galaxies in the final reduced image. Simulated images were then created by placing 2D gaussian objects created from the initial parameters at the same location as the candidate galaxies in each exposure in an empty frame with the same dimensions as the images. In order to account for nonlinear rotation during the 60 second exposure, instead of placing one gaussian at the object’s location, five gaussians were placed to match the rotation of the parallactic angle, as five was sufficient to span the spread in parallactic angle. This made the model slightly smeared along the direction of rotation. While this wasn’t necessary for the modelling of the fainter objects, B and C, at low impact parameters, it was critical for the brightest object, A, which was at the highest impact parameter. These simulated gaussians, whose total flux was normalized to one, were convolved with the PSF of the quasar. Each simulated frame was then processed in the same manner as the real exposures were – PSF subtraction over the entire image, rotate north up, median combine all exposures from each night and combine nights with a SNR weight. Each
object was multiplied by a scaling factor to best match its intensity to its pair’s real intensity. The simulated image was subtracted from the original image. If the objects had been modelled perfectly, there would be no residual image left and the noise would match the background level. To test this, the standard deviation in a $1.5\lambda/d$ aperture was found at the location of the object and compared to the standard deviation in the noise at a similar sized annulus around the aperture. Each object’s location, FWHM, and scaling factor was adjusted until the noise was minimized in the aperture. For each object, optimization of the parameters reached the background noise level. The parameters from the models that minimized the noise were then taken to calculate the magnitudes and locations for each object. Position angles (PA) were calculated counterclockwise from the North axis.

Since throughput can decrease at low impact parameters, simply measuring the flux at small annuli can be misleading. To adjust for the reduction in throughput due to partial self-subtraction, a calibration was performed by inserting artificial unresolved (FWHM of 0.05") model galaxies (gaussians normalized to one) at different separations from the centre. These models were inserted in the same manner as described above, except that instead of placing the models in the same locations as the objects, they were placed at the same PA with different separations. Measuring the models’ peak flux in the final image, as opposed to the peak flux of the original inserted model gives the percentage of throughput. The throughput was measured for each night separately as the nights had different field-of-view rotations, which effects the throughput. The throughput as a function of radius and model object size can be seen in Figure 4.11. A polynomial was fit to the throughput percentage as a function of separation and was used to adjust each pixel in the original image based on the pixel’s separation from centre of the image. These adjustments were applied to the stacked image from each night before they were combined together. Once each night had been adjusted, they were combined with a weighted mean and the dispersion was calculated at each annulus. The throughput corrections only affected the inner 1 kpc of the image when correcting with a 0.05" FWHM model galaxy. For the final images, a throughput correction using a 0.05" model was applied, although others were tested (Figure 4.11). The unsharp mask removes the low spatial frequencies of the larger, diffuse models, significantly reducing the flux throughput. However, the simulated models for the throughput are smooth gaussians, they are not perfect galaxy analogues; galaxies typically have a higher concentration of light at the core. Thus, these throughput models represent the worse-case-scenario of an extremely diffuse
galaxy with no central bulge. Any real galaxy likely has a more compact profile, and even more structure, like spiral arms, which would increase the throughput and detectability. A more detailed study of throughput using real galaxy images is beyond the scope of this study.

Figure 4.11 Throughput as a function as radius and model object size for both nights. Grey dashed and dotted lines indicate the separate throughput for each night (different FOV rotation) and the coloured line shows the combined throughput. The throughput varies slightly for the different field-of-view rotations. The throughput only drops below 90% for the inner 0.13 arcsec (0.88 kpc) when the model FWHM is 0.05 arcsec. For larger models, the throughput drops significantly with a maximum of 37% for a 0.15” FWHM object.

To determine the uncertainties associated with the astrometric measurements of location, FWHM and the intensity scaling factor from the simulated images, 10 model templates were created in the same manner as described above, except instead of placing the models at the same position angles as the objects, they were placed at different position angles and the separations of the original galaxies. Again, exposures and nights were combined and scaled in the same manner and subtracted from the final image. The locations and FWHM for each of the 10 images were recovered and measured, and their standard deviation was taken as the error. For the magnitude
uncertainty, an additional intensity scale model (at the same scaled intensity of the
model that matched the object) was subtracted from the models at different PA. The
magnitude uncertainty from modelling was added in quadrature with the uncertainty
of the quasar’s magnitude for the total magnitude uncertainty.

The three candidate host galaxies (A, B and C) were characterized using the mea-
surements from the simulated images. To find the galaxies’ magnitudes, the simulated
image was flux calibrated using an image combined without the PSF subtraction and
the quasar magnitude from a photometric catalogue [Schneider et al., 2010]. The
apparent K-band magnitudes of the galaxies A, B and C were 16.74±0.06, 19.8±0.1
and 20.4±0.2 respectively. The impact parameters of the galaxies are 30.370±0.004,
14.7±0.4, 17.3±0.3 kpc, assuming the redshift of the DLA. A full list of the model-
derived parameters can be found in Table 1.3.

The FWHM of the gaussian modelled to each object was used to determine the
angular size of the object. By taking the FWHM found through forward modelling,
we have allowed the FWHM to be a free parameter and thus are able to empirically
derive the object size. The FWHM of the quasar was 0.050” × 0.056”, and is taken
as the final angular resolution achieved with AO, consistent with a diffraction limited
PSF produced by the AO system (theoretical value of 0.067”). Objects B and C
were larger (0.058±0.006” × 0.079±0.008” and 0.075±0.007” × 0.057±0.006”)
than the angular resolution but only in one direction, which suggests these objects may
be elongated. Object A was significantly smaller (0.01±0.03” × 0.01±0.03”) than
the resolution and thus is clearly unresolved. The FWHM sizes of objects B and C
correspond to ∼0.3 − 0.5 kpc. Although these sizes seem quite small for a galaxy at
the redshift of the absorber, it is likely this measurement corresponds to only the
bulge of the galaxy which is bright enough for our detection; the actual galaxy could
be much larger.

4.5.2 Mass Calculations

The K-band magnitudes of the galaxies were converted to approximate stellar masses
using the luminosity to stellar mass relation detailed in [Longhetti & Saracco, 2009].
The conversion derived in this paper is to deal specifically with early type galaxies
and assumes a formation redshift of 4. To convert the magnitudes into masses for a
certain wavelength, $\lambda$, the following equation is used:

$$
\log(M_{\text{gal}}) = \log(M/L_{\lambda}) + 0.4k_{\text{cor}} + 2\log(d_{\text{pc}}) - 2.0 + 0.4M_{\odot} - 0.4m_{\lambda}, \quad (4.5)
$$

where $M/L_{\lambda}$ is the mass to light ratio solar units, $k_{\text{cor}}$ is the k-correction, $d_{\text{pc}}$ is the distance in parsecs, $M_{\odot}$ is the absolute magnitude of the Sun, and $m_{\lambda}$ is the apparent magnitude of the galaxy. $k_{\text{cor}}$ is calculated with the absorber redshift and parameters detailed in Longhetti & Saracco (2009). For the K-band, $M_{\odot}$ is 3.41 (Allen, 1973). The mass to light ratio assumes the redshift ($z$) derived from the DLA spectra and various initial mass functions (IMF):

$$(M/L_{\lambda}) = a_0 + a_1 z + a_2 z^2 + a_3 z^3, \quad (4.6)$$

where the coefficients $a_i$ are parameterized for six different IMF models. For a Chabrier IMF and Bruzual & Charlot (2003) models, the coefficients in order are: 0.03, 0.10, -0.008, 0.0004. The Chabrier model based on code from Bruzual & Charlot (2003) is used throughout this paper for comparison with models from Christensen et al. (2014) and Maiolino et al. (2008). Log stellar masses of 11.1, 9.9 and 9.7 M$_{\odot}$ are calculated for objects A, B and C respectively. Systematic uncertainties in mass-luminosity relationships due to stellar population synthesis (SPS) and IMF models can be hard to quantify. Previous studies have documented uncertainties to be $\sim$0.2 dex (Bell et al., 2003; Mobasher et al., 2015; Mendel et al., 2014) to upwards of $\sim$0.3 dex (Conroy et al., 2009). The difference in masses for the objects presented in this paper, calculated with different IMF models and codes, yield a spread in 0.18 – 0.19 dex, which is comparable to previous works. Longhetti & Saracco (2009) derive their mass retrievals for their mass estimators using two mock galaxy catalogues. For the K-band mass estimates used in this paper, Longhetti & Saracco (2009) find 1σ errors of $\sim$30% from their mock galaxy catalogues. These errors are similar though slightly larger to the results of other studies, perhaps due to Longhetti & Saracco’s (2009) use of only one band whereas other studies looked at multiband SED fitting. We adopt a conservative 30% systematic error which is added in quadrature to the photometric error in calculating the final mass with uncertainty. A list of the masses and their uncertainties for each object can be found in Table 4.3.

To check if the assumptions under the Longhetti & Saracco (2009) were valid, the masses and magnitudes obtained for each object were checked with galaxies in the GOODS-S, GOODS-N and UDS fields in the 3D-HST catalogue (Skelton et al., 2014).
Galaxy masses in this catalogue are calculated with the FAST code (Kriek et al. 2009) using the Bruzual & Charlot (2003) stellar population synthesis model library with a Chabrier IMF at solar metallicity. Spectroscopic redshifts were used when available, and photometric redshifts when spectroscopic data was unavailable for dim objects. Compared with the Longhetti & Saracco (2009) estimates, the 3D-HST catalogue shows lower masses at brighter magnitudes (see Figure 4.12). However, objects B and C are consistent with the 3D-HST galaxies, suggesting that the mass estimate is within reason.

![Figure 4.12](image)

Figure 4.12 Objects from this study shown with galaxies from the 3D-HST catalogue. Galaxy colours indicate the redshift of the galaxy. Shapes are indicative of the different fields from the catalogue.

Our derived sizes and masses can be compared to known galaxy scaling relations. In the local universe, galaxies with masses similar to objects B and C ($\log(M_\ast) = 9.9$ and 9.7 $M_\odot$ respectively) are found to have effective radii of 1 – 1.5 kpc, in contrast to the measured FWHM values of 0.3 – 0.5 kpc. However, at higher redshifts, galaxies tend to be more compact, with sizes up to a factor of two smaller at $0.5 < z < 1$ than in the local universe (Fan et al. 2010 and references therein). The sizes measured for our galaxies are therefore plausibly in the range expected at these redshifts. Indeed, in van der Wel et al. (2014) there are several cases of $\sim 10^{10} M_\odot$ galaxies with sizes less
than 0.5 kpc at intermediate redshifts. We conclude that the sizes derived from our observations are not in conflict with galaxy size-mass relations at $z \sim 0.6$, supporting their candidacy as the absorbing galaxy.

### 4.5.3 Sensitivity Curves

With formulations connecting K-band magnitudes and stellar mass, it is possible to assess the sensitivity of our observations to detections as a function of $M_*$ and impact parameter. The detection limits were found by calculating the dispersion in a $1.5\lambda/D$ width annulus using the IDL `robust_sigma.pro` routine using the final image that had been throughput corrected (see Section 4.5.1) so as to accurately reflect the sensitivity at low impact parameters. The dispersion was flux normalized to the quasar’s flux and converted into apparent magnitude. A five sigma detection level, or five times the dispersion of the background flux, is assumed to ensure detection.

The sensitivity curve is shown in Figure 4.13, where the hashed region shows the combination of K-band magnitude and impact parameter of galaxies that could not have been detected in our final image. For images that have not been PSF subtracted, the limit for detection is noticeably shallower, especially at low impact parameters, i.e. the PSF subtraction dramatically helps increasing detectability at low impact parameters where DLA hosts are most likely to be. The PSF subtraction additionally helps at larger radii where it acts as a background sky subtraction, which is why the PSF subtracted sensitivity curve never overlaps the non-PSF subtracted curve. The three galaxies (A, B and C) within our impact parameter threshold are shown as star symbols, where the errors are typically smaller than the symbol size. We note that the range of $M_*$ and impact parameter space in which candidates could have been detected extends to even lower values than those exhibited by the galaxy candidates detected in this study. For example, we could have detected a $10^{9.2} M_\odot$ galaxy (approximately 1/10 the mass of the Milky Way) as close as 0.5 arcsec (3.4 kpc). At impact parameters beyond $\sim 6$ kpc, our mass sensitivity plateaus at $\sim \log 10^{9.0} M_\odot$. However, a caveat to this method of deriving sensitivity curves is that it is more accurate for galaxies that are close to being unresolved point sources, as extended galaxies with more diffuse emission are harder to detect after PSF subtraction. This is shown with the three red curves which use model galaxies of 0.05” to 0.30” FWHM to correct for throughput (see Section 4.5.1). For throughput correction with a larger (0.30’’), diffuse model galaxy, the detection limit decreases by an of magnitude. Although this
may seem significant, this is a worse-case scenario as most galaxies will not be entirely diffuse and would still have a visible dense core or spiral arms. For comparison, Figure 4.13 also shows the positions of DLA host galaxies detected in Rao et al. (2011) for comparison. Host galaxies were only selected from Rao et al. (2011) if they had K-band magnitudes, b < 10 arcsec, and have been confidently identified using spectroscopic redshift, photometric redshift or colours.

Figure 4.13 Parameter space sensitivity for DLA host detection using the methods presented in this paper. The red curve indicates the detection limits of this study, such that objects with combinations of K-band magnitude and impact parameter in the hashed region could not have been detected. The three red lines indicate the detection limits after correcting throughput for different model galaxy FWHM sizes. The blue curve shows the detection limit for the final image that has not been PSF subtracted and with a throughput correction of a 0.05" model galaxy. The quasar’s PSF limits the detection level, particularly at low impact parameters. Masses on the right hand y-axis were converted from the apparent magnitudes on the left hand y-axis using the method of Longhetti & Saracco (2009) described in Section 4.5.2. The three detected galaxies within our impact parameter threshold are shown at their measured magnitudes (and stellar mass equivalent) and separations as star symbols. All magnitudes are in the K-band; photometric errors are typically smaller that the symbol. For comparison, we also show previously identified DLA host galaxies compiled in Rao et al. (2011).
4.6 Discussion

Until now, the only object previously identified within 50 kpc of the J1431+3952 quasar sightline was object A (Ellison et al., 2012; Zwaan et al., 2015), see Figure 4.10. Since it has been previously proposed (Kanekar et al., 2009) that DLAs with low spin temperatures and high metallicities such as this one are associated with relatively luminous disk galaxies, object A, which we have estimated in this work to have a stellar mass log \((M_\star / M_\odot) \sim 11\) might initially seem like a compelling candidate. However, its low photometric redshift \((z = 0.08, \text{Ellison et al., 2012})\) is inconsistent with the DLA redshift \((z_{\text{abs}} = 0.602)\). The photometric redshift was based on limited SDSS photometry, so it is nonetheless interesting to further explore the possibility of A as the DLA host. With the identification of additional candidates B and C, we can further explore the likelihood of each as the absorbing galaxy, by considering scaling relations of various physical properties.

We begin by exploring the trend between impact parameter and neutral hydrogen column density of DLA hosts. This trend has previously been noted by several studies which find an inverse correlation between the neutral hydrogen column density and impact parameter (e.g. Krogager et al., 2012; Möller & Warren, 1998; Péroux et al., 2011; Monier et al., 2009; Rao et al., 2011; Christensen et al., 2007). For example, Rao et al. (2011) report the anticorrelation at a 3σ level significance. Figure 4.14 shows the results from our study combined with previously identified and confirmed DLA hosts (Chun et al., 2010; Péroux et al., 2011; Krogager et al., 2012; Fumagalli et al., 2010). Objects B and C are consistent with the general anti-correlation seen in previous studies, whereas object A is at a significantly higher impact parameter than would be expected for its N(HI), even given the high spread in the trend. In addition to its inconsistent photometric redshift, Figure 4.14 therefore adds further evidence against object A being the DLA host.

Luminosity or stellar mass-metallicity (MZR) relations have been well studied across a range of redshifts starting with Lequeux et al. in 1979. Based on the high \(z\) mass-metallicity relation described in Maiolino et al. (2008), Christensen et al. (2014) established the relationship for DLAs at a range of redshifts and derived a correction for the impact parameter. Specifically, Christensen et al. (2014) add 0.022\(b\) (where \(b\) is the impact parameter in kpc) to the absorption line metallicity to account for

\(^3\)Results in Abazajian et al. (2009) indicate that SDSS galaxies assigned a photometric redshift of 0.1 never have spectroscopic redshifts above 0.3.
Figure 4.14 Impact parameter plotted with log HI column density for the three objects in this study as well as four other studies (Chun et al., 2010; Peroux et al., 2013; Krogager et al., 2012; Fumagalli et al., 2010).

Figure 4.15 shows the three candidate DLA galaxies from our study compared with the mass-metallicity relation from Maiolino et al. (2008). We adopt the common approach of using zinc as our elemental tracer of metallicity, using the metallicity reported in Ellison et al. (2012). Without any correction for impact parameter, the absorption line metallicity of the DLA combined with the stellar masses of the 3 candidate host galaxies identified in this study all fall below the mass-metallicity relation presented in Maiolino et al. (2008), as shown by open stars in Figure 4.15. After the application of the impact parameter correction to the metallicity, all of the candidate host galaxies move closer to the expected MZR, although none are a particularly good match. Christensen et al. (2014) find a scatter in their relation of 0.39 dex in log $M_{DLA}^*$ which encapsulates only object C.

An alternative way to use the MZR relation is to assume that the host galaxy follows the relation derived by Christensen et al. (2014), and use the absorption line metallicity to determine the predicted stellar mass as a function of impact parameter. This calculation is shown in Figure 4.16 as a dashed line, over-plotted with our sensitivity curve. Figure 4.16 shows that if the host galaxy follows the impact-parameter dependent MZR derived by Christensen et al. (2014), it would have been detectable...
Figure 4.15 MZR fits from Maiolino et al. (2008) plotted with the objects from this study (open stars). Once impact parameter adjustments from Christensen et al. (2014) have been applied (filled stars), the objects are closer to the established MZR. Zinc measurements from Ellison et al. (2012) are used as a proxy for metallicity for the three objects. DLAs from Christensen et al. (2014) with \( z < 1 \) (median \( z = 0.52 \)) are shown as grey circles for comparison.

only if \( \log M_*/M_\odot > 9 \), with corresponding impact parameter > 30 kpc. Although we do have two further detections in the NIRI field at larger impact parameters (objects D and E), we have shown in Figure 4.14 that DLAs with column densities as high as the sightline studied here (\( \log N({\text{HI}}) = 21.1 \)) are rarely found at high impact parameters.

Although the dashed line in Figure 4.16 may seem to imply that our study is not particularly sensitive to galaxies on the MZR for this DLA, significant scatter may be expected. We therefore use the sample of DLAs in the redshift range \( z = 0.3 - 0.9 \) with zinc detections (for metallicity comparison) from Berg et al. (2015) to gauge the possible scatter around Christensen et al. (2014)'s best fit relation. The result is shown in the gray shaded region in Figure 4.16 in which it can be seen that host galaxies with sufficiently high metallicities following the MZR would be detectable to separations as low as 1.7 kpc for true point source galaxies. Moreover, galaxies B and C lie inside this shaded region, implying that they are plausible candidates for the DLA host.
The sensitivity limits shown here were derived for a 16th magnitude (R-band) quasar observed with an 8-meter telescope. Observing fainter quasars would increase detection limits in the region limited by quasar PSF residual (i.e. the inner one arcsecond). However, the current limits of AO require a 17.5 magnitude quasar or nearby star for tip-tilt corrections. The rest of the image outside of one arcsecond, which is background noise limited, could be improved with longer integrations, as contrast increases with the square root of integration time. As the next generation of thirty-meter telescopes become available, larger apertures will increase resolution and allow for quasars 16 times fainter to be observed with AO, allowing for detections of host DLA at 3 times lower impact parameters and 16 times fainter (3 mag deeper contrast) in the background-limited regime.

![Figure 4.16](image)

Figure 4.16 If we look at the sensitivity curves as a function of physical separation, we can see that assuming the DLA host follows the Christensen et al. (2014) MZR with the redshift and metallicity fixed to the DLA (grey dashed line), the host would only have been detected in this study if its stellar mass log (M/\(M_\odot\)) was greater than 9 and separation greater than 30 kpc. The grey shaded region shows a range of MZR for other known DLA hosts in the redshift range \(z = 0.3 - 0.9\) (DLA catalogue from Berg et al., 2015). DLA hosts following the MZR could be detected with the techniques described in this paper at impact parameters low as 1.7 kpc. For the redshift range selected, changes in the conversion of arcsec to kpc is negligible for the sensitivity curves.
From comparisons to scaling relations between impact parameter and N(HI), and stellar mass with metallicity, we have shown that galaxies B and C (log \( \text{M}_\star/\text{M}_\odot = 9.9, 9.7 \) respectively) are plausible candidates for the host galaxy of the DLA towards J1431+3952. Alternatively, the host could be an as yet unidentified galaxy with relatively low stellar mass, with the MZR constraining the limit to be log \( \text{M}_\star/\text{M}_\odot < 9 \). In none of these scenarios is the host galaxy particularly massive, falling several times below the mass of the Milky Way. Kanekar & Chengalur (2003) noted that low \( T_s \) DLAs tend to be associated with luminous (\( l \sim L_\star \)) galaxies. The DLA towards J1431+3952 appears to be an exception to this trend.

We finish this discussion with a review of several caveats to the mass determinations presented here, such as the adopted mass-light ratios which rely on the assumption of an early type galaxy. Early types have effectively no dust, so using the K-band magnitude can work well as an overall magnitude estimator (K. Thanjavur 2015, private communication). Younger galaxies have more dust and are more prone to extinction effects which can lead to an underestimate of magnitude and thus an underestimate of the mass. The derivations were also done for a specific formation redshift, though Longhetti & Saracco (2009) mention they find similar results for different formation redshifts out to \( z_f = 6 \). There is also significant uncertainty in the mass calculation, most of which comes from uncertainty in the stellar modelling and the availability of only K-band photometry. The noise is also a strong contributor.

Table 4.3 Candidate Galaxy Characteristics

<table>
<thead>
<tr>
<th>Object</th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image</td>
<td>![Image A]</td>
<td>![Image B]</td>
<td>![Image C]</td>
</tr>
<tr>
<td>Magnitude (K band)</td>
<td>16.74±0.06</td>
<td>19.8±0.1</td>
<td>20.4±0.2</td>
</tr>
<tr>
<td>Impact Parameter (arcsec)</td>
<td>4.4260±0.0006</td>
<td>2.14±0.06</td>
<td>2.52±0.05</td>
</tr>
<tr>
<td>Impact Parameter (kpc)</td>
<td>30.370±0.004</td>
<td>14.7±0.4</td>
<td>17.3±0.3</td>
</tr>
<tr>
<td>Position Angle (deg)</td>
<td>251.701±0.009</td>
<td>2.61±0.08</td>
<td>289.32±0.07</td>
</tr>
<tr>
<td>Log Mass (M_\odot)</td>
<td>11.1±0.4</td>
<td>9.9±0.5</td>
<td>9.7±0.7</td>
</tr>
</tbody>
</table>

Note. — Impact parameter in kpc calculated assuming the redshift of the absorber.
for calculating the flux from less luminous candidate galaxies. Ultimately, photometric observations in additional bands are necessary to ascertain the true mass of the galaxies through spectral energy distribution calculations and spectrometry is needed for accurate redshift assessment of the candidate host galaxies.

4.7 Conclusion

The first application of ADI to direct imaging of DLA galaxies has resulted in three candidates (within 5 arcsec, or 30 kpc at the redshift of the absorber) for the $z_{\text{abs}} = 0.602$ DLA seen in the quasar J1431+3952. Determination of the sensitivity curve for our observations indicates that we could have detected a galaxy whose stellar mass was as low as $10^{9.4} M_\odot$ at a separation of 3.4 kpc, or $\sim 10^{9.0} M_\odot$ beyond $\sim 6$ kpc. Based on the K-band photometry of our NIRI observations, we determine stellar masses of $\log (M_*/M_\odot) = 9.9, 9.7$ and 11.1 for the three candidates, which are located at impact parameters of 15, 17 and 30 kpc respectively. The two galaxies at the lowest impact parameters are new detections in our NIRI data. Based on a photometric redshift of $z = 0.08$ (Ellison et al. 2012), the unresolved nature of the object, and inconsistency with the N(HI) – impact parameter relation (e.g. Krogager et al. 2012; Christensen et al. 2014), we conclude that the DLA is not associated with the highest mass, largest separation of the three candidates. The remaining two galaxies are consistent with these scaling relations and therefore represent plausible candidates for the DLA host. Follow-up spectroscopy is required to confirm the redshifts of the remaining two candidates and observations in just one additional band would allow for additional mass-luminosity constraints (Bell & de Jong 2001). Our results indicate that despite its low spin temperature, the host galaxy of this DLA is unlikely to be of high stellar mass (or luminosity).

Since current technology limits our seeing to dwarfs in the Milky Way’s local group, we have a limited understanding of dwarf galaxies across time. Even if a bright galaxy is imaged at the right redshift and assumed to be a DLA host, the DLA could instead be originating in a satellite dwarf that is far below the threshold for detection. Although much progress has been made in identifying DLA hosts, there is still a long way to go in understanding the full picture of DLAs.
Chapter 5

Summary

High contrast regions in our universe hold much to be discovered and understood. Through the use of techniques like angular differential imaging, we can begin to delve into these areas of study. The work presented here has shown the applications of angular differential imaging ranging from nearby stars to the distant universe. This chapter presents a summary of these diverse applications.

The original application of ADI had the intent of discovering new planets. Chapter 2 presented new ways to optimize exoplanet detection with the TLOCI algorithm. In a large survey, like GPIES, it is important to be able to detect the full spectrum of planet types with efficiency. Parameter optimization tests were run with TLOCI to identify the optimal settings. Results indicated that a standard matrix inversion, a moderate aggressivity (0.7) and a small unsharp mask (5 pixels) were the best settings to optimize planet detection. At least two planet spectra (T2 and T8) should be used in iteration with the TLOCI algorithm in order to boost the SNR needed to detect faint new planets. Although these settings have been found to generally give the best SNR results, factors which change between datasets, such as field-of-view rotation and seeing conditions, can effect which settings will optimize the SNR in that particular dataset. The optimized parameters have already been incorporated into TLOCI reductions of GPIES data. Future versions of TLOCI may include annuli-specific parameter optimization to help adjust for intra-image variations.

Stepping away from the optimizations of TLOCI brings us to work done with GPIES. In Chapter 3, new observations of the substellar object HD 984 B were presented. HD 984 was observed with GPI in August 2015 and the substellar companion was observed in H and J bands. The separation and position angles were found to be $216.3 \pm 1.0$ mas and $83.3 \pm 0.3^\circ$ (H band), and $217.9 \pm 0.7$ mas and $83.6 \pm 0.2^\circ$ (J band).
band). The astrometry from these observations combined with archival astrometry from 2012 and 2014 epochs helped constrain the companion’s motion to an \( \sim 18 \) AU, 70 year orbit, at a 68\% confidence interval between 12 and 27 AU, with an eccentricity of 0.24 and inclination of 118\degree. Spectral analysis found the best match type to be a M7\( \pm 2 \), in agreement with the best match (M6.0\( \pm 0.5 \)) reported in the discovery paper (Meshkat et al., 2015). The J and H band magnitudes of 13.28\( \pm 0.06 \) and 12.60\( \pm 0.05 \) were used to calculate the luminosity (log(\( L_{\text{Bol}}/L_\odot \)) = \(-2.88 \pm 0.07 \) dex) and age dependent mass (34\( \pm 1 \) M\( \text{Jup} \) at 30 Myr to 94\( \pm 4 \) M\( \text{Jup} \) at 200 Myr) using DUSTY models. DUSTY models of H band magnitudes gave a temperature of 2545\( \pm 28 \)K to 2896\( \pm 31 \)K (for an age range of 30 – 200 Myr), while a spectral type-to-temperature conversion gave T\(_{\text{eff}}\) = 2673\( \pm 175 \) K. J band magnitudes yield a DUSTY model temperature of 2458\( \pm 32 \)K to 2800\( \pm 37 \)K over the same age range. Additionally, we presented a method of splitting the spectra into low and high spatial frequencies to reduce spectral covariance and allow for proper noise statistics and improved \( \chi^2 \) analysis. This method may prove useful with future K band data, where narrow spectral features, such as CO, can be identified and fitted.

ADI has clearly proven to be an effective tool in finding small, dim objects in our galaxy, but as Chapter 4 shows, ADI is also a powerful way to discover new galaxies outside our local group. This chapter presented the first application of ADI to direct imaging of DLA galaxies. Often the overwhelming brightness of a quasar makes it impossible to see the host DLA galaxy that is evident in the quasar spectrum. The quasar J1431+3952 was imaged in the K band using ADI and a laser guide star system at Gemini North and processed with a simple PSF subtraction. The application of ADI was shown to be successful with three candidates discovered within 5 arcsec (30 kpc at the redshift of the absorber). Stellar masses of log (M\(_*\)/M\( \odot \)) = 9.9, 9.7 and 11.1 were found for the three candidates, which are located at impact parameters of 15, 17 and 30 kpc respectively. From inconsistencies with the photometric redshift, mass–metallicity and N(HI)–impact parameter relations, it is unlikely that the most massive object is associated with the DLA. However, follow-up spectroscopy is required to identify the true host absorber. Sensitivity curves generated from the imaging data indicate that future detections in similar systems could detect a galaxy whose stellar mass was as low as 10\(^{9.4} \)M\( \odot \) at a separation of 3.4 kpc, or \( \sim 10^{9.0} M_\odot \) beyond \( \sim 6 \) kpc.

As the next generation of extremely large telescopes come online, future observations of exoplanets, brown dwarfs and DLAs will be able to reach to deeper contrasts and smaller impact parameters. The Thirty Meter Telescope is projected to see first-
light in 2024 an the James Webb Space Telescope (JWST) expected to launch in 2018. JWST will have unmatched infrared sensitivity and will be capable of transit spectroscopy with the goal of looking for atmospheres similar to Earth’s. It will additionally be equipped with a coronagraph to enable direct imaging of exoplanets and near and mid-infrared detectors to probe a wide range of spectral signatures in the exoplanetary atmospheres.

From near to far and small to big, ADI has proven to be a robust tool for new discoveries in our universe. GPIES continues to make observations using ADI and process data with TLOCI and other PSF subtraction algorithms. And now that ADI has shown its worth in imaging DLA hosts, it can be used in future DLA imaging. As the next generation of thirty-meter telescopes come online, larger apertures will allow for the detection of even fainter objects. Teasing apart the light in these high contrast regions allows us to slowly understand more about these subjects in the never-ending quest to better understand the universe.
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