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ABSTRACT

Traffic modeling in computer networks has been researched for decades. A good model should reflect the features of real-world network traffic. With a good model, synthetic traffic data can be generated for experimental studies; network performance can be analysed mathematically; service provisioning and scheduling can be designed aligning with traffic changes. An important part of traffic modeling is to capture the dependence, either the dependence among different traffic flows or the temporal dependence within the same traffic flow. Nevertheless, the power of dependence models, especially those that capture the functional dependence, has not been fully explored in the domain of computer networks.

This thesis studies copula theory, a theory to describe dependence between random variables, and applies it for better performance evaluation and network resource provisioning. We apply copula to model both contemporaneous dependence between traffic flows and temporal dependence within the same flow. The dependence models are powerful and capture the functional dependence beyond the linear scope. With numerical examples, real-world experiments and simulations, we show that copula modeling can benefit many applications in computer networks, including, for example, tightening performance bounds in statistical network calculus, capturing full
dependence structure in Markov Modulated Poisson Process (MMPP), MMPP parameter estimation, and predictive resource provisioning for cloud-based composite services.
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**Notation of Chapter 6**

\( d \) Scaling delay

\( \beta \) Capacity unit

\( \gamma_j \) Current capacity for VF \( j \)

\( \mu_j \) Capacity level for VF \( j \)

\( S_c \) Copula-based scaling matrix

\( S_u \) Utilization-based scaling matrix

\( S_g \) Integrated scaling matrix

\( \varrho \) Utilization of queueing system

**Notation of Chapter 7**

\( u_i(\hat{u}_i) \) Marginal (empirical) distribution value of \( A_i \)

\( \xi_i(\hat{\xi}_i) \) (Empirical) copula value of \( A_i \) and \( A_{i+1} \)

\( W_1, W_2 \) Objective function to minimize in two-step matching
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
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<td>Step-size of gradient descent</td>
</tr>
<tr>
<td>$\Theta_1^{(r)}, \alpha^{(r)}$</td>
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<tr>
<td>$H$</td>
<td>Coefficient matrix for copula matching</td>
</tr>
<tr>
<td>$E$</td>
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</tr>
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<td>$b$</td>
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</tr>
<tr>
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</tr>
</tbody>
</table>
ACKNOWLEDGEMENTS

I would like to thank:

my supervisors, Dr. Kui Wu and Dr. Venkatesh Srinivasan, for giving me the strong support and guidance during my PhD. Whenever I am stuck with a research problem or have questions about research, you are always open to help me. Your continuous advising and mentoring in the fast four years are of great value to me. I am deeply grateful and happy to pursue a PhD degree under your supervision.

my husband, Dr. Cheng Chen, for your love. You have always been with me through all those tough moments. Your encouragement always gives me the passion and strength to pursue what we believe and what we value the most. Your companionship makes our life wonderful and full of happiness.

my family, for your unconditional love and companionship. You are always there to share and witness every moment of my life even though we are not living in the same country. I feel sorry that we don’t have much time together physically these years. I would like to express my sincere appreciation for your support and encouragement during the years of my education.

my labmates and friends, for sincere friendship, your valuable advice and help, and the unforgettable moments we have spent together.
DEDICATION

To my family.
Chapter 1

Introduction

In this chapter, we describe the motivation for applying copula theory in the computer network domain, and explain our research goals and contributions.

1.1 Motivation

In the modern society, our daily life heavily depends on computer networks. Everyday, tremendous network traffic is transmitted in both local area networks and the Internet for various applications. Whenever we transmit files between hosts, access a remote computer, visit a website, or watch a video online, network packets are generated and transmitted on networks. As more and more applications are emerging over the Internet, there is a high demand to explore accurate and robust models for network traffic flows.

In many cases, a good network traffic model is a prerequisite for research in computer networks. A good network traffic model means that the model can characterize and mimic specific real network traffic well. A good model can identify specific network traffic [57], simulate the traffic similar to the real traffic [48], and analyse the network performance [9].

Network traffic models can be divided into two groups: the models for statistical properties, such as mean, variance, skewness [21], and the models for dependence, such as covariance and correlation [46, 53]. The dependence modeling is of great significance to characterize network traffic and deepen our understanding of network traffic from a different angle. Considering the period of FIFA World Cup or Olympic Games, hundreds of thousands of people may visit the same website to watch the
game videos from home computers. When modeling the network traffic flows sent from home computers to the designed server, we cannot just add up the models of each individual flow, rather we need to take the dependence among the constituent flows into consideration. A dependence model between traffic flows will lead to a more accurate model for the aggregate flow and help to improve the analysis of network performance. In another example where there is a single traffic flow from a source to a destination, understanding the dependence between its arrivals over different times is important to predict future arrivals or detect abnormal events [4].

The two scenarios we consider above show the impact of two categories of dependence in network traffic, the contemporaneous dependence and the temporal dependence. The contemporaneous dependence is the dependence between arrivals from different traffic flows, while temporal dependence is the dependence between arrivals from the same traffic flow but over different times. Both contemporaneous and temporal dependencies in network traffic are non trivial to model. The contemporaneous dependence in network traffic is normally ignored for ease of analysis. Network performance analysis under stochastic network framework suffers from this ignorance and leads to a loose bound on network delay or backlog in practice [44]. The temporal dependence in one network traffic flow has existing solutions that are mostly based on the covariance or correlation [53]. However, the covariance or correlation can only measure the linear dependence, which discards abundant dependence information carried by traffic flows. We take the traffic trace BCpAug89 [32] as an example. Fig. 1.1 shows the scatter plot of the successive arrival counts (number of arrivals) every second. The shape of the scatter plot shows the dependence between successive arrival counts. From the figure, the linear dependence only considers the projection of all the points onto a straight line, while neglecting their (varying) vertical distances to the line. Therefore, linear dependence measures, such as covariance and autocorrelation, only measure the dependence partially, and are far from sufficient to reflect the complex dependence structure.

With the significance of network dependence modeling and the lack of rich models that capture the full spectrum of dependence structures, we are motivated to apply an advanced tool, copula, to model the functional dependence of network traffic and apply the new model to improve network studies. Copulas, as the term indicates, are functions that join one-dimensional marginal distributions to multivariate distributions. As an effective mathematical tool to capture dependence, copulas have been very popular in the domain of financial analysis, especially for risk manage-
ment. To estimate the market risk appropriately, more than one assets need to be considered. Copulas are shown flexible and useful to measure the dependence between assets\[67, 40]\ and the dependence along the time series of a single asset\[66, 65, 71]\.

Although copulas have been considerably researched in the finance domain, they are quite new and rarely exploited in other domains. In recent years, researchers attempt to extend the usage of copulas in other areas. Specifically, copulas are used in the telecommunication networks domain to model the shortest-path trees\[60]\, and in the agriculture domain to model the dependence between energy and agricultural commodities\[50, 49]\.

To the best of our knowledge, copulas are seldom applied in computer networks domain, though dependence modeling of network traffic attracts a lot of attention and is considered of great significance for the examination and improvement of the network performance\[46]\.

1.2 Research Goals

This thesis applies copulas to improve both contemporaneous and temporal dependence modeling of network traffic, which could further benefit the applications relying on dependence. Specifically, the research goals are described as follows:

1. **Contemporaneous dependence modeling**: Model the contemporaneous dependence between network traffic flows with copula. Contemporaneous dependence modeling is integrated to a network analysis framework, stochastic network calculus (SNC). With the contemporaneous dependence captured, the derived performance bounds would be tighter and more accurate.
2. **Temporal dependence modeling**: Model the temporal dependence for network traffic flow with copula. The temporal dependence in terms of copula can be used to improve the following network applications:

- **Network traffic prediction**: By understanding the temporal dependence of network traffic, we can find a solution to predict the future arrivals based on current observations.

- **Cloud service provisioning**: This application is based on network traffic predictions. Cloud service can be better offered according to the requested amount. Designing an effective service provisioning strategy based on prediction of requested amount is a goal in this context.

- **Parameter estimation problem**: We propose a parameter estimation method for a widely-used network traffic model, Markov Modulated Poisson Process. The parameters will be estimated by matching statistical moments and temporal dependence, separately. We study both theoretical and parametric copulas for MMPP and design a method for fast and accurate parameter estimation.

### 1.3 Contributions

The thesis makes the following contributions:

1. **Copula analysis for contemporaneous dependence in statistical network calculus**
   
   In Chapter 3, we integrate copula into the framework of SNC and make the following contributions:
   
   - we augment the power of SNC with copula analysis to utilize the dependence structure between traffic flows. In particular, copula analysis can be integrated into the SNC framework to provide tighter performance bounds. Such analysis offers extra benefit in inferring the adaptive behavior of some proprietary systems.
   
   - Using copula analysis, we show the range of stochastic bounds that SNC can achieve. This discovery has a deep implication in the future design of flow scheduling or input buffering methods.
A real-world case study as well as simulation evaluation demonstrate the practicality of copula analysis and its improvement over the performance of SNC that is oblivious to the dependence structures between flows.

2. **Copula analysis for temporal dependence of Markov Modulated Poisson Process**

In Chapter 4, we fully study the temporal dependence of Markov Modulated Poisson Process and makes the following contributions:

- We use copula to analyse the dependence structure of MMPP traffic. The copula-based dependence reveals richer information of temporal dependence and is more powerful than the commonly-used measures, covariance and correlation.
- We give the exact form of temporal dependence of MMPP with arbitrary number of states. This is the first theoretical result on the functional temporal dependence of multi-state MMPP.
- We propose a way to construct copula for superposition of MMPPs. Recursive algorithms are designed to calculate the numerical values of copulas.
- We propose parametric copula modeling method for both single MMPP and superposition of MMPPs.

3. **Application of MMPP copula for traffic prediction**

In Chapter 5, we apply MMPP copula for network traffic flow prediction and make the following contributions:

- We introduce MMPP traffic prediction based on either theoretical copulas or parametric copulas.
- We demonstrate applications of MMPP copula on both real-world traffic traces and simulated traffic traces. Both single MMPP flow and superposition of multiple MMPP flows are studied.
- Case studies show that our copula-based traffic prediction method is more accurate and stable than existing methods.

4. **Application of MMPP copula in collaborative auto-scaling of cloud service**

In Chapter 6, we apply MMPP copula in composite cloud service system to
design effective service provisioning strategy and make the following contributions:

- We introduce a novel approximation approach that transforms the time-ordered, spatially distributed calls to virtual functions (VFs) into a Markov Modulated Poisson Process (MMPP). This method solves the challenging problem in performance modeling of composite service, where the workflow of a task may pass through multiple VFs in an arbitrary order. By analysing the performance of MMPP input into a virtual queue, we can easily estimate the performance of composite services.

- To address the difficulty that the amount of calls at different VFs might scale up differently, we introduce a copula model to capture the stable dependence structure, even if the amount of calls to different VFs may scale up differently. This unique feature greatly simplifies the dependence modeling, since there is no need to rebuild the dependence model when the total amount of service calls varies.

- Cloud brokerage needs a mechanism to carefully balance the cost of purchasing VF resources and the QoS of composite service. As such, we propose a tiered, collaborative resource auto-scaling strategy, based on the predictive power of the copula model.

5. Application of MMPP copula in parameter estimation
   In Chapter 7, we apply MMPP copula to develop a fast and accurate estimation method to learn parameters of MMPP, and make the following contributions:

- We model the joint behavior of successive arrival counts in terms of their marginal distribution and copula. The theoretical forms of marginal distribution and copula of arrival counts in MMPP lay solid foundation for parameter estimation.

- Based on the MMPP copula, we propose a two-step estimation algorithm, MarCpa, to estimate MMPP parameters by matching marginal and matching copula separately.

- Case studies with a large number of simulations demonstrate that our proposed method is more efficient and accurate than existing estimation methods that learn MMPP parameters from arrival counts.
1.4 Publications


Chapter 2

Preliminaries on Copula Theory

2.1 Definitions and Basic Properties

We start with the definition of copulas and three core theorems.

Definition 1. (Copulas) A 2-dimensional copula is a function $C$ having the following properties [59]:

1. Its domain is $[0,1] \times [0,1]$;

2. $C$ is 2-increasing, i.e., for every $u_1,u_2,v_1,v_2 \in [0,1]$ and $u_1 \leq u_2, v_1 \leq v_2$, we have $C(u_2,v_2) - C(u_2,v_1) - C(u_1,v_2) + C(u_1,v_1) \geq 0$.

3. $C(u,0) = C(0,v) = 0$, $C(u,1) = u$, $C(1,v) = v$, for every $u,v \in [0,1]$.

The function is called a subcopula if it has the second and the third properties of copula, but its domain is $b_1 \times b_2$, where $b_1$ and $b_2$ are subsets of $[0,1]$ containing 1 and 0.

By definition, a copula is essentially the joint distribution function of two random variables, denoted by $U$ and $V$, that follow uniform distributions on the interval $[0,1]$. That is, $C(u,v) = F_{UV}(u,v)$ where $U \sim \text{Uni}(0,1), V \sim \text{Uni}(0,1)$ and $F_{UV}$ is their joint distribution. An example is given in Example 1 to visualize the idea. In the example, the scatter plot shows the way $U$ and $V$ jointly distribute; In other words, the plot suggests the relationship between $U$ and $V$. Different relationships will lead to different copulas. Therefore, the shape of a scatter plot of $U$ and $V$ indicates copula. Both scatter plot and contour are widely-used ways to visualize a copula.
Example 1. Consider two random variables $U$ and $V$ that follow uniform distribution on $[0, 1]$ and their samples shown in scatter plot in Fig. 2.1a. The scatter plot shows how $U$ and $V$ jointly distribute on two dimensional plane. The contour of the related copula is shown in Fig. 2.1b.

Figure 2.1: An explanatory example of the definition of copula.

Theorem 1. (Sklar’s theorem) [59] Let $F_{XY}$ be a joint distribution function with marginals $F_X$ and $F_Y$, then there exists a copula $C$ such that for for all $x$ and $y$, $F_{XY}(x, y) = Pr(X \leq x, Y \leq y) = C(F_X(x), F_Y(y))$.

If the marginals $F_X$ and $F_Y$ are continuous, then copula $C$ is unique; otherwise, $C$ is uniquely determined on the range of the marginals. Example 2 is given for explanation of the theorem. Sklar’s theorem is the core of copula theory. It shows how copula connects marginals with joint distribution, which is the essential way that copula captures dependence between random variables. On one hand, Sklar’s theorem is especially useful since the joint distribution of random variables is hard to find directly in many applications [11, 59]. In this situation, integration of a copula model and marginals makes it easy to understand the joint behaviour. On the other hand, Sklar’s theorem implies that copula, as a dependence measure, is entirely separated from both marginals and joint distribution. The modeling of marginal distributions and the modeling of copula could be totally separate to fit different application scenarios.

Example 2. Consider two random variables $X \sim \text{Exp}(1)$ and $Y \sim \text{Gaussian}(1, 2.5)$, with their samples $(x, y)$ shown in Fig. 2.2a. Regarding the marginal distribution value
of \( X \) and \( Y \) as random variable \( U \) and \( V \), every sample pair \((x, y)\) is mapped to a sample pair \((u, v)\) in the marginal domain in the way

\[
\begin{align*}
    u &= F_X(x) = \Pr(X \leq x) = 1 - e^{-x}, \\
    v &= F_Y(y) = \Pr(Y \leq y) = \frac{1}{2.5\sqrt{2\pi}} \int_{-\infty}^{y} \frac{-(y' - 1)^2}{2 \cdot 2.5^2} dy'.
\end{align*}
\]

The scatter plot of \( U \) and \( V \) in Fig. 2.2b indicates the copula that represents the joint distribution of \( U \) and \( V \), and is called the copula between \( X \) and \( Y \). The copula links the marginal distribution of \( X \) and \( Y \) into their joint distribution in the way

\[
\Pr(X \leq x, Y \leq y) = \Pr(U \leq u, V \leq v) = C(u, v) = C(F(x), F(y)).
\]

Figure 2.2: An explanatory example of Sklar’s theorem.

**Theorem 2. (The invariant property of copulas)** [59] Let \( X \) and \( Y \) be continuous random variables with copula \( C_{XY} \). If \( \alpha_1 \) and \( \alpha_2 \) are strictly increasing functions on the range of \( X \) and the range of \( Y \), respectively, then \( C_{\alpha_1(X)\alpha_2(Y)} = C_{XY} \). In other words, \( C_{XY} \) is invariant under strictly increasing transformations of \( X \) and \( Y \).

As Sklar’s theorem shows, copula is independent from both marginals and joint distributions, so the dependence in terms of copula is stable when the marginals change functionally, which is formally defined in the above invariant property. The practical meaning of the invariant property in computer networks domain is that the contemporaneous dependence between traffic flows and the temporal dependence
within one traffic flow in terms of copula will remain the same, even when the flow arrivals all scale up functionally. On this condition, we don’t need to build the dependence repeatedly. Example 3 shows an example for the invariant property. The example also shows other dependence measures, such as correlation and covariance, don’t satisfy the invariant property, making copula much more stable for practical use.

Example 3. \(X_1\) is a random variable Gaussian distributed with the mean as 0 and the standard deviation as 1. \(Y_1\) is a random variable functionally dependent with \(X_1\), i.e., \(Y_1 = X_1^2\). Fig. 2.3a and 2.3b shows the scatter plot of \(X_1\) and \(Y_1\), and the scatter plot in the marginal domain, respectively.

[Figures showing scatter plots and histograms]

Let’s generate another two random variables by applying increasing functions on \(X_1\) and \(Y_1\) respectively, e.g., \(X_2 = X_1^2\), \(Y_2 = Y_1 + 3\). After the transformation, the
$X_2 - Y_2$ scatter plot, in Fig. 2.3c, appears completely different from $X_1 - Y_1$ scatter plot. However, in the marginal domain, the scatter plot turns to be the same as comparing Fig. 2.3d and 2.3b. As the scatter plot figures of $U_1 - V_1$ and $U_2 - V_2$ indicate two copulas, we can tell the dependence structure between random variables, in terms of copulas, has been kept stable under the increasing function transformation. From Figs. 2.3a and 2.3c, we can also tell that $X_1$ and $Y_1$ are not linearly dependent, whereas $X_2$ and $Y_2$ are. Therefore, the linear dependence structure is not invariant under functional transformation.

**Theorem 3. (Fréchet-Hoeffding bounds)** [59] For every copula $C$ and for all $u, v$ in $[0, 1]$, the following inequality holds

$$C_{lb}(u,v) = \max(u + v - 1, 0) \leq C(u,v) \leq \min(u,v) = C_{ub}(u,v). \quad (2.1)$$

We refer to $C_{ub}$ as the Fréchet-Hoeffding upper bound and $C_{lb}$ as the Fréchet-Hoeffding lower bound.

Fréchet-Hoeffding bounds show the range of all possible copulas. Consider copula $C$ to model the dependence between $X$ and $Y$. When $C = C_{lb}$, $Y$ is a decreasing function of $X$; when $C = C_{ub}$, $Y$ is an increasing function of $X$ [35]. Therefore Fréchet-Hoeffding bounds actually capture two extreme functional dependencies. Except for these two special copulas, a third important copula is product copula, $C_{ind}(u,v) = uv$. $X$ and $Y$ is independent if their copula is $C_{ind}$. Figs. 2.4, 2.5 and 2.6 visualize the copulas $C_{lb}$, $C_{ind}$ and $C_{ub}$, respectively, with their scatter plot figures and contour figures.

**Theorem 4. (Inversion method)** [59] Let $F_{XY}$ be a joint distribution function with marginals $F_X$ and $F_Y$. Let $F_X^{-1}$ and $F_Y^{-1}$ be the inverse function of $F_X$ and $F_Y$. Then the copula between $X$ and $Y$ can be constructed as

$$C(u,v) = F_{XY}(F_X^{-1}(u), F_Y^{-1}(v)) \quad \forall u, v,$$

such that

$$F_{XY}(x,y) = C(F_X(x), F_Y(y)) \quad \forall x, y.$$

The inversion method is used to construct a theoretical copula for the problem at hand. It uses Sklar’s theorem to construct copulas. The inversion method leads
to a unique copula when the marginals are continuous, and leads to a unique sub-
copula when the marginals are not continuous. The unique subcopula can be easily
extended to a copula via various ways, for instance, bilinear interpolation [59]. Thus,
a subcopula shares most properties of copulas. In the following context, we do not
differentiate between subcopula and copula, because their difference does not impact
the our analysis and application in following chapters.

2.2 Copula-based Dependence Measures

The copula-based dependence measures satisfy the invariant property as shown in
Theorem 2. There are two main ways to measure the copula-based dependence. One
is based on concordance statistics, which measures the extent to which two random
variables are both large or small at the same time. The other one is tail dependence, which measures the amount of dependence in the upper and lower quadrant tail of joint distributions.

Kendall’s tau and Spearman’s rho are two popular copula-based dependence measures defined in terms of concordance. Their definitions are as follows:

**Definition 2. (Kendall’s tau) [59]** Let \((X_i, Y_i)\) and \((X_j, Y_j)\) denote two observations from a vector \((X, Y)\) of continuous random variables with copula between \(X\) and \(Y\) as \(C(u, v)\), the Kendalls’ tau is defined as

\[
\rho_T = Pr((X_i - X_j)(Y_i - Y_j) > 0) - Pr((X_i - X_j)(Y_i - Y_j) < 0) = 4 \int_0^1 \int_0^1 C(u, v) dC(u, v) - 1. \tag{2.2}
\]

**Definition 3. (Spearman’s rho) [59]** Let \((X_i, Y_i)\), \((X_j, Y_j)\) and \((X_k, Y_k)\) denote three observations from a vector \((X, Y)\) of continuous random variables with copula between them as \(C(u, v)\), the Spearman’s rho is defined as

\[
\rho_S = 3(Pr((X_i - X_j)(Y_i - Y_k) > 0) - Pr((X_i - X_j)(Y_i - Y_k) < 0)) = 12 \int_0^1 \int_0^1 C(u, v) dudv - 3. \tag{2.3}
\]

Essentially, both Kendall’s tau and Spearman’s rho are calculated by using concordance minus discordance between samples of two random variables. Although their values could be quite different, they have the same range from 0 to 1, and are monotonic increasing functions of each other. From the values of Kendall’s tau
and Spearman’s rho, the degree of dependence is explained as follows: a large value indicates stronger positive functional dependence between variables, and a smaller value indicates stronger negative functional dependence between variables. The functional dependence degree is reflected by absolute values $|\rho_\tau|$ or $|\rho_s|$. Three special dependence values are listed below with the related copulas [29]:

- $\rho_\tau = 1$ or $\rho_s = 1$ is equivalent to $C = C_{ub}$, indicating the largest positive functional dependence;
- $\rho_\tau = -1$ or $\rho_s = -1$ is equivalent to $C = C_{lb}$, indicating the largest negative functional dependence;
- $\rho_\tau = 0$ or $\rho_s = 0$ is equivalent to $C = C_{ind}$, indicating the independence

As copula-based measures, both Kendall’s tau and Spearman’s rho can capture dependence beyond linear scope. Taking $X_1$ and $Y_1$ in Example 3 as an example, the copula between $X_1$ and $Y_1$ is $C_{ub}$, and the copula-based dependence degree between the two random variables are $\rho_\tau = 1$ and $\rho_s = 1$. With copula-based dependence measures, the strong functional dependence between $X_1$ and $Y_1$ has been shown. However, with linear dependence measures, for example, Pearson correlation coefficient, $\rho = 0$ between $X_1$ and $Y_1$ shows a zero dependence degree, and does not reflect the actual dependence.

Tail dependence calculates the probability that two random variables achieve extreme large (or small) value simultaneously. The upper tail dependence and lower tail dependence are defined as follows:

**Definition 4. (Tail dependence) [29]** Given two random variables $X$ and $Y$ with marginals as $F_X$ and $F_Y$, and their copula $C$, the upper tail dependence is

$$
\rho^+_t = \lim_{u \to 1} \Pr(X > F_X^{-1}(u)|Y > F_Y^{-1}(u)) = \lim_{u \to 1} \frac{1 - 2u + C(u, v)}{1 - u};
$$

the lower tail dependence is

$$
\rho^-_t = \lim_{u \to 0} \Pr(X < F^{-1}(u)|Y < F^{-1}(u)) = \lim_{u \to 0} \frac{C(u, u)}{u}.
$$

In practice, the tail dependence shows the possibility of the concurrence of two extreme events. The information on the concurrence of extreme events gives a new aspect of understanding of dependence, and is helpful to monitor and identify events on extreme conditions.
2.3 Parametric Copulas

In many applications, the exact copulas between random variables are difficult to construct. So parametric families of copulas have been proposed and explored to cover various types of dependence structures. Elliptical copulas and Archimedean copulas are two copula families mostly studied. Elliptical copulas are derived from multivariate distribution implicitly. They strictly have symmetrical lower tail dependence and upper tail dependence, indicating that the probability of occurrence of extreme large values is equal to the probability of occurrence of extreme small values. The typical elliptical copulas are Gaussian copula and Student’s t copula.

Archimedean copulas are explicit copulas, which have clear and closed forms. Compared with elliptical copulas, Archimedean copulas are more flexible on the property of tail dependence. They could model either equal or distinct upper and lower tail dependence. Besides, Archimedean copulas are easier to construct due to the few parameters to estimate. Even with few parameters, this family of copulas include a great variety of copulas, and can model the dependence structure very effectively. All these advantages make Archimedean copulas good candidates for most applications. Three popular one-parameter Archimedean copulas are Clayton copula, Gumbel copula and Frank copula:

- **Clayton copula**
  \[
  C(u, v; \theta) = \left[\max\{u^{-\theta} + v^{-\theta} - 1, 0\}\right]^{-1/\theta}, \quad \theta \in (-1, \infty) \setminus \{0\};
  \]

- **Frank copula**
  \[
  C(u, v; \theta) = -\frac{1}{\theta} \log\left[1 + \frac{(\exp(-\theta u) - 1)(\exp(-\theta v) - 1)}{\exp(-\theta) - 1}\right], \quad \theta \in (-\infty, \infty) \setminus \{0\};
  \]

- **Gumbel copula**
  \[
  C(u, v; \theta) = \exp\left[-((\log u)^\theta + (-\log v)^\theta)^{1/\theta}\right], \quad \theta \in [1, \infty).
  \]

The scatter plot figures of these three copulas are shown in Fig. 2.7. The three copulas are widely used due to several reasons. First, they are all one-parameter copulas, making it easier to fit models into the real problem. Second, the parameter of copula relates to copula-based dependence, Kendall’s tau and Spearman’ rho directly.
For instance, \( \rho_{\tau} = \theta/(\theta + 2) \) for Clayton copula, and \( \rho_{\tau} = 1 - 1/\theta \) for Gumbel copula. Thus the copula parameter itself reflects the degree of dependence. Finally, the three copulas capture three extremely distinct tail dependencies. Specifically, Clayton copula captures low tail dependence, Gumbel copula captures upper tail dependence, and Frank copula capture symmetric tail dependence. Taking Clayton copula as an example, we can observe that samples cluster on the bottom left of scatter plot in Fig. 2.7a, indicating strong lower tail dependence. In this thesis, we will exploit these three Archimedean copulas for dependence modeling in network applications.

### 2.4 Empirical Copula

Empirical copula is statistically counted from samples and defined as

**Definition 5.** Given two random variables \( X \) and \( Y \), and \( n \) number of observed
sample pairs \((x_i, y_i)\). The empirical copula between \(X\) and \(Y\), \(\hat{C}\) is defined as:

\[
\hat{C}(u, v) = \frac{1}{n} \sum_{i=1}^{n} 1(u_i \leq u, v_i \leq v) = \frac{1}{n} \sum_{i=1}^{n} 1(\hat{F}_X(x_i) \leq u, \hat{F}_Y(y_i) \leq v),
\]

(2.6)

where \(\hat{F}_X\) and \(\hat{F}_Y\) are empirical marginal distribution functions defined as

\[
\hat{F}_X(x_i) = \frac{1}{n} \sum_{i'=1}^{n} 1(x_{i'} \leq x_i)
\]

(2.7)

\[
\hat{F}_Y(y_i) = \frac{1}{n} \sum_{i'=1}^{n} 1(y_{i'} \leq y_i)
\]

(2.8)

From the definition, the empirical copula is purely determined by samples, so it is the raw model that represents the samples. Empirical copula can be used as benchmark to test whether a parametric copula is the underlying copula of samples [36]. Many research works use empirical copula for goodness-of-fitting test [26, 36]. If the parametric copula to test is close enough to empirical copula, it can be accepted as the underlying copula; otherwise, it is not the copula of samples.

### 2.5 Summary

From the introduction to copula theory in this chapter, we show the advantages of copulas for dependence modeling. First, copulas can measure the functional dependence beyond linear scope with Spearman’s rho and Kendall’s tau. Second, copulas separate marginals from joint distributions, allowing copulas to remain stable and invariant even when the marginals change functionally. Third, copulas are very useful to reveal the joint information of random variables. Usually, marginals are more accessible than joint distributions, and joint distributions are hard to find directly. In this situation, integration of a copula model and marginals makes it easier to understand the joint behaviour. All these benefits of copulas help to better understand the dependence in network traffic. Therefore, in this thesis, we use copula theory for dependence modeling, and explore its applications in different computer network scenarios.
Chapter 3

Copula Analysis for Contemporaneous Dependence and Its Application in Statistical Network Calculus

3.1 Introduction

Since its introduction in early 1990s [22], network calculus has been widely adopted to analyse complex queueing systems, such as multimedia networks, where the Markovian property of arrivals generally does not hold and thus traditional queueing theory becomes hard to apply. Network calculus was initially developed along the deterministic track [15, 51] and later evolved to stochastic version [15, 18, 30, 44]. Stochastic network calculus (SNC) has received much attention in recent years due to its power in deriving probabilistic performance bounds, which are more meaningful in practice.

The practical use of SNC, however, has faced challenges due to the lingering problem in deriving tight stochastic performance bounds [20]. In particular, inappropriate traffic models and the extensive use of model transform may lead to loose performance bounds [20]. While substantial efforts have been devoted to improving the bounds [19, 42], the problem has only been tackled for special types of traffic and service models, using probability inequalities, e.g., Chernoff bounds and martingale inequalities. In many cases, the independence assumption is required to ease the analysis, e.g., the independence of the traffic arrivals and the independence between
the arrivals and the service.

In practice, loose bounds may occur due to the inaccurate \textit{a-priori} traffic arrival models and/or the obliviousness of potential correlations in traffic flows. To alleviate this problem, Beck et al. [9] proposed to integrate statistical inference, based on past traffic data, into SNC. This important move opens the door for new opportunities to use the powerful analytical toolsets of SNC for real-world applications.

Along the same line of statistical modeling and inference, this chapter points out the potential benefits of using copula theory in SNC. With copula analysis and numerical experiments, we clearly show the region where copulas can be helpful and the best bound that SNC can possibly achieve. Statistical analysis on real-world trace data in an experiment with Skype conference calls shows that copula analysis can discover the (hidden) correlation between traffic flows, which in turn can help obtain tighter performance bounds. The discovery of copula modeling provides hints and also sheds light on the adaptive strategies in proprietary systems such as Skype. To the best of our knowledge, none of existing work has utilized copula analysis to enhance the capability of SNC in traffic modeling and performance bounds improvement.

3.2 Related Work

The theory of network calculus was first proposed by Cruz in 1991 [22, 23] for network performance evaluation. There are two main tracks of network calculus theory—deterministic network calculus (DNC) and stochastic network calculus (SNC). The details and the results of deterministic network calculus theory can be found in the books [51, 15]. This track of research only analyse the performance bounds of the worst case, which are too loose for practical use.

As an alternative, stochastic network calculus was developed. The basic properties and results of SNC are concluded in [43, 44]. It is generally non-trivial to derive tight performance bounds. Union bounds are generally used [44]. To achieve tighter performance bounds, independence case study is introduced in [44], which assumes the independence between arrivals and service. In addition, Martingales have been used to tighten the performance bounds [68, 20, 19, 42]. The basic idea is to construct a Martingale process and derive performance bounds with Doob’s inequality.

Whether or not the above proposed assumptions accord well with the real traffic or service process is a problem. An error model may lead to failure when applying theoretical bounds on real case study. To avoid this situation, Beck et al [9] propose
statistical network calculus (StatNC). In his work, traffic models are established by measuring arrivals statistically. The performance bounds are also analysed in a statistical way. Due to advantage of StatNC, the performance bounds study reap great accuracy and robustness for different cases. Our work in Chapter 3 shares the same spirit as StatNC. Nonetheless, they are significantly different in that we make use of copula to capture the dependence between flows, while the work of [9] mainly focuses on the statistical estimation of a single flow.

3.3 Background of Stochastic Network Calculus

We introduce the notation and key concepts of stochastic network calculus [44, 54]. We assume that all arrival curves and service curves are non-negative and wide-sense increasing functions. Conventionally, $A(t)$ and $A^*(t)$ are used to denote the cumulative traffic that arrives and departs in time interval $(0, t]$, respectively, and $S(t)$ is used to denote the cumulative amount of service provided by the system in time interval $(0, t]$. For any $0 \leq s \leq t$, let $A(s, t) \equiv A(t) - A(s)$, $A^*(s, t) \equiv A^*(t) - A^*(s)$, and $S(s, t) \equiv S(t) - S(s)$. By default, $A(0) = A^*(0) = S(0) = 0$.

We denote by $\mathcal{F}$ the set of non-negative wide-sense increasing functions, i.e.,

$$\mathcal{F} = \{f(\cdot) : \forall 0 \leq x \leq y, 0 \leq f(x) \leq f(y)\},$$

and by $\overline{\mathcal{F}}$ the set of non-negative wide-sense decreasing functions, i.e.,

$$\overline{\mathcal{F}} = \{f(\cdot) : \forall 0 \leq x \leq y, 0 \leq f(y) \leq f(x)\}.$$

For any random variable $X$, its distribution function, denoted by

$$F_X(x) \equiv Pr\{X \leq x\},$$

belongs to $\mathcal{F}$, and its complementary distribution function (or survival function), denoted by

$$\overline{F}_X(x) \equiv Pr\{X > x\},$$

belongs to $\overline{\mathcal{F}}$.

The $(\min, +)$ convolution of functions $f$ and $g$ is useful for SNC, and is defined
under the \((\min, +)\) algebra \([15, 22, 51]\):

\[
(f \otimes g)(t) \equiv \inf_{0 \leq s \leq t} \{f(s) + g(t - s)\}. \tag{3.1}
\]

In addition, the \((\min, +)\) deconvolution \([15, 22, 51]\) of functions \(f\) and \(g\) is defined as:

\[
(f \odot g)(t) \equiv \sup_{s \geq 0} \{f(t + s) + g(s)\}. \tag{3.2}
\]

For simplicity, we denote \([x]_1 \equiv \min\{x, 1\}\) and \([x]^+ \equiv \max\{x, 0\}\) in the following.

Stochastic traffic arrival curve and stochastic service curve are core concepts in stochastic network calculus, with the former used for traffic modeling and the latter for service modeling. In the literature, there are different definitions of stochastic arrival curve and stochastic service curve \([44]\).

**Definition 6. The t.a.c. model \([44]\):** A flow \(A(t)\) is said to have a traffic-amount-centric (t.a.c.) stochastic arrival curve \(\alpha \in \mathcal{F}\) with bounding function \(f \in \bar{\mathcal{F}}\), denoted by

\[
A \sim_{\text{tac}} \langle f, \alpha \rangle,
\]

if for all \(t \geq s \geq 0\) and all \(x \geq 0\),

\[
\Pr\{A(s, t) - \alpha(t - s) > x\} \leq f(x). \tag{3.3}
\]

In addition, we call \(A(t - \delta, t), 0 \leq \delta \leq \Delta\) the statistic of \(A\) within sliding window of size \(\Delta\).

Intuitively, the above model means the cumulative amount of traffic arrivals in any time period is upper bounded by a function with some violation probability. The model is actually quite general and covers several broadly-used models. For example, the stochastically bounded burstiness (SBB) model \([82]\) is a special case of the t.a.c. model by setting \(\alpha(t - s) = \gamma \cdot (t - s)\). Following the same notation, when the traffic arrival \(A(t)\) follows the SBB model with upper rate of \(\gamma\) and bounding function of \(f\), we denote it as \(A \sim_{\text{SBB}} \langle f, \gamma \rangle\).

**Definition 7. The v.b.c. model \([44]\):** A flow \(A(t)\) is said to have a virtual-backlog-centric (v.b.c.) stochastic arrival curve \(\alpha \in \mathcal{F}\) with bounding function \(f \in \bar{\mathcal{F}}\), denoted by

\[
A \sim_{\text{vbc}} \langle f, \alpha \rangle,
\]
if for all \( t \geq s \geq 0 \) and all \( x \geq 0 \),

\[
Pr\left\{ \sup_{0 \leq s \leq t} \{ A(s, t) - \alpha(t - s) \} > x \right\} \leq f(x). \tag{3.4}
\]

In addition, we call \( \sup_{0 \leq s \leq \Delta} \{ A(t - \delta, t) \} \) the statistic of \( A \) within sliding window of size \( \Delta \).

**Remark 1.** Assume that a (virtual) server with service rate \( \alpha \) is fed with arrival \( A \). The term \( \sup_{0 \leq s \leq t} \{ A(s, t) - \alpha(t - s) \} \) represents the backlog of this virtual server at time \( t \). Intuitively, the v.b.c model implies that the queue length of a virtual server of service rate \( \alpha \) fed with the flow \( A \) is upper-bounded with some violation probability [44].

We adopt the following model for services:

**Definition 8.** The s.s.c. model [44]: A server is said to to provide a strict stochastic service curve (s.s.c.) \( \beta \in \mathcal{F} \) with bounding function \( g \in \bar{\mathcal{F}} \), denoted by

\[
S \sim_{ssc} \langle g, \beta \rangle,
\]

if during any period \( (s, t] \) the amount of service \( S(s, t) \) provided by the server satisfies

\[
Pr\{ S(s, t) < \beta(t - s) - x \} \leq g(x). \tag{3.5}
\]

**Remark 2.** In the literature, there are different definitions of stochastic arrival curve and stochastic service curve [44]. We adopt the above models with the consideration of their capability to model real-world traffic/services and the convenience to derive performance bounds.

### 3.4 Insights of Copula Analysis

#### 3.4.1 Basic Lemmas

In stochastic network calculus, we are often interested in the complementary distribution function of \( Z = X + Y \), i.e., \( Pr\{ Z > z \} \). The following two lemmas have been widely used in the derivation of stochastic bounds.

**Lemma 1.** General case [44]: For the sum of two random variables \( X \) and \( Y \), \( Z = X + Y \), no matter whether \( X \) and \( Y \) are independent or not, \( \bar{F}_Z(z) \leq (\bar{F}_X \otimes \bar{F}_Y)(z) \).
Lemma 2. **Independent case:** Assume that non-negative random variables $X$ and $Y$ are independent and $\bar{F}_X(x) \leq f(x)$ and $\bar{F}_Y(x) \leq g(x)$, where $f, g \in \mathcal{F}$. Then, for all $x \geq 0$, $Pr\{X+Y > x\} \leq 1-(\bar{f} \ast \bar{g})(x)$, where $\bar{f}(x) = 1-\lfloor f(x) \rfloor_1$, $\bar{g}(x) = 1-\lfloor g(x) \rfloor_1$, and $\ast$ is the Stieltjes convolution operation.

The following lemmas from copula analysis are useful for SNC:

Lemma 3. Let $Z$ be the sum of two random variables $X$ and $Y$. The survival function of $Z$, $\bar{F}_Z(z)$, can be calculated in terms of $F_X(x)$, $F_Y(y)$ and their copula $C_{XY}$:

$$\bar{F}_Z(z) = 1 - \int \int_{x+y<z} dC(F_X(x), F_Y(y)).$$  

(3.6)

Proof. Let $f_Z(z)$ be the probability density function (pdf) of $Z$, and $F_Z(z)$ be its distribution function. Let $f_{XY}(x,y)$ be the joint probability density function of $X$ and $Y$, and $F_{XY}(x,y)$ be the joint distribution function of $X$ and $Y$. Since $Z$ is the sum of $X$ and $Y$, its pdf can be represented as

$$f_Z(z) = \int_{-\infty}^{\infty} f_{XY}(x,z-x)dx = \int_{-\infty}^{\infty} f_{XY}(z-y,y)dy.$$  

(3.7)

Accordingly, $F_Z(z)$ is derived as follows:

$$F_Z(z) = \int_{-\infty}^{z} f_z(t)dt = \int_{-\infty}^{z} \int_{-\infty}^{\infty} f_{XY}(x,t-x)dxdt$$

$$= \int_{-\infty}^{z-x} \int_{-\infty}^{\infty} f_{XY}(x,y)dydx = \int \int_{x+y<z} f_{XY}(x,y)dxdy$$

(3.8)

$$= \int \int_{x+y<Z} dF_{XY}(x,y)$$

$$= \int \int_{x+y<Z} dC(F_X(x), F_Y(y)).$$

With $\bar{F}_Z(z) = 1 - F_Z(z)$, Eq.(3.6) holds. \hfill \square

Note that Lemma 3 can be extended to multivariate case.

Lemma 4. **Copula case:** Let $Z$ be the sum of two random variables $X$ and $Y$. Then

$$\hat{F}_Z(z) \geq F_Z(z) \geq \bar{F}_Z(z),$$  

(3.9)
where

\[
\hat{F}_Z(z) = 1 - \sup_{x+y=z} \{C_{lb}(F_X(x), F_Y(y))\},
\]

(3.10)

\[
\check{F}_Z(z) = 1 - \inf_{x+y=z} \{\tilde{C}_{lb}(F_X(x), F_Y(y))\},
\]

(3.11)

where \(C_{lb}\) is the Fréchet-Hoeffding lower bound copula defined in Theorem 3, and \(\tilde{C}_{lb}(u,v) = u + v - C_{lb}(u,v) = \min(u + v, 1)\). The proofs of Lemma 4 are similar to those in [59] with slight modifications.

### 3.4.2 An Example of Copula Analysis

Markov modulated processes have been extensively used for representing multimedia traffic [78]. It has been shown that Markov modulated traffic could be captured with the stochastically bounded burstiness (SBB) model. Assume that we are given two Markov modulated processes \(A_1 \sim_{SBB} \langle f_1, \gamma_1 \rangle\) and \(A_2 \sim_{SBB} \langle f_2, \gamma_2 \rangle\). As a concrete example, we assume that both bounding functions, \(f_1\) and \(f_2\), have the exponential form [82] with mean values of \(r_1\) and \(r_2\), respectively. We are interested in modeling the superposition of \(A_1\) and \(A_2\), \(A = A_1 + A_2\).

Let \(X\) and \(Y\) be exponentially distributed random variables with mean values of \(r_1\) and \(r_2\), respectively, and let \(Z = X + Y\). With Lemma 1, we have the following bound, denoted as the general bound since it holds for any \(X\) and \(Y\):

\[
\hat{F}_Z(z) = \begin{cases} 
1, & z < \eta \\
 1 - e^{\frac{z - \eta}{r_1 + r_2}}, & z \geq \eta
\end{cases}
\]

(3.12)

where \(\eta = (r_1 + r_2) \ln(r_1 + r_2) - r_1 \ln(r_1) - r_2 \ln(r_2)\).

If we know that \(X\) and \(Y\) are independent, we have the following bound, denoted as the independent bound:

\[
\check{F}_Z(z) = \begin{cases} 
[(1 + \frac{z}{r_1})e^{-\frac{z}{r_1}}]_1, & r_1 = r_2 = r \\
[r_1 e^{\frac{z}{r_1} - \frac{z}{r_2}} - \frac{r_2}{r_1 - r_2}]_1, & r_1 \neq r_2
\end{cases}
\]

(3.13)

Based on Lemma 4, we have the following upper and lower bounds of \(\hat{F}_Z\) from copula.
Theorem 5. Let $X$ and $Y$ be exponentially distributed random variables with means $r_1$ and $r_2$, respectively. Let $\hat{F}_Z$ and $\check{F}_Z$ be as in Lemma 4. Then

$$\hat{F}_Z(z) = \begin{cases} 1, & z < \eta \\ e^{-\frac{z-\eta}{r_1+r_2}}, & z \geq \eta \end{cases}$$

and

$$\check{F}_Z(z) = \begin{cases} 1, & z < 0 \\ e^{-\max(r_1,r_2)}, & z \geq 0 \end{cases}$$

where $\eta = (r_1 + r_2) \ln(r_1 + r_2) - r_1 \ln(r_1) - r_1 \ln(r_2)$.

It is easy to show the following theorem to model the superposition of $A_1$ and $A_2$, $A = A_1 + A_2$.

Theorem 6. Assume that $A_1 \sim SBB \langle f_1, \gamma_1 \rangle$ and $A_2 \sim SBB \langle f_2, \gamma_2 \rangle$, where $f_1$ and $f_2$ have the exponential form. The superposition of $A_1$ and $A_2$, $A \sim SBB \langle g, \gamma_1 + \gamma_2 \rangle$, where $g$ can be calculated:

- with Equation (3.12) (general bound, applicable to any situation),
- or with Equation (3.13) (independent bound, applicable when $A_1$ and $A_2$ are independent),
- or with Equation (3.14) (upper bound with copula), or with Equation (3.15) (lower bound with copula), or with Equation (3.6) (if the copula between $A_1$ and $A_2$ is known).

Note that due to Lemma 4, the lower bound with copula indicates the tightest bound that we can possibly obtain with SNC when the upper rate is $\gamma_1 + \gamma_2$.

Figs. 3.1 and 3.2 show two numerical examples. We have the following interesting observations from the figures:

- The general bound is the same as the upper bound with copula, indicating that the general bound is actually the loosest bound.
- There is a clear gap between the independent bound and the lower bound with copula.
Remark 3. The gap between the independent bound and the lower bound with copula has important implication. When the dependence of flows is unclear or hard to determine, independent case analysis does not always lead to the best bound. There is much room for us to explore for improving stochastic bounds with copulas.

3.4.3 Performance Bounds of SNC with Copulas

The following measures are of interest in service guarantee analysis:

- The backlog $B(t)$ of flow $A$ in the system at time $t$ is defined as:

\[ B(t) = A(t) - A^*(t). \] (3.16)
• The delay $D(t)$ of flow $A$ at time $t$ is defined as:

$$D(t) = \inf\{\tau \geq 0 : A(t) \leq A^*(t + \tau)\}.$$  \hspace{1cm} (3.17)

If copula statistics are known, we have the following theorem to model the superposition of traffic flows:

**Theorem 7.** Assume that $A_i \sim_{vbc} \langle f_i, \gamma_i \rangle (i = 1, \ldots, n)$. Assume that the statistic of $A_i(i = 1, \ldots n)$ within sliding window of size $\Delta$, denoted as $X_i$, has a marginal distribution function $F_{X_i}$. Assume that the copula of $X_1, \ldots, X_n$, $C(F_{X_1}, \ldots, F_{X_n})$, is known. Based on the Definition 7 and the extended multivariate case of Lemma 3, the superposition of $A_1, \ldots, A_n$, $A \sim_{vbc} \langle g, \gamma_1 + \ldots + \gamma_n \rangle$, where $g$ can be calculated as:

$$g(z) = 1 - \int \cdots \int_{x_1 + \ldots + x_n < z} dC(F_{X_1}(x_1), \ldots, F_{X_n}(x_n)).$$  \hspace{1cm} (3.18)

With Theorem 7 in this thesis and Theorems 4.9 and 5.1 in [44], we have the following bound on backlog:

**Theorem 8. **Backlog Bound: Consider a system with input flows $A_1, \ldots, A_n$. Assume that $A_i \sim_{vbc} \langle f_i, \gamma_i \rangle$. Assume that the statistic of $A_i(i = 1, \ldots n)$ within sliding window of size $\Delta$, $X_i$, has a marginal distribution function $F_{X_i}$ and that the copula of $X_1, \ldots, X_n$, $C(F_{X_1}, \ldots, F_{X_n})$, is known. Assume that the system provides to the input a service curve $S \sim_{ssc} \langle g, \beta \rangle$. The backlog $B(t)$ is bounded by

$$Pr\{B(t) > x\} \leq (f \otimes g)(x - \alpha \otimes \beta(0))$$  \hspace{1cm} (3.19)

where

$$\alpha = \sum_{i=1}^{n} \gamma_i,$$  \hspace{1cm} (3.20)

$$f = 1 - \int \cdots \int_{x_1 + \ldots + x_n < z} dC(F_{X_1}(x_1), \ldots, F_{X_n}(x_n)).$$  \hspace{1cm} (3.21)

In addition, with Theorem 7 in this thesis and Theorems 4.9 and 5.4 in [44], we have the following bound on delay:

**Theorem 9. **Delay Bound: Consider a system with input flows $A_1, \ldots, A_n$. Assume that $A_i \sim_{vbc} \langle f_i, \gamma_i \rangle$. Assume that the statistic of $A_i(i = 1, \ldots n)$ within sliding
window of size $\Delta$, $X_i$, has a marginal distribution function $F_{X_i}$ and that the copula of $X_1, \ldots, X_n$, $C(F_{X_1}, \ldots, F_{X_n})$, is known. Assume that the system provides to the input a service curve $S \sim ssc \langle g, \beta \rangle$. The delay $\mathcal{D}(t)$ is bounded by

$$Pr\{\mathcal{D}(t) > h(\alpha + x, \beta)\} \leq (f \otimes g)(x) \quad (3.22)$$

where $h$ denotes the maximum horizontal distance between two curves and

$$\alpha = \sum_{i=1}^{n} \gamma_i, \quad (3.23)$$

$$f = 1 - \int \cdots \int_{x_1 + \ldots + x_n < z} dC(F_{X_1}(x_1), \ldots, F_{X_n}(x_n)). \quad (3.24)$$

Remark 4. Following the same principle presented in [9], Theorems 8 and 9 both rely on the statistics of flow arrivals.

### 3.5 Copula Modelling at Work

#### 3.5.1 Copula Analysis in Real-world Applications

Real-world Experiments

To obtain an initial idea on traffic model of real-world flows and their dependence, we study traffic in Skype group calls as a preliminary step. The experiment scenario is shown in Fig. 3.3. Three users enter a Skype group call over a campus network. We name their IP addresses as IP 1, IP 2 and IP 3. During the group chatting, data flows (marked as dashed lines in Fig. 3.3) are transmitted between each pair of terminals. The outflows from IP 1 (marked as red dashed lines in Fig. 3.3) are identified as the 1st flow and the 2nd flow, respectively. The data packets of the two flows are captured with Wireshark. The captured information includes the frame number, the time, the source IP, the destination IP, the protocol, the length of packages, etc. To draw a reliable conclusion, we perform three independent experiments, each of which records traffic data of a group call for more than 20 minutes. Data collected from the three experiments is saved in Dataset 1, Dataset 2, and Dataset 3, respectively.
Traffic Modelling

We define a random variable $a$ to represent the amount of data sent per unit of time (set as 1 second in our analysis). The values of observed samples of this random variable are denoted as $a_i$. Then the traffic during time interval $(s, t]$ can be regarded as the cumulative amount of traffic in each unit of time, i.e.

$$A(s, t) = \sum_{i=s+1}^{t} a_i,$$

(3.25)

where $a_i$ is the observed value of $a$ in $i$-th unit of time in the interval. Similarly, the traffic process $A(0, t)$ can be represented as a series of observed samples $a_1, a_2, \ldots, a_t$ of $a$. By modelling the distribution of random variable $a$, a traffic process becomes analytically easy to study.

Therefore, we have two random variables to model in the datasets. One is the amount of data sent per unit of time in the 1st flow, denoted as $a_1$; the other is the amount of traffic sent per unit of time in the 2nd flow, denoted as $a_2$. To save space, we only show the histogram of sample values of $a_1$ and $a_2$ based on one dataset (Dataset 1), since the results from the other two datasets are similar. As shown in Fig. 3.4, the shape of the histograms seems to suggest a mixture of two Gaussian distributions\(^1\). The general form of cumulative distribution function (CDF) of the

\(^1\)We also tested other distributions such as Gaussian and gamma distributions, but the data failed the test.
mixed distribution is

\[ F(x) = \omega \Phi \left( \frac{x - \mu_1}{\sigma_1} \right) + (1 - \omega) \Phi \left( \frac{x - \mu_2}{\sigma_2} \right), \]

(3.26)

where \( \Phi \) is the CDF of the standard Gaussian distribution \( \text{Gaussian}(0,1) \). The formula indicates the mixed distribution combining two weighted Gaussian distributions, \( \text{Gaussian}(\mu_1, \sigma_1) \) and \( \text{Gaussian}(\mu_2, \sigma_2) \). There are five parameters to estimate in Eq. (3.26), \( \omega, \mu_1, \sigma_1, \mu_2, \sigma_2 \). These parameters are computed by using the maximum likelihood estimate method on sample data.

![Histogram of samples of \( a_1 \).](image)

![Histogram of samples of \( a_2 \).](image)

Figure 3.4: Histogram of \( a_1 \) and \( a_2 \) based on samples in one dataset.

We then test the null hypothesis,

- the random variable \( a_i \) (\( i = 1, 2 \)) conforms to the mixture of two Gaussian distributions with parameters given by the parameter estimates.

The goodness of fit test is conducted with the Kolmogorov-Smirnov test [7]. The test results for the three datasets are shown in Table 3.1. The degrees of freedom are determined by the size of observed samples. From the table, the Kolmogorov-Smirnov statistic values \( D \) are always smaller than the critical values \( D_{0.01} \). Therefore, the above null hypothesis cannot be rejected. Both \( a_1 \) and \( a_2 \) follow a mixture of two Gaussian distributions. This result suggests that Skype may adapt its sending rates along different channel conditions.

**Copula-based Dependence between Flows**

The dependence between the 1st flow and 2nd flow in each dataset is unknown to us. Copula analysis can help to disclose the hidden dependence structure. As described
in the above section, traffic of each flow is represented by random variable $a$. Then copula between random variables $a_1$ and $a_2$ shows how the two flows correlate with each other. In order to disclose the copula-based dependence between $a_1$ and $a_2$, we test three popular copulas, Gumbel copula, Frank copula and Clayton copula. By goodness-fit-test on these three copulas, we can quickly understand the dependence structure between $a_1$ and $a_2$.

The fitness to Gumbel, Frank and Clayton copulas is tested with “Blanket tests” based on empirical copula [36]. The main idea is to measure how far the empirical copula is from the tested copula. The test results are shown with $P$-value. Statistically, “the $P$-value can be viewed as a measure of fit, with larger values being better. This suggests that we could fit every distribution at our disposal, compute the test statistic for each fit, and then choose the distribution that yields the largest $P$-value” [7].

The fitness results for three copulas based on samples from the three datasets are listed in Table 3.2. Gumbel copula fits the samples best across all the three datasets. Therefore, it is suitable to use Gumbel copula to capture the dependence between flows $a_1$ and $a_2$.

Table 3.2: “Blanket” goodness of fit test for copula between $a_1$ and $a_2$ across three datasets.

<table>
<thead>
<tr>
<th>Estimate of parameters</th>
<th>Dataset 1</th>
<th>Dataset 2</th>
<th>Dataset 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega$</td>
<td>0.60926</td>
<td>0.508744</td>
<td>0.548374</td>
</tr>
<tr>
<td>$\mu_1$</td>
<td>5674.983</td>
<td>5617.563</td>
<td>5676.036</td>
</tr>
<tr>
<td>$\mu_2$</td>
<td>6271.071</td>
<td>6183.135</td>
<td>6316.716</td>
</tr>
<tr>
<td>$\sigma_1$</td>
<td>151.3938</td>
<td>171.9808</td>
<td>201.6061</td>
</tr>
<tr>
<td>$\sigma_2$</td>
<td>470.381</td>
<td>437.9055</td>
<td>441.7937</td>
</tr>
<tr>
<td>Statistical value $D$</td>
<td>0.033909</td>
<td>0.023118</td>
<td>0.031631</td>
</tr>
<tr>
<td>Degree of freedom</td>
<td>1329</td>
<td>1566</td>
<td></td>
</tr>
<tr>
<td>Critical values $D_{0.01}$</td>
<td>0.0447</td>
<td>0.038</td>
<td>0.0412</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Copula</th>
<th>Dataset 1</th>
<th>Dataset 2</th>
<th>Dataset 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gumbel</td>
<td>1.1464</td>
<td>1.0597</td>
<td>1.6791</td>
</tr>
<tr>
<td>$P$-value</td>
<td>0.41</td>
<td>0.5</td>
<td>0.94</td>
</tr>
<tr>
<td>Frank</td>
<td>1.2531</td>
<td>0.4483</td>
<td>4.465</td>
</tr>
<tr>
<td>$P$-value</td>
<td>0.23</td>
<td>0.41</td>
<td>0.4</td>
</tr>
<tr>
<td>Clayton</td>
<td>0.2057</td>
<td>0.0327</td>
<td>0.7574</td>
</tr>
<tr>
<td>$P$-value</td>
<td>0.07</td>
<td>0.21</td>
<td>0</td>
</tr>
</tbody>
</table>
The Gumbel-based dependence actually reveals information about the transmission processes during Skype group calls in our experiments. It has been investigated that Skype adapts its sending rate to packet losses, packet delay, and available bandwidth [89]. Specifically, Skype will reduce the sending rate if the transmission channel is busy [89]. From the Gumbel-based dependence, we can infer that

- in most situations, the transmission channels for the two flows are not busy. Thus there is a relatively high probability that Skype arranges a high sending rate to the two destinations at the same time, causing the strong upper tail dependence;

- when the transmission channel for one flow becomes busy, Skype reduces the transmission rate to the corresponding destination, while the transmission rate to the other destination does not need to change, resulting in the weak lower tail dependence.

**Remark 5.** Our test results do not exclude the possibility that the data may fit another possible distribution or another possible copula. Nevertheless, the completeness of statistical tests is not the main focus of our work, and our framework is generally applicable to other (possible) distributions and copulas.

### 3.5.2 Copula Analysis with Simulated Traffic

Due to the difficulty in accurately tracking the buffer size allocated and used by Skype traffic, we study the performance bounds using simulated traffic. The simulated traffic flows follow the statistical model obtained in the above real-world experiments. On the service part, we simulate a constant rate server. To save space, we only show the backlog bounds. *The delay bounds can be studied with the similar method.*

**Generation of Simulated Traffic**

Consider a system with two input flows ($A_1$ and $A_2$) and a node with constant service rate to the input flows ($R_1$ to $A_1$ and $R_2$ to $A_2$). The two input flows follow the distributions and dependence structure same as those of two outflows in the above Skype group calls. In particular, the generated traffic amount per unit of time, $a_1$ and $a_2$, follow a mixture of two Gaussian distributions, and their correlation is modeled by Gumbel copula. Denote the CDF of $a_1$ and $a_2$ as $F_{a_1}$ and $F_{a_2}$, respectively,
and denote the copula between \( a_1 \) and \( a_2 \) as \( C(F_{a_1}, F_{a_2}; \theta) \). The copula is chosen as Gumbel copula, and the parameter is chosen as \( \theta = 1.6791 \) according to our case study of real traffic Dataset 3. Note that the similar performance results can be obtained with other two datasets. Algorithm 1 shows the method to generate simulated traffic.

**Algorithm 1 Traffic Generation Based On Given Distributions and Copula**

**Require:** Distributions of \( a_1 \) and \( a_2 \), copula between them, the length of time of simulated process \( t \)

**Ensure:** Traffic data of two flows \( A_1 \) and \( A_2 \)

1: for \( i \leftarrow 1 : t \) do
2: Generate a random pair \((u_1, u_2)\) based on given copula using the method introduced in [59];
3: Generate a sample of \( a_1 \) within \( i\)-th unit of time by \( a^i_1 = F^{-1}_{a_1}(u_1) \);
4: Generate a sample of \( a_2 \) within \( i\)-th unit of time by \( a^i_2 = F^{-1}_{a_2}(u_2) \);
5: end for
6: The sample sequence of \( a_1 \), \( \{a^1_1, a^2_1, ..., a^t_1\} \) represents traffic data of flow \( A_1 \);
7: The sample sequence of \( a_2 \), \( \{a^1_2, a^2_2, ..., a^t_2\} \) represents traffic data of flow \( A_2 \);

The output of Algorithm 1 is actually the traffic arrived in each unit of time of input flows \( A_1 \) and \( A_2 \). All the output traffic data is combined to be Simulated Dataset. According to output traffic, the traffic amount arrived within any time interval \((s, t]\) can be computed in accumulative way with Eq. (3.27). Thus with simulated traffic data, the arrival process of two flows can be entirely recovered and further used for backlog bounds study.

\[
A_1(s, t) = \sum_{i=s+1}^{t} a^i_1, \quad A_2(s, t) = \sum_{i=s+1}^{t} a^i_2. \tag{3.27}
\]

**Backlog Bounds for Each Flow**

Given the arrival \( A_i(s, t) \) and a constant service rate \( R_i \), the backlog \( B_i(t) \) is:

\[
B_i(t) = \sup_{0 \leq s \leq t} \{ A_i(s, t) - R_i(t - s) \}, \quad i = 1, 2. \tag{3.28}
\]

If we characterize the backlog as a random variable \( B_i(i = 1, 2) \), the backlog sequence along time \( B_i(1), B_i(2), ..., B_i(t) \) are the observed samples of \( B_i \). Moreover, the backlog bounding function is the survival function of \( B_i \). Then the backlog bound can be estimated by the statistical distribution of backlog \( B_i \).
The service rate assigned to each flow equals its average arrival rate. By computation with Eq. (3.28), samples of $B_i (i = 1, 2)$ can be obtained. The histograms of the sample values are shown in Fig. 3.5. The bimodal shaped histograms suggest that $B_1$ and $B_2$ may also follow a mixture of two Gaussian distributions, which is essentially inherited from the model of simulated input flows.

![Histogram of samples of $B_1$.](image1)
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Figure 3.5: Histograms of $B_1$ and $B_2$ based on samples in simulated dataset.

The parameter estimation and Kolomogorov-Smirnov goodness of fit test results are shown in Table 3.3. For both $B_1$ and $B_2$, the statistical values are smaller than the critical values, indicating that they both follow a mixture of two Gaussian distributions. With the estimated parameters, the survival function of backlog variables $B_1$ and $B_2$ can be determined. Accordingly, the backlog bounds of flows $A_1$ and $A_2$ can be drawn, as shown in Fig. 3.6.

**Remark 6.** The “raditional” way to obtain backlog bound with SNC is to derive the bound with traffic and service models. We treat the backlog as a random variable and models its statistical features directly. Nevertheless, this is not unusual. For the convenience of bound analysis, previous work [44] introduces some traffic models, such as the v.b.c. model, which could be considered as the same type of practice as ours, as per Definition 7 and Remark 1.

**Backlog Bound for Superposition of Two Flows**

We next consider the backlog of the aggregated flow. The aggregated traffic is $A = A_1 + A_2$. The service rate assigned to $A$ is $R_1 + R_2$. The backlog of $A$ can be
Table 3.3: Kolmogorov-Smirnov goodness of fit test for backlog based on simulated dataset

<table>
<thead>
<tr>
<th>Random variable</th>
<th>B1</th>
<th>B2</th>
</tr>
</thead>
<tbody>
<tr>
<td>ω</td>
<td>0.316657</td>
<td>0.31119</td>
</tr>
<tr>
<td>μ1</td>
<td>6402.2</td>
<td>6912.625</td>
</tr>
<tr>
<td>μ2</td>
<td>10741.37</td>
<td>12382.1</td>
</tr>
<tr>
<td>σ1</td>
<td>1650.444</td>
<td>2439.608</td>
</tr>
<tr>
<td>σ2</td>
<td>1930.165</td>
<td>4116.222</td>
</tr>
<tr>
<td>Statistical value D</td>
<td>0.021</td>
<td>0.0233</td>
</tr>
<tr>
<td>Degree of freedom</td>
<td>1000</td>
<td></td>
</tr>
<tr>
<td>Critical values D_{0.01}</td>
<td>0.0515</td>
<td></td>
</tr>
</tbody>
</table>

Figure 3.6: Backlog bound curves of two input flows of the simulated system.

represented as the summation of backlogs of $A_1$ and $A_2$:

\[ B(t) = \sup_{0 \leq s \leq t} \{ A(s, t) - R(t - s) \} , \]

\[ \leq \sup_{0 \leq s \leq t} \{ A_1(s, t) - R_1(t - s) \} + \sup_{0 \leq s \leq t} \{ A_2(s, t) - R_2(t - s) \} , \]

\[ = B_1(t) + B_2(t) . \]

Based on the analysis in the previous section, we can obtain the survival functions of $B_1$ and $B_2$, denoted as $\bar{F}_{B_1}$ and $\bar{F}_{B_2}$, respectively. With Lemma 1, the general bound of $B(t)$ can be calculated as:

\[ Pr\{ B(t) > x \} \leq (\bar{F}_{B_1} \otimes \bar{F}_{B_2})(x) . \]
backlog bound of $B(t)$ can be calculated with Lemma 3 and is tighter:

$$Pr\{B(t) > x\} \leq 1 - \int \int_{b_1+b_2<x} dC(F_{B_1}, F_{B_2}).$$

(3.31)

To identify a proper copula between $B_1$ and $B_2$, we do the fitness test based on Gumbel, Frank and Clayton copulas, respectively. The estimated parameters and the test results are shown in Table 3.4. Clearly, Clayton is the one that best models the dependence between $B_1$ and $B_2$. The fitness of Clayton copula shows that the backlogs of two flows are more lower tail dependent. That is, the probability that backlogs of small size appear in both traffic flows at the same time is higher.

Table 3.4: “Blanket” goodness of fit test for copula between $B_1$ and $B_2$ based on simulated dataset

<table>
<thead>
<tr>
<th>Copula</th>
<th>$\theta$</th>
<th>$P$-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gumbel</td>
<td>2.48</td>
<td>0.03</td>
</tr>
<tr>
<td>Frank</td>
<td>9.3526</td>
<td>0.21</td>
</tr>
<tr>
<td>Clayton</td>
<td>3.5</td>
<td>0.68</td>
</tr>
</tbody>
</table>

Given the Clayton copula with the estimated parameter and the known marginal distributions $F_{B_1}$ and $F_{B_2}$, the copula-based backlog bound can be computed with Eq. (3.31). Note that the copula-based bound obtained here is a special case of Theorem 8, for the service process is simplified as a constant-rate service. Both the general bound and the copula-based bound are shown in Fig. 3.7. We also label the values $x_{\text{bound}} = \inf_x Pr(B(t) > x) \leq 0.1$ from simulation, copula bound, and general bound with vertical lines in the figure. Practically, the values $x_{\text{bound}}$ bound backlog with a small violation probability (less than 0.1). The value from copula bound is very close to the simulation result and much smaller than the value from the general bound. It is clear that the copula-based bound is closer to reality and tighter than the general one.

3.6 Summary

Integrating the statistical method in SNC has been shown to be promising [9]. With a concrete real-world case study and numerical examples, this chapter illustrates the benefit of applying copula analysis in SNC for tighter performance bounds. This
analysis also sheds light on several important issues in SNC, such as the region where we can take advantage of dependence of random processes, and the tightest bound that SNC can possibly achieve.
Chapter 4

Copula Analysis of Temporal Dependence of Markov Modulated Poisson Process

4.1 Introduction

Markov modulated Poisson process (MMPP) is the doubly stochastic Poisson process whose arrival rate is modulated by an irreducible continuous time Markov chain (CTMC) independent with the arrival process [31]. Specifically, the arrival process is a Poisson process with arrival rate $\lambda_j$ whenever the CTMC is in state $j$. MMPP was first proposed by Yechiali and Naor to model non-homogeneous Poisson arrival process in queueing systems [86]. Compared with traditional Poisson process, MMPP allows the arrival rates to vary from time to time, making the model more flexible. Besides, MMPP is effective to capture burst arrivals and sudden changes in arrivals since it can integrate significantly different rates into one model. All these benefits make MMPP a widely applied model for the arrival processes in networks [17, 38], for the processes that show pattern changes [24], and for burst events detection [79, 41].

The good properties and the broad applications of MMPP are all on the basis of the temporal dependence carried by MMPP. Essentially, the dependence/correlation among inter-arrival times is the main difference between MMPP and Poisson process [10]. In the model of MMPP, the inter-arrival times are not independent. The dependence between inter-arrival times comes from CTMC that modulates the state switches over time. With the dependence structure of MMPP, we can better under-
stand the process and predict its trend. For example, when we model or detect traffic of networks with MMPP, the temporal dependence of MMPP can be the objective to match with that of the real traffic trace. Another example is to model web traffic or traffic in cloud with MMPP [70, 69, 64]. In this case, resource provisioning based on MMPP arrivals is the problem of interest. The capability of predicting arrivals based on temporal dependence structures is critical in designing the resource provisioning policy.

Existing theoretical studies of MMPP mainly fall into two categories. One track of studies is to use MMPP as the input of the queueing system and study the queueing performance. Current representative works include [17, 70]. The other track of studies is to develop algorithms to estimate the parameters of MMPP. Recent developments cover the algorithms of fitting MMPP to IP traffic traces [6], the expectation-maximization (EM) based algorithms to learn MMPP as a type of Markovian Arrival Process [63], the algorithms to learn MMPP through the detection of change points along with the arrival rates estimation [14], and the online learning algorithms by modeling MMPP as a Hidden Markov Model [16]. All these learning algorithms are either based on the arrival times, or the number of arrivals within every unit of time (arrival counts). Despite the abundant existing theoretical results on MMPP, there still is a large gap in the formal analysis of the dependence structure of MMPP in the literature. This gap is reflected in the following aspects.

First, the temporal dependence of MMPP is not well understood. The existing results related to the MMPP temporal dependence are all on the basis of covariance/autocorrelation. Neuts derived covariance between arrival counts over any two time slots for stationary MMPP in 1989 [61], which is still the strongest result known. This covariance result is not sufficient for many applications. To begin with, the covariance is not easy to compute due to the matrix exponential and matrix inverse involved (especially when the number of states becomes large). For 2-state stationary MMPP, the closed-form of the covariance between arrival counts was given by Andersen and Nielsen in 1998 [3]. For multi-state MMPPs, their covariances are usually obtained approximately by statistical counting on simulated traces [64, 16, 3]. Furthermore, the covariance or the autocorrelation is only capable of measuring the linear dependence degree over time. However, the MMPP network traffic may contain temporal dependence more complex than linear dependence. Through a detailed example given in Section 4.3.2, it is clear that the covariance only captures MMPP dependence structure partially and is far from reflecting its whole dependence struc-
ture. This motivates us to search for the exact and functional temporal dependence structure of MMPPs.

Second, there is no analysis on the temporal dependence in the superposition of MMPPs, i.e., the aggregation of multiple flows, each modeled as an MMPP [39]. Although it has been proved that the superposition of MMPP is still an MMPP [31], analysing the superposition of MMPP becomes intractable in real applications due to the exponential increase of the number of states. For instance, the superposition of two 20-states MMPP is computationally expensive to solve [39]. In other words, simply treating the superposition of MMPP as one MMPP of higher number of states would not work in practice. The temporal dependence of superposition of MMPPs thus requires a different analytical method.

Copula, an advanced dependence measure that links marginals into joint distributions, is ideal for modeling the temporal dependence of MMPP. First, copula can be constructed theoretically based on the analysis on marginals and joint distributions of the observations in MMPP. Second, copula is capable of capturing all the characteristics from dependence structures. Beyond the linear dependence, it characterizes functional dependence structure and carries abundant dependence information. Third, with the help of copula, it is easy to avoid the explosion of the number of parameters when modeling the superposition of MMPPs, and it is computationally tractable to calculate the temporal dependence of superposed MMPPs. Finally, the invariant property of copula keeps the dependence measure stable even when MMPP trace changes functionally. In this chapter, we build the theoretical copula to capture the temporal dependence of both single and superposed MMPPs.

4.2 Related Work

The Markov Modulated Poisson Process (MMPP) was first applied in the network domain in 1971 [86]. Since then, tremendous research efforts have been devoted to MMPP. Early theoretical results and applications of MMPP were outlined in the review [31] and references therein. In brief, the review includes the theoretical results of the characterization of MMPP, the statistical moments of MMPP arrivals, and the superposition of independent MMPPs. Afterwards, MMPP was further studied as the arrival input of queueing systems. Furthermore, various learning algorithms for parameter estimation of MMPP were proposed.

Among the literature of MMPP, the research that related to temporal dependence
modeling is summarized as follows. MMPP and other Markovian arrival processes were generalized into the versatile Markov point process in [61]. The covariance between arrival counts was derived for the versatile Markov point process. The closed form of the covariance of 2-state MMPP was given in [3]. The covariance was further derived into an asymptotic form and used for learning parameters. In [64, 16, 3], covariance was the evaluation metric for goodness of fitting test for MMPP, and it was computed empirically from simulated trace of fitted MMPP. Different from the above works, our work in Chapter 4 derives the theoretical results on temporal dependence of MMPP in terms of copula, which represents functional dependence.

In the case of superposition of MMPPs, its mathematical form has been given in [31], but the parameter computation of superposed MMPPs is complex due to the explosion of state number. To reduce the computational complexity, recent efforts have been made to reduce the number of states and obtain an approximate solution [39, 88]. Our work in Chapter 4 focuses on the exact and tractable solution of temporal dependence in the superposition of MMPPs.

4.3 Preliminaries

4.3.1 Markov Modulated Poisson Process

We introduce the definition and key concepts of MMPP.

**Definition 9.** A *Markov-modulated Poisson Process* (MMPP) [31] is constructed by varying the arrival rate of a Poisson process according to an m-state irreducible continuous-time Markov chain (CTMC). In particular, when the Markov Chain is in state \( j \), the arrivals follow a Poisson process of rate \( \lambda_j \). Therefore, an MMPP can be parameterized by the \( Q \) matrix [73] of CTMC and the \( m \) Poisson arrival rates, \( \Lambda = (\lambda_1, \ldots, \lambda_m) \).

We thus denote an MMPP by parameters \( (Q, \Lambda) \).

**Definition 10.** *Environment-stationarity* of an MMPP [31]: An MMPP \( (Q, \Lambda) \) is considered to be environment-stationary if its associated CTMC is stationary.

For an environment-stationary MMPP, the stationary distribution of the states, \( \Pi = (\pi_1, \ldots, \pi_m) \), is determined by solving the equation \( \Pi Q = 0 \). In our analysis of MMPP, we only consider the environment-stationary MMPP.
Since the superposition of MMPPs is still an MMPP [31], to distinguish regular MMPP with superposition of MMPPs, in this thesis either the term single MMPP or MMPP refer to an MMPP not created from superposition. We introduce the following terms to refer the superposition of MMPPs:

Definition 11. **Superposition of independent homogeneous MMPPs**: An MMPP is called HoMMPP if it is a superposition of multiple independent homogeneous MMPPs. All constituent MMPPs have the same parameter \((Q, \Lambda)\).

Definition 12. **Superposition of independent heterogeneous MMPPs**: An MMPP is called HeMMPP if it is a superposition of multiple independent heterogeneous MMPPs. The constituent MMPPs carry different parameters \((1Q, 1\Lambda), (2Q, 2\Lambda), \ldots, (lQ, l\Lambda), \ldots\), where \((iQ, i\Lambda)\) denotes the parameters of the \(l\)-th constituent MMPP.

Definition 13. **Arrival counts** of MMPP are a sequence of random variables representing the number of arrivals in disjoint equal-sized small time intervals, called time slots. Denote the sequence of time slots as \(I_1, I_2, \ldots, I_n\), and the random variable representing the arrival count of single MMPP in \(I_i\) as \(A_i\), of superposition of \(l\) independent MMPPs in \(I_i\) as \(A_l^i\).

Remark 7. We denote the length of each time slot as \(\Delta\). For MMPP modeling we assume \(\Delta\) is short enough such that the state transition of MMPP within one time slot is negligible. To keep this assumption valid, we recommend that the length of time slot be no larger than the smallest average time of MMPP staying on one state, i.e., \(\Delta \leq \frac{1}{\max_j |q_{jj}|}\) where \(q_{jj}\) is the diagonal element in the \(j\)-th row of matrix \(Q\). Under this condition, the number of state transitions in one time slot can be ignored and the arrival rate in one time slot is (approximately) stable. Experiments in [63] have showed that the parameter estimation based on arrival counts becomes inaccurate when \(\Delta > \frac{1}{\max_j |q_{jj}|}\), indicating that a large value of \(\Delta\) would make the arrival counts lack enough information to retrieve the MMPP. In other words, we assume that the state transitions occur only at the boundaries of time slots. This approximation has been used in previous research, e.g., in [63].

### 4.3.2 Why Do Existing Results Not Suffice?

The strongest result so far that discloses the temporal dependence of MMPP is from [61], where the covariance or the autocorrelation of arrival counts over different
time slots is given. Covariance, however, is only capable of capturing linear dependence. MMPP trace may contain temporal dependence much more complex than linear dependence. To illustrate the pitfalls of covariance, we consider two MMPPs with their parameters as $(1Q, 1\Lambda)$ and $(2Q, 2\Lambda)$ shown below:

\[
1Q = \begin{pmatrix} -0.1 & 0.1 \\ 1 & -1 \end{pmatrix}, \quad 1\Lambda = (2, 200); \quad 2Q = \begin{pmatrix} -0.1 & 0.1 \\ 1 & -1 \end{pmatrix}, \quad 2\Lambda = (200, 2).
\]

We simulate traces from these two MMPPs: Trace 1 is from MMPP $(1Q, 1\Lambda)$; Trace 2 is from MMPP $(2Q, 2\Lambda)$. The traces are analysed by arrival counts. Specifically, the number of arrivals in $i$-th timeslot is denoted as $A_i (i \in \mathbb{N})$. The arrival counts of the two traces are shown in Fig. 4.1. From the figure, the traces from the two MMPPs are very different. To study their dependence, we first analyse the covariances of two MMPPs and then visualize their temporal dependence by the joint distribution of successive arrival counts.

![Figure 4.1: Arrival counts of the two traces](image)

The theoretical form of the covariance of a 2-state MMPP is given by Eq.(3) in Section II of [3]. Based on the given covariance function, the covariances between $A_i$ and $A_{i+i'} (i' \in \mathbb{N}, \text{ is the time lag})$ of the two MMPPs in this example is theoretically the same. In Fig. 4.2, we use the green plots to show that the theoretical covariances of the two MMPPs (from the theoretical analysis with Eq.(3) of [3]) are all the same over different time lags. We also plot the empirical covariances calculated from the simulated traces. The covariances of two traces are close, though they vary slightly from the theoretical results. So in terms of covariance, the two MMPPs show the same dependence structure.
To obtain the full view of the dependence structure, we visualize the joint behaviour of $A_i$ and $A_{i+1}$ by the scatter plots with marginal histograms in Fig. 4.3 and their bivariate frequency histograms with heat map in Fig. 4.4. From the two figures, we can observe that the joint behaviour of two successive arrival counts is quite different in the two MMPPs. Therefore, it is clear that the two MMPPs have different temporal dependence between $A_i$ and $A_{i+1}$.

In the above simple example, the two MMPPs have the same covariance theoretically. However they generate traces with significantly different temporal dependence structures. Therefore, covariance, only measuring partial information from dependence, is not sufficient to represent MMPP dependence. This motivates us to seek a better dependence structure to characterize temporal dependence beyond linear
scope when modeling network traffic with MMPP. We tackle this challenge with copula analysis. We will apply both theoretical way (Section 4.4) and parametric copula modeling (Section 4.5) to construct the copula of MMPP and superposed MMPP.

4.4 Theoretical Copula Analysis for MMPP, HoMMPP and HeMMPP

4.4.1 Theoretical Copula Analysis for Single MMPP

We first study an $m$-state MMPP with parameters $(Q, \Lambda)$. Based on Definition 13 and Remark 7, the state in $I_i$ is considered as stable, thus defined as a random variable $S_i$. Denote the transition matrix by $P(t) = [p_{j_1j_2}(t)]$, where $p_{j_1j_2}(t)$ is the probability that the CTMC switches from state $j_1$ to state $j_2$ after time $t$. $P(t) = e^{Qt}$ can be calculated with numerical methods such as those introduced in Chapter 6.8 of [73]. As $\Delta$ is small, $P(\Delta)$ relates to $Q$ matrix in the following way:

$$p_{j_1j_2}(\Delta) = 1 + q_{j_1j_2}\Delta + o(\Delta), \quad j_1 = j_2;$$
$$p_{j_1j_2}(\Delta) = q_{j_1j_2}\Delta + o(\Delta), \quad j_1 \neq j_2$$

(4.1)

where $o(\Delta)$ is an infinitesimal. Therefore, by a simple calculation, $P(\Delta)$ is approximately equal to matrix $Q\Delta$ plus an identity matrix.

The MMPP traffic will be analysed in terms of arrival counts $A_i$, and the temporal
dependence of MMPP will be the dependence between $A_i$ and $A_{i+i'}$ with time lag as $i'$. Under environmental-stationarity, the arrival counts of all time slots (i.e., $A_i$ with any $i$) share the same marginal distribution function, denoted as $M$. Similarly, the copula between $A_i$ and $A_{i+i'}$ will be a function invariant on time slot label $i$ but only variant along time lag $i'$, thus is denoted as $C_{i'}$. In the following, we derive the marginal distribution function $M$ in Theorem 10 and the copula $C_{i'}$ in Theorem 11.

**Theorem 10.** Let $x_i$ be the sample value of $A_i$, the marginal distribution of $A_i$ on $x_i$ is

$$M(x_i) \equiv Pr(A_i \leq x_i) = \sum_{j=1}^{m} \pi_j G_j(x_i) = \Pi G(x_i)$$

(4.2)

where

- $G_j(x_i) \equiv Pr(A_i \leq x_i | S_i = j) = e^{-\lambda_j \Delta} \sum_{k=0}^{\lambda_j \Delta} k!$,
- $G(x_i) \equiv [G_1(x_i), \ldots, G_m(x_i)]$ is a conditional marginal vector.

**Proof.**

$$M(x_i) \equiv Pr(A_i \leq x_i) = \sum_{j=1}^{m} Pr(A_i \leq x_i | S_i = j) Pr(S_i = j) = \sum_{j=1}^{m} \pi_j G_j(x_i) = \Pi G(x_i).$$

$\square$

**Theorem 11. (Single MMPP copula)** Let $u_i \equiv M(x_i)$, the copula of any two arrival counts, $A_i$ and $A_{i+i'}$ ($i' \in \mathbb{N}$), can be calculated as:

$$C_{i'}(u_i, u_{i+i'}) = G(M^{-1}(u_i)) diag(\Pi) P(i' \Delta) G(M^{-1}(u_{i+i'}))^T,$$

(4.3)

where

- $M^{-1}$ is the inverse function of $M$ defined by (4.2),
- $diag(\Pi)$ is a square diagonal matrix with the elements of vector $\Pi$ on the main diagonal,
- $G(M^{-1}(v))^T$ is the transpose of $G(M^{-1}(v))$. 
Proof. The joint distribution of $A_i$ and $A_{i+1}$ is derived as

$$F_{A_iA_{i+1}'}(x_i,x_{i+i'}) \equiv Pr(A_i \leq x_i, A_{i+i'} \leq x_{i+i'})$$

$$= \sum_{j_2=0}^m \sum_{j_1=0}^m Pr(A_i \leq x_i, A_{i+i'} \leq x_{i+i'} | S_i = j_1, S_{i+i'} = j_2) Pr(S_i = j_1, S_{i+i'} = j_2)$$

$$= \sum_{j_2=0}^m \sum_{j_1=0}^m Pr(A_i \leq x_i | S_i = j_1) Pr(A_{i+1} \leq x_{i+i'} | S_{i+1} = j_2) Pr(S_i = j_1) Pr(S_{i+i'} = j_2 | S_i = j_1)$$

$$= \sum_{j_2=0}^m \sum_{j_1=0}^m G_{j_2}(x_{i+i'}) p_{j_1j_2}(i' \Delta) G_{j_1}(x_i) \pi_{j_i}$$

$$= G(x_i) \text{diag}(\Pi) P(i' \Delta) G(x_{i+i'})^T.$$

With the inverse method based on Theorem 4, the copula between $A_i$ and $A_{i+i'}$ is constructed as

$$C_{i'}(u_i,u_{i+i'}) = F_{A_iA_{i+1}'}(M^{-1}(u_i),M^{-1}(u_{i+i'}))$$

$$= G(M^{-1}(u_i)) \text{diag}(\Pi) P(i' \Delta) G(M^{-1}(u_{i+i'}))^T.$$

\[\square\]

The copula $C_{i'}$ in Theorem 11 is the theoretical copula that models the dependence of two arrival counts in MMPP. The number of time slots between two arrival counts are specified by the value of $i'$. We name this theoretical copula as single MMPP copula.

4.4.2 Theoretical Copula Analysis for HoMMPP

For a better understanding, we start from HoMMPP to explore the copula of superposition of MMPPs. HoMMPP is a good model for many network system, such as Internet core routers, where the incoming traffic may be a superposition of multiple independent homogeneous MMPP traffic traces. We consider a HoMMPP with the number of constituent MMPPs as $l(l \in \mathbb{N})$, each of which has the same parameters $(Q, \Lambda)$. All notations related to the HoMMPP is numbered with $l$ on their top right. That is, the HoMMPP has arrival counts random variable as $A^l_i$, marginal distribution of $A^l_i$ as $M^l$, copula between $A^l_i$ and $A^l_{i+i'}$ as $C^l_{i'}$, etc. Note that when $l = 1$, the HoMMPP regress to single MMPP, the notations can omit $l$ to be consistent with those defined in Section 4.4.1.
For HoMMPP, it is hard to derive the theoretical copula directly. When $l$ is getting large, number of states of CTMC associated to HoMMPP will explode, and the joint distribution of $A_l^i$ and $A_{l+i'}^i$ can hardly expressed in closed-form. To tackle this difficulty, we derive following theorems, which are helpful to reveal HoMMPP copula. These two theorems will be the basis of an algorithmic approach to compute HoMMPP copula introduced later in Section 4.4.4.

**Theorem 12.** Let $x_i$ denote the sample value of $A_l^i$, the marginal of $A_l^i$ is

$$M_l^i(x_i) = \sum_{l_1 + \cdots + l_m = l} \binom{l_1}{l} \binom{l_2}{l-l_1} \cdots \binom{l_m}{l-l_1-\cdots-l_{m-1}} \times \pi_{l_1}^{l_1} \pi_{l_2}^{l_2} \cdots \pi_{l_m}^{l_m} \times \text{Po}((l_1\lambda_1 + \cdots + l_m\lambda_m)\Delta, x_i), \tag{4.4}$$

where $\binom{k}{n}$ is the combinatorial number of choosing $k$ from $n$, and $\text{Po}(\lambda, x_i)$ represents the Poisson cumulative distribution of value $x_i$, with parameter $\lambda$.

**Proof.** Assume the number of MMPP in State $j$ in time slot $I_i$ is $l_j$ ($j = 1, 2, \ldots, m$). The probability that the HoMMPP is at the above allocation of states is $\binom{l_1}{l} \binom{l_2}{l-l_1} \cdots \binom{l_m}{l-l_1-\cdots-l_{m-1}} \times \pi_{l_1}^{l_1} \pi_{l_2}^{l_2} \cdots \pi_{l_m}^{l_m}$. Since the superposition of two Poisson processes with rate $\lambda_1$ and $\lambda_2$ is a Poisson process with rate $\lambda_1 + \lambda_2$, under the assumed state combination $A_l^i$ follows Poisson distribution with parameter of $(l_1\lambda_1 + \cdots + l_m\lambda_m)\Delta$. Adding up all the possible allocations of states leads to the marginal form in Theorem 12. $\square$

We define the copula gradients here for further analysis of HoMMPP copula.

**Definition 14. Single MMPP copula gradient** $\nabla C_{i'}$ is defined as

$$\nabla C_{i'}(u_i, u_{i+i'}) = \nabla C_{i'}(M(x_i), M(x_{i+i'}))$$

$$\equiv C_{i'}(M(x_i), M(x_{i+i'})) + C_{i'}(M(x_i - 1), M(x_{i+i'} - 1)) - C_{i'}(M(x_i), M(x_{i+i'} - 1)) - C_{i'}(M(x_i - 1), M(x_{i+i'})). \tag{4.5}$$
**HoMMPP/HeMMPP copula gradient** \( \nabla C^l_i \) is defined as

\[
\nabla C^l_i(u_i, u_{i+l'}) = \nabla C^l_i(M^l(x_i), M^l(x_{i+l'}))
\]

\[
\equiv C^l_i(M^l(x_i), M^l(x_{i+i'}, 1)) + C^l_i(M^l(x_i - 1), M^l(x_{i+l'} - 1))
\]

\[
- C^l_i(M^l(x_i), M^l(x_{i+l'} - 1)) - C^l_i(M^l(x_i - 1), M^l(x_{i+l'})�).
\]

**Lemma 5.** Single MMPP copula gradient can be simply regarded as \( \nabla C^l_i(M(x_i), M(x_{i+l'})) = Pr(A_i = x_i, A_{i+l'} = x_{i+l'}) \); Similarly, \( \nabla C^l_i(M^l(x_i), M^l(x_{i+l'})) = Pr(A^l_i = x_i, A^l_{i+l'} = x_{i+l'}) \).

**Proof.** Based on the definition of single MMPP copula gradient and the fact that the arrival counts follow discrete marginal distributions, we have

\[
\nabla C^l_i(M(x_i), M(x_{i+l'}))
\]

\[
= C^l_i(M(x_i), M(x_{i+l'})) + C^l_i(M(x_i - 1), M(x_{i+l'} - 1))
\]

\[
- C^l_i(M(x_i), M(x_{i+l'} - 1)) - C^l_i(M(x_i - 1), M(x_{i+l'}))
\]

\[
= Pr(A_i \leq x_i, A_{i+i'} \leq x_{i+l'}) + Pr(A_i \leq x_i - 1, A_{i+i'} \leq x_{i+l'} - 1)
\]

\[
- Pr(A_i \leq x_i, A_{i+i'} \leq x_{i+i'} - 1) - Pr(A_i \leq x_i - 1, A_{i+i'} \leq x_{i+l'})
\]

\[
= Pr(A_i = x_i, A_{i+i'} = x_{i+l'})�.
\]

Similarly, \( \nabla C^l_i(M^l(x_i), M^l(x_{i+l'})) = Pr(A^l_i = x_i, A^l_{i+l'} = x_{i+l'}) \).  

**Theorem 13.** The HoMMPP copula has recursive relationship between \( C^l_i \) and \( C^{l-1}_i \) as shown below:

\[
C^l_i(M^l(x_i), M^l(x_{i+l'})) = \sum_{x=0}^{x_{i+l'}} \sum_{y=0}^{x_{i+l'-y}} C^{l-1}_i(M^{l-1}(x_i - x), M^{l-1}(x_{i+l'} - y)) \ast \nabla C^l_i(M(x), M(y)),
\]

(4.8)

**Proof.** Since the constituent MMPPs are mutually independent, the arrivals of \( l \) number of aggregate MMPPs can be divided into arrivals of \( (l-1) \) number of aggregate MMPPs plus a single MMPP arrivals, i.e., \( A^l_i = A^{l-1}_i + A_i \). Following this idea, we
have:

\[ C_i^{l'}(M^l(x_i), M^l(x_{i+i'})) = Pr(A_i^l \leq x_i, A_{i+i'}^l \leq x_{i+i'}) = \sum_{x=0}^{x_i} \sum_{y=0}^{x_{i+i'}} Pr(A_i^l \leq x_i, A_{i+i'}^l \leq x_{i+i'}|A_i = x, A_{i+i'} = y) * Pr(A_i = x, A_{i+i'} = y) \]

\[ = \sum_{x=0}^{x_i} \sum_{y=0}^{x_{i+i'}} Pr(A_i^{l-1} \leq x_i - x, A_{i+i'}^{l-1} \leq x_{i+i'} - y) * Pr(A_i = x, A_{i+i'} = y) \]

\[ = \sum_{x=0}^{x_i} \sum_{y=0}^{x_{i+i'}} C_i^{l-1} (M_i^{l-1}(x_i - x), M_i^{l-1}(x_{i+i'} - y)) * \nabla C_i^{l'} (M(x), M(y)). \]

\[ \square \]

Even with Theorem 13, the closed form of HoMMPP copula \( C_i^{l'} \) can hardly be derived. However the recursive relationship between \( C_i^{l'} \) and \( C_i^{l-1} \) can be implemented as a recursive algorithm to calculate HoMMPP copula values numerically. The algorithm will be introduced in Section 4.4.4

### 4.4.3 Theoretical Copula Analysis for HeMMPP

HeMMPP is very similar to HoMMPP in their definitions, except that the constituent MMPPs in HeMMPP are different rather than the same. Thus we have to differentiate the constituent MMPPs by numbering them. With a shuffling, we can get a random order of constituent MMPPs, i.e., \((1Q, 1\Lambda), (2Q, 2\Lambda), ..., (lQ, l\Lambda)\), where \((lQ, l\Lambda)\) represents the parameters of the \(l\)-th constituent MMPP. The notations for each constituent MMPP will be labeled by the order value \(l\) on the bottom left, for instance, \(iA_i, iC_{i'}, iM\) are arrival counts, copula, marginal of \(l\)-th MMPP. In HeMMPP, \(A_i^l, C_{i'}^{l'}, M^l\) denote those notations of the superposition of the first \(l\) number of constituent MMPPs. Note that we introduce this ordering for a clear explaining and analysis.

We derive the following theorems to analyse the marginal distribution and the copula of HeMMPP:

**Theorem 14.** The HeMMPP marginal distribution function has recursive relation-
ship between $M^l$ and $M^{l-1}$ as

$$M^l(x_i) = \sum_{x=0}^{x_i} M^{l-1}(x_i - x) \ast l p(x), \quad (4.9)$$

where $l p$ is the probability mass function of the arrival count from $l$-th MMPP, $l p(x) = \frac{1}{\gamma} M(x) - \frac{1}{\gamma} M(x - 1)$.

**Proof.** The key idea of the proof is to divide the arrival from $l$ number of MMPPs into the arrival from the first $l - 1$ number of MMPPs plus that from the $l$-th MMPP, i.e., $A^l_i = A^{l-1}_i + i A_i$. Thus, we have

$$M^l(x_i) = Pr(A^l_i \leq x_i) = \sum_{x=0}^{x_i} Pr(A^l_i \leq x_i \mid i A_i = x) Pr(i A_i = x)
= \sum_{x=0}^{x_i} Pr(A^{l-1}_i \leq x_i - x) Pr(i A_i = x) = \sum_{x=0}^{x_i} M^{l-1}(x_i - x) \ast l p(x)$$

\(\square\)

**Theorem 15.** The HeMMPP copula has the recursive relationship between $C^l_i$ and $C^{l-1}_i$ as shown below:

$$C^l_i(M^l(x_i), M^l(x_{i+i'})) = \sum_{x=0}^{x_i} \sum_{y=0}^{x_{i+i'}} C^{l-1}_i(M^{l-1}(x_i - x), M^{l-1}(x_{i+i'} - y)) \ast \nabla_l C_i(M(x), M(y)), \quad (4.10)$$

where $\nabla_l C_i$ is the single MMPP copula gradient of the $l$-th MMPP.

**Proof.** The proof is omitted since it is just similar to that of Theorem 13 on the basis of $A^l_i = A^{l-1}_i + i A_i$. \(\square\)

### 4.4.4 An Algorithm to Compute HeMMPP Copula

In Sections 4.4.2 and 4.4.3, we introduce the recursive relationships among HoMMPP/HeMMPP copula. Although the HoMMPP/HeMMPP copulas are not derived into closed forms, they could be computed numerically with a recursive algorithm introduced in this section. Since both single MMPP and HoMMPP are special cases of HeMMPP, we will introduce how our algorithm works on HeMMPP as a general case.
Consider HeMMPP with $l$ number of heterogeneous constituent MMPPs. To limit the running time of the algorithm, we narrow down the interested range of $A_l$ from its infinite domain to finite range with an upper threshold $\hat{a}$. In other words, although the range of $A_l$ is on the whole non-negative integer domain, we are only interested in computing marginal values $M_l(x_i)$ and copula values $C_l(M_l(x_i), M_l(x_{i+i^{'}}))$ for $x_i < \hat{a}$ and $x_{i+i^{'}} < \hat{a}$. The selection of $\hat{a}$ is application dependent and can be set appropriately based on observations. Narrowing down the interested range makes the computation feasible and still fulfills the demand for real applications, because the observations of arrival counts in real traffic flows always fall within a limited range.

On the interested range $[0, \hat{a})$, we define three matrices in Table 4.1, $M_l$ to represent HeMMPP/HoMMPP marginal values, $C_l$ to represent HeMMPP/HoMMPP copula values, and $D_l$ to represent HeMMPP/HoMMPP copula gradient values. Essentially, these three matrices are look-up tables for HeMMPP on the domain of interested range $[0, \hat{a})$. For constituent MMPPs, their values in PMF, CDF marginal, copula and copula gradient are represented by matrices $lP$, $lM_l$, $lC_l$ and $lD_l$, where $l$ means the order of constituent MMPP.

Note that $C_l$ is defined for copula between $A_l$ and $A_l$, as time lag $i'$ is set to a certain constant. Similarly, $C_l$, $D_l$, $lC_l$ and $lD_l$ are defined under condition that $i'$ is preset as a constant. To emphasize the matrices’ dimension, we mark dimensions on the bottom right, such as $[M_l]_{\hat{a}}$, $[C_l]_{\hat{a} \times \hat{a}}$ etc. We also define notations for submatrix, for instance, $[C_l]_{x \times y}$ to represent the submatrix of $[C_l]_{\hat{a} \times \hat{a}}$ with its first $x$ rows and first $y$ columns.

With HeMMPP parameters $(Q_1, \Lambda), (Q_2, \Lambda), ..., (Q_l, \Lambda)$ and a properly set threshold value $\hat{a}$, we design Algorithm 2 (with the time complexity as $O(\hat{a} \times l)$) to calculate HeMMPP marginal matrix $[M_l]_{\hat{a}}$ and Algorithm 3 (with the time complexity as $O(\hat{a} \times \hat{a} \times l)$) to calculate HeMMPP copula matrix $[C_l]_{\hat{a} \times \hat{a}}$. In Algorithm 2, the recursive relationship in Theorem 14 is implemented as the procedure MarginalMatrixCalc. Some details in this procedure are expanded here:

- In line 6 and line 11, the marginal matrix is calculated for single MMPP. Given $l$-th constituent MMPP $(Q_l, \Lambda)$, its stationary distribution $\Pi_l$ and conditional marginal vector $G_l$ could be calculated from parameters according to Theorem 10. Then the element of its marginal matrix is calculated as $M_{lx} = \Pi_l G_l (x - 1)$ as shown in Theorem 10;

- In line 12, $[P]_{\hat{a}}$ is computed from $[M_{lx}]_{\hat{a}}$ by $P_x = M_{lx} - M_{l(x-1)}$ for any $x$. 

Theorem 16. \textbf{(HeMMPP copula)} Given HeMMPP with marginal matrix $[M^l]_a$ and copula matrix $[C^l]_{a \times a}$, its copula value of $C^l_i(u_i, u_{i+i'})$ for any $a_i \leq M^l_a$ and $u_{i+i'} \leq M^l_a$ will be calculated as steps:

Similarly, Algorithm 3 implements Theorem 15 via a recursive procedure called CopulaMatrixCalc:

- In line 6 and line 11, the marginal matrix is calculated for single MMPP. Given $l$-th constituent MMPP $(iQ, i\Lambda)$, its stationary distribution $i\Pi$, conditional marginal vector $i\mathcal{G}$ and transition matrix $iP(i'\Delta)$ could be calculated from parameters. Then the element of its copula matrix is calculated as $i\mathcal{C}_{xy} = i\mathcal{G}(x-1)\text{diag}(i\Pi)iP(i'\Delta)(i\mathcal{G}(y-1))^T$ according to Theorem 11;

- In line 12, $[i\mathcal{D}]_{a \times a}$ is computed from $[i\mathcal{C}]_{a \times a}$ by $i\mathcal{D}_{xy} = i\mathcal{C}_{xy} + i\mathcal{C}_{(x-1)(y-1)} - i\mathcal{C}_{(x-1)y} - i\mathcal{C}_{xy(y-1)}$ for any $x$ and $y$.

With Algorithm 2 and 3, marginal matrix $[M^l]_a$ and copula matrix $[C^l]_{a \times a}$ are calculated as the numerical results of HeMMPP marginal distributions and its temporal copula as summarized in the following theorem:

<table>
<thead>
<tr>
<th>Matrix Denotation</th>
<th>Matrix name</th>
<th>Number in row $x$ (and column $y$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$[M^l]_a$</td>
<td>HeMMPP marginal matrix</td>
<td>$M^l_i \equiv M^l(x-1) = Pr(A^l_i \leq x-1)$</td>
</tr>
<tr>
<td>$[C^l]_{a \times a}$</td>
<td>HeMMPP copula matrix</td>
<td>$C^l_{xy} \equiv C^l_i(M^l(x-1), M^l(y-1)) = Pr(A^l_i \leq x-1, A^l_{i+i'} \leq y-1)$</td>
</tr>
<tr>
<td>$[\mathcal{D}^l]_{a \times a}$</td>
<td>HeMMPP copula gradient matrix</td>
<td>$\mathcal{D}^l_{xy} \equiv \nabla C^l_i(M^l(x-1), M^l(y-1)) = Pr(A^l_i \leq x-1, A^l_{i+i'} = y-1)$</td>
</tr>
<tr>
<td>$[iM]_a$</td>
<td>$l$-th MMPP marginal matrix</td>
<td>$iM_{x} \equiv iM(x-1) = Pr(iA_i \leq x-1)$</td>
</tr>
<tr>
<td>$[i\mathcal{P}]_a$</td>
<td>$l$-th MMPP PMF matrix</td>
<td>$i\mathcal{P}_{x} \equiv iP(x-1) = Pr(iA_i = x-1)$</td>
</tr>
<tr>
<td>$[i\mathcal{C}]_{a \times a}$</td>
<td>$l$-th MMPP copula matrix</td>
<td>$i\mathcal{C}<em>{xy} \equiv iC^l_i(iM(x-1), iM(y-1)) = Pr(iA_i \leq x-1, iA</em>{i+i'} \leq y-1)$</td>
</tr>
<tr>
<td>$[i\mathcal{D}]_{a \times a}$</td>
<td>$l$-th MMPP copula gradient matrix</td>
<td>$i\mathcal{D}<em>{xy} \equiv \nabla iC^l_i(iM(x-1), iM(y-1)) = Pr(iA_i = x-1, iA</em>{i+i'} = y-1)$</td>
</tr>
</tbody>
</table>
Algorithm 2 An algorithm to compute HeMMPP marginal matrix $M^l$

**Require:** HeMMPP parameters $(i_1 \Lambda, 1 \Lambda), (i_2 \Lambda, 2 \Lambda), \ldots, (i_l \Lambda, l \Lambda)$, the upper threshold $\hat{a}$

**Ensure:** $[M^l]_{\hat{a}}$

```plaintext
1: return MarginalMatrixCalc([1 \Lambda, \ldots, l \Lambda], [1 Q, \ldots, l Q], \hat{a})
```

2: procedure MarginalMatrixCalc([1 \Lambda, \ldots, l \Lambda], [1 Q, \ldots, l Q], \hat{a})

3: l ← the vector length of [1 \Lambda, \ldots, l \Lambda] or of [1 Q, \ldots, l Q]

4: // Base Case

5: if $l == 1$ then

6: $[M^1]_{\hat{a}}$ ← compute with parameters $1 \Lambda$ and $1 Q$ based on Theorem 10

7: return $[M^1]_{\hat{a}}$

8: end if

9: // Inductive Step

10: $[M^{l-1}]_{\hat{a}}$ ← MarginalMatrixCalc([1 \Lambda, \ldots, l-1 \Lambda], [1 Q, \ldots, l-1 Q], \hat{a})

11: $[l M]_{\hat{a}}$ ← compute with parameters $l \Lambda$ and $l Q$ based on Theorem 10

12: $[l P]_{\hat{a}}$ ← compute from $[l M]_{\hat{a}}$

13: for $x ← 1, \hat{a}$ do

14: Rotate matrix $[l P]_x$ 180 degree clockwise as $[l P']_x$

15: Calculate Hadamard product of $[M^{l-1}]_x$ and $[l P']_x$ as $[T]_x$

16: $M^l_x$ ← sum of all elements in matrix $[T]_x$

17: end for

18: return $[M^l]_{\hat{a}}$

19: end procedure

1. $x_i = (\text{argmax}_x M^l_x \leq u_i) - 1$;

2. $x_{i+i'} = (\text{argmax}_x M^l_x \leq u_{i+i'}) - 1$;

3. $C^l_{i'}(u_i, u_{i+i'}) = C^l((x_{i+1}(x_{i+i'}+1))$.

For short, $C^l_{i'}(u_i, u_{i+i'}) = C^l(\text{argmax}_x M^l_x \leq u_i)(\text{argmax}_x M^l_x \leq u_{i+i'})$

With all the analysis in this section, we find the way to calculate the copula for HeMMPP as shown in Theorem 16. Although mathematically it is not in closed-form, the copula values can be computed effectively. Therefore, Algorithm 2 and 3 can be regarded as the theoretical analysis of HeMMPP copula, and offer the exact solution for the temporal dependence.
Algorithm 3 An algorithm to compute HeMMPP copula matrix $C'$

Require: HeMMPP parameters $(1Q, 1\Lambda), (2Q, 2\Lambda), \ldots, (lQ, l\Lambda)$, the upper threshold $\hat{a}$
Ensure: $[C']_{\hat{a} \times \hat{a}}$

1: return CopulaMatrixCalc($(1\Lambda, \ldots, 1\Lambda), (1Q, \ldots, lQ), \hat{a}$)

2: procedure CopulaMatrixCalc($(1\Lambda, \ldots, 1\Lambda), (1Q, \ldots, lQ), \hat{a}$)
3: $l \leftarrow$ the vector length of $(1\Lambda, \ldots, 1\Lambda)$ or of $(1Q, \ldots, lQ)$
4: // Base Case
5: if $l == 1$ then
6: $[C^1]_{\hat{a} \times \hat{a}} \leftarrow$ compute with parameters $1\Lambda$ and $1Q$ based on Theorem 11
7: return $[C^1]_{\hat{a} \times \hat{a}}$
8: end if
9: // Inductive Step
10: $[C^{l-1}]_{\hat{a} \times \hat{a}} \leftarrow$ CopulaMatrixCalc($(1\Lambda, \ldots, (l-1)\Lambda), (1Q, \ldots, (l-1)Q), \hat{a}$)
11: $[C^l]_{\hat{a} \times \hat{a}} \leftarrow$ compute with parameters $l\Lambda$ and $lQ$ based on Theorem 11
12: $[D]_{\hat{a} \times \hat{a}} \leftarrow$ compute from $[C^l]_{\hat{a} \times \hat{a}}$
13: for $x \leftarrow 1, \hat{a}$ do
14: for $y \leftarrow 1, \hat{a}$ do
15: Rotate matrix $[D]_{x \times y}$ 180 degree clockwise to be $[D']_{x \times y}$
16: Calculate Hadamard product of $[C^{l-1}]_{x \times y}$ and $[D']_{x \times y}$ as $[T]_{x \times y}$
17: $C'_{xy} \leftarrow$ sum of all elements in matrix $[T]_{x \times y}$
18: end for
19: end for
20: return $[C']_{\hat{a} \times \hat{a}}$
21: end procedure

4.5 Parametric Copula Modeling for MMPP trace

Parametric copula modeling is to fit trace to well known parametric copulas and choose the best one for applications. The arrival count traces could be from any kind of MMPPs: single MMPP, HoMMPP or HeMMPP. The marginal distribution will be constructed empirically and parametric copulas can be chosen according to the tail dependence. In general, we assume that the fitting trace, denoted as $\{x_i\}_{1 \leq i \leq n}$, is a sample trace from HeMMPP $\{A^l_i\}$. Our goal is to model copula between $A^l_i$ and $A^l_{i+i'}$. We proposed the following tail-dependence-based schema to conduct parametric copula modeling:

1. Compute the tail dependence from data.

The upper tail dependence, as the limit of a function as $u$ approaches 1, can be approximated by evaluating a function value at $u$ where $u$ is close to 1 [83], say
0.99. Similarly, the lower tail dependence can be approximated by evaluating the function value at \( u \) where \( u \) is close to 0, say 0.01, \( i.e., \)
\[
\rho_t^- \approx \Pr(X < F_X^{-1}(u) | Y < F_Y^{-1}(u))|_{u=0.01} \approx \frac{C(u, u)}{u}|_{u=0.01}.
\]

The tail dependence between \( A_i^t \) and \( A_{i+i'}^t \) is estimated from trace as follows
\[
\rho_t^+ \approx \Pr(A_i^t > x^+ | A_{i+i'}^t > x^+) = \frac{\sum_{i=1}^{n-i'} 1(x_i > x^+, x_{i+i'} > x^+)}{\sum_{i=1}^{n-i'} 1(x_{i+i'} > x^+)},
\]
\[
\rho_t^- \approx \Pr(A_i^t < x^- | A_{i+i'}^t < x^-) = \frac{\sum_{i=1}^{n-i'} 1(x_i < x^-, x_{i+i'} < x^-)}{\sum_{i=1}^{n-i'} 1(x_{i+i'} < x^-)}.
\]

where \( x^+ \) and \( x^- \) are high and low quantile values such that \( \hat{M}^t(x^+) = 0.99 \) and \( \hat{M}^t(x^-) = 0.01 \), and \( \hat{M}^t \) is the empirical marginal distribution of \( A_i^t \).

2. Choose one candidate copula based on tail dependence property.
Choose proper copula in the candidate set according to tail dependence, for instance, we could choose Clayton copula if \( \rho_t^+ \approx 0 \) and \( \rho_t^- > 0 \); choose Gumbel copula if \( \rho_t^+ > 0 \) and \( \rho_t^- \approx 0 \); choose Frank copula if \( \rho_t^+ \approx \rho_t^- \); or use any mixtures of these three copulas, the mixtures will cover various tail dependences.

3. Fit data to determine the copula parameter.
Each observation of the sample trace is first evaluated in its marginal domain, that is, \( u_i = \hat{M}^t(x_i) \). Then the pairs of \( \{(u_i, u_{i+i'})\}_{1 \leq i \leq n-i'} \) become the data to fit to determine the copula parameter \( \theta \). The fitting is implemented by maximum likelihood estimation method explained in details in [12]. The parametric copula learned from MMPP trace is denoted as \( C(u_i, u_{i+i'}; \theta) \).

4.6 Summary
This chapter theoretically derive the intricate temporal dependence structure in MMPPs with copula analysis. It presents the theoretical solution for modeling temporal dependence in both single MMPP and HoMMPP/HeMMPP. In addition, parametric copula modeling schema has been proposed for MMPP traces. In the next three chapters, we will apply the analytical results in this chapter under different scenarios.
Chapter 5

Application of MMPP Copulas for Network Traffic Prediction

In this chapter, we apply MMPP copulas discussed in Chapter 4 for prediction of network traffic flows.

5.1 Introduction

Nowadays, people rely heavily on the Internet and various digital platforms supported by enterprise cloud-computing capabilities, where data volume from online banking, video broadcast, and social networking increases at an unprecedented pace. The huge amount and diverse patterns of Internet traffic require large enterprises and service providers to develop a new spectrum of technologies for serving their customers easily, quickly and with guaranteed quality of service (QoS). To face the challenge, some large enterprises have started to explore the power of predictive resource provisioning so that resource allocation aligns well with the dynamic service demands [8]. A good prediction on traffic flow will benefit the service provisioning.

The network traffic flows can be regarded as time series. The prediction of network traffic flows can be made based on some existing methods, for instance, linear predictive coding and autoregressive model. Different from these existing methods, copula modeling characterize the full temporal dependence among network traffic, and will benefit the prediction in several aspects:

- Copula can capture various temporal dependence. With either the theoretical copula or plenty of parametric copulas to choose, a variety of temporal depen-
dependencies can be modeled. In other words, the copula modeling provides us with numerous choices of temporal dependence to model real-world network traffic;

• The invariant property of copula makes copula model stable when functional changes occur on network traffic. Without a re-modeling process, copula-based prediction will be as precise as before changing, while the other existing models can’t guarantee it.

In this chapter, we conduct prediction on MMPP traffic flows. Both theoretical copulas derived and parametric copulas modeling proposed in Chapter 4 are used to build the temporal dependence and predict future trend of traffic flows. With a large number of prediction on real-world traces and simulations, we show that copula-based prediction outperforms classical prediction models, linear predictive coding model and autoregressive model.

5.2 Copula-based Prediction

The problem of traffic prediction can be posed in different forms. In our work, we focus on estimating the future arrival count $A_{i+i'}$ based on the current observation of arrival count $A_i$. The prediction is made by maximizing the conditional probability $Pr(A_{i+i'}|A_i)$, i.e., $\hat{x}_{i+i'} = \arg\max_x Pr(A_{i+i'} = x|A_i = x_i)$. When $i' = 1$, the prediction is made one-step forward; when $i' > 1$, the prediction is made multi-step forward. In this section, we introduce the prediction method with theoretical copulas, followed by a discussion for prediction with parametric copulas.

5.2.1 Prediction Based on Theoretical Copulas

With MMPP copula $C_i$ for single MMPP and theoretical copula $C_{i'}$ for HoMMPP/HeMMPP, Theorem 17 can be used to predict future arrivals.

**Theorem 17.** (1) Consider a MMPP having its copula $C_{i'}$ between $A_i$ and $A_{i+i'}$. If $A_i = x_i$ is the current observation from the arrival process and if the prediction is made by maximizing the conditional probability $Pr(A_{i+i'}|A_i)$, the predicted arrival count $\hat{x}_{i+i'}$ is:

$$\hat{x}_{i+i'} = \arg\max_x \nabla C_{i'}(M(x), M(x)). \quad (5.1)$$

(2) Consider a HoMMPP/HeMMPP having theoretical copula $C_{i'}$ between $A_i$ and $A_{i+i'}$. If $A_i = x$ is the current observation from the arrival process and if the prediction
is made by maximizing the conditional probability \( \Pr(A_{i+i'}|A_i) \), the predicted arrival count \( \hat{x}_{i+i'} \) is:
\[
\hat{x}_{i+i'} = \arg\max_x \nabla C_{i'}(M^I(x_i), M^I(x)). \tag{5.2}
\]

Proof. We only prove part (2), since part (1) is a special case of part (2). Since the prediction is made by maximizing the conditional probability \( \Pr(A_{i+i'}|A_i) \), we have
\[
\hat{x}_{i+i'} = \arg\max_x \Pr(A_{i+i'} = x_i | A_i = x_i)
= \arg\max_x \frac{\Pr(A_i = x_i, A_{i+i'} = x)}{\Pr(A_i = x_i)}
= \arg\max_x \Pr(A_i = x_i, A_{i+i'} = x)
= \arg\max_x \nabla C_{i'}(M^I(x_i), M^I(x))
\]

According to the definitions in Table 4.1, the value of \( \nabla C_{i'} \) function is represented by HeMMPP/HoMMPP copula gradient matrix \( \mathbb{D}^I \). With this numerical transformation between the function and matrix, the predicted arrival count is
\[
\hat{x}_{i+i'} = \arg\max_x \mathbb{D}^I_{(x_i+1)(x+1)} = (\arg\max_x \mathbb{D}^I_{(x_i+1)x}) - 1.
\]
It indicates that the predicted arrival count can be numerically determined as the column number of maximum value in the \( (x_i+1) \)-th row of the matrix \( \mathbb{D}^I \) minus 1.

5.2.2 Prediction Based on Parametric Copulas

Given a single MMPP or HoMMPP/HeMMPP trace \( \{x_i\} \), parametric copula modeling is conducted according to Section 4.5. The parametric copula is continuous on the domain of \([0, 1]\), however, the marginal distribution is discrete. Due to this reason, we first study the prediction problem on stochastic processes with continuous marginals (Theorem 18) and then extend its usage for discrete distributions (Theorem 19).

**Theorem 18.** Consider a stochastic process \( \{B_i\} \) that has a parametric copula \( C(u_i, u_{i+i'}; \theta) \) between \( B_i \) and \( B_{i+i'} \), continuous marginal distribution \( F \), and marginal probability density function (PDF) \( f \). We have the following the conditional PDF as
\[
f(B_{i+i'} = x_{i+i'} | B_i = x_i) = c(F(x_i), F(x_{i+i'}); \theta) f(x_{i+i'}), \tag{5.3}
\]
where \( c(u, v; \theta) = \frac{\partial}{\partial u} \frac{\partial}{\partial v} C(u, v; \theta) \) is called the parametric copula density function.

For discrete marginals, we revise Theorem 18 by relating the probability density function (PDF) in continuous distribution to the probability mass function (PMF) in discrete distribution.

**Theorem 19.** Consider a statistic process \( \{B_i\} \) that has a parametric copula \( C(u_i, u_{i+\nu}; \theta) \) between \( B_i \) and \( B_{i+\nu} \), discrete marginal distribution \( F \), and marginal probability mass function (PMF) \( p \). We have the following the conditional pmf as

\[
p(B_{i+\nu} = x_{i+\nu} | B_i = x_i) = c(F(x_i), F(x_{i+\nu}); \theta)p(x_{i+\nu}). \tag{5.4}
\]

The proofs of Theorems 18 and 19 are straightforward using similar techniques in [5]. With Theorem 19, prediction based on parametric copula on a MMPP trace is given by Theorem 20.

**Theorem 20.** (1) Consider a MMPP having its parametric copula \( C(u_i, u_{i+\nu}; \theta) \) between \( A_i \) and \( A_{i+\nu} \). If \( A_i = x_i \) is the current observation from the arrival process and if the prediction is made by maximizing the conditional probability \( Pr(A_{i+\nu} | A_i) \), the predicted arrival count \( \hat{x}_{i+\nu} \) is:

\[
\hat{x}_{i+\nu} = \arg\max_x c(M(x_i), M(x); \theta)(M(x) - M(x - 1)); \tag{5.5}
\]

(2) Consider a HoMMPP/HeMMPP having its parametric copula \( C(u_i, u_{i+\nu}; \theta) \) between \( A^l_i \) and \( A^l_{i+\nu} \). If \( A^l_i = x_i \) is the current observation from the arrival process and if the prediction is made by maximizing the conditional probability \( Pr(A^l_{i+\nu} | A^l_i) \), the predicted arrival count \( \hat{x}_{i+\nu} \) is:

\[
\hat{x}_{i+\nu} = \arg\max_x c(M^l(x_i), M^l(x); \theta)(M^l(x) - M^l(x - 1)). \tag{5.6}
\]

### 5.3 Experimental Evaluation

We conduct experiments to show how the copula model could help traffic prediction. In the evaluation, we first give a broad view of the methods to evaluate the per-
formance of copula-based prediction. We then show case studies on single MMPP, HoMMPP and HeMMPP.

5.3.1 Evaluation Methods

Theoretical copula and parametric copulas discussed in Chapter 4 will be used for traffic prediction according to Section 5.2. To evaluate copula models for prediction, we implement two classic prediction models, autoregressive model (AR(1)) and linear predictive coding (LPC(1)), for comparison. Note that the first order AR model and the first order LPC model are used here for a fair comparison, because our copula-based prediction model is first order in the sense that only dependence between two successive arrival counts is considered each time.

1. AR(1) model prediction

Consider a trace having AR(1) model with parameters $\varphi_1$, $\varphi_2$ and white noise $\epsilon_t$. If $A_i^t = x_i$ is the current observation, the prediction is made by:

\[
\hat{x}_{i+1} = \varphi_1 + \varphi_2 x_i + \epsilon_{i+1},
\]
\[
\hat{x}_{i+2} = \varphi_1 + \varphi_2 \hat{x}_{i+1} + \epsilon_{i+2},
\]
\[
\vdots
\]
\[
\hat{x}_{i+i'} = \varphi_1 + \varphi_2 \hat{x}_{i+i'-1} + \epsilon_{i+i'},
\]

2. LPC(1) model prediction

Consider a trace having LPC(1) model with the parameter $\sigma$. If $A_i^t = x_i$ is the current observation, the prediction is made by:

\[
\hat{x}_{i+1} = \sigma x_i,
\]
\[
\hat{x}_{i+2} = \sigma \hat{x}_{i+1},
\]
\[
\vdots
\]
\[
\hat{x}_{i+i'} = \sigma \hat{x}_{i+i'-1},
\]

As a purely linear predictor, the parameter of LPC(1), $\sigma$ is directly determined by auto-correlation of arrival count sequence. Since LPC(1) model is to predict data only based on the dependence information in terms of autocorrelation, it is set as the benchmark predictor to show how functional dependence modeling with copulas
improves over linear dependence. We also compare copula-based prediction with AR(1) model since AR(1) model is the popular statistical method for prediction.

When applying any of the prediction models on a traffic trace, the trace is divided into two parts, the training set and the testing set. The training set comes from the first certain percentage of trace data, and the rest of the trace constitutes the testing set. For example, if the training percentage is 50%, the first half of the trace will be used to train a model, and the second half will be used to test prediction accuracy. The prediction accuracy is measured by root-mean-square error (RMSE) across the test set, defined as

\[
\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (\hat{x}_i - x_i)^2},
\]

where \(x_i\) is the \(i\)-th observed arrival count from test set, \(\hat{x}_i\) denotes the corresponding predicted value, and \(n\) is the total number of time slots in the testing period.

For a prediction model, its average RMSE (aRMSE) over different experiment scenarios represents its overall performance on MMPP traffic trace prediction. Its performance improvement ratio (IMP RATIO) over benchmark model (LPC(1)) is defined in Eq.(5.8). The larger the value is, the more the predictor improves over LPC(1) model.

\[
\text{IMP RATIO} = \frac{\text{aRMSE}_{\text{benchmark}} - \text{aRMSE}}{\text{aRMSE}_{\text{benchmark}}} \times 100\%.
\]

5.3.2 Case Study on A Single MMPP Trace from Real-world

BCpAug89 trace, one of Bellcore traces\(^1\), records the exact arrival times of 1,000,000 packets on an Ethernet at Bellcore Morristown Research and Engineering facility. Previous research has shown that the trace is well characterized by MMPP [3, 62, 58]. We analyse the trace in terms of arrival counts every second, i.e., the length of time slot is set as \(\Delta = 1\) (second), and \(A_i\) denotes random variable of arrival count in \(i\)-th second. With learning algorithm proposed in [39], this trace is modeled by a 12-state MMPP with parameters \((A_Q, A\Lambda)\) as shown in Eq. (5.9). In the case study, we will apply copula to model its dependence structure and predict the trace flow. We will also vary the trace by a functional transformation to show that the copula-based dependence model is much more stable than other models.

\(^1\)The Bellcore traces are available on the website http://ita.ee.lbl.gov/html/contrib/BC.html
Given the learned MMPP parameter \((A_Q, A_\Lambda)\), we first construct copula for MMPP theoretically and empirically. With theoretical analysis in Section 4.4.1, the MMPP-copula for learned MMPP is computed from the parameters \((A_Q, A_\Lambda)\) based on Theorem 11. The contour of the computed MMPP copula is shown in Fig 5.1a. Dependence measures, including Kendall’s tau \(\tau\), Spearman’s rho \(\rho_s\), tail dependence \(\rho^+_t\) and \(\rho^-_t\), and Pearson correlation coefficient \(\rho\), between \(A_i\) and \(A_{i+1}\) are analysed in Table 5.1. Theoretical results of \(\tau\), \(\rho_s\) and \(\rho_t\) are calculated from copula with Eqs.(2.2)-(2.5). Pearson coefficient is calculated based on the analysis in [61]. Except Pearson coefficient, all other dependence measures can be obtained via copula, indicating that copula includes rich information about dependence structure. In addition, the comparison between theoretical and empirical dependence measures shows that copula accurately captures the trace dependence.

Table 5.1: Dependence Measures of BCpAug89 Trace from Theoretical Analysis and Empirical Analysis

<table>
<thead>
<tr>
<th></th>
<th>(\rho_t)</th>
<th>(\rho_s)</th>
<th>(\rho^+_t)</th>
<th>(\rho^-_t)</th>
<th>(\rho)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theoretical</td>
<td>0.4788</td>
<td>0.6150</td>
<td>0.4067</td>
<td>0.3359</td>
<td>0.7555</td>
</tr>
<tr>
<td>Empirical</td>
<td>0.4212</td>
<td>0.5897</td>
<td>0.3935</td>
<td>0.3248</td>
<td>0.6149</td>
</tr>
</tbody>
</table>

Empirically, a parametric copula can be also chosen to model temporal dependence.
between $A_i$ and $A_{i+1}$. As shown in Table 5.1, $\rho_i^+$ is close to $\rho_i^-$, we thus choose Frank copula to model the BCpAug89 trace. The parameter of Frank copula is determined by fitting a training set from the trace. With different training percentage of data, the parameter of Frank copula will be determined accordingly. Fig. 5.1b shows the contour of parametric copula trained from 80% percentage of data in BCpAug89 trace. Fig. 5.1a and Fig. 5.1b have close contour shape. The similarity of two copulas can be quantified by the discrete $L_2$ norm distance over the size of discrete lattice [27], which is 0.0173 in our case. This value is close to those in the experiments of [27] when selecting two similar copulas, indicating that the parametric copula trained from data accords well with the theoretical copula from analysis.

![Figure 5.1: Copula contours for MMPP learned from BCpAug89 trace.](image)

(b) Parametric copula.

Figure 5.1: Copula contours for MMPP learned from BCpAug89 trace.

With the copulas constructed from the training set of BCpAug89 trace, one-step prediction is conducted on its testing set. Fig. 5.2 shows at a glance the prediction

![Figure 5.2: Prediction with theoretical copula on the testing set (last 20%) of BCpAug89 trace](image)
Table 5.2: One-Step Prediction RMSE on BC-pAug89 trace with Different Training Percentages.

<table>
<thead>
<tr>
<th>Training Percentage</th>
<th>Theoretical Copula</th>
<th>Parametric Copula</th>
<th>AR(1)</th>
<th>LPC(1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>50%</td>
<td>94.2411</td>
<td>88.9070</td>
<td>92.2850</td>
<td>110.3130</td>
</tr>
<tr>
<td>60%</td>
<td>90.5974</td>
<td>87.5581</td>
<td>88.8550</td>
<td>106.1805</td>
</tr>
<tr>
<td>70%</td>
<td>93.1982</td>
<td>91.7414</td>
<td>90.8745</td>
<td>108.5895</td>
</tr>
<tr>
<td>80%</td>
<td>92.3244</td>
<td>88.1251</td>
<td>90.2618</td>
<td>105.2930</td>
</tr>
<tr>
<td>90%</td>
<td>94.4256</td>
<td>93.2204</td>
<td>92.9318</td>
<td>108.0254</td>
</tr>
</tbody>
</table>

| aRMSE               | 92.95734           | 89.9104           | 91.04162| 107.6803|
| IMP RATIO           | 13.67%             | 16.50%            | 15.45%  | —       |

with theoretical copula on the last 20% arrivals of BCpAug89 trace. To obtain multiple prediction results for the aRMSE measurement, we adjust the training percentage from 50% to 90%. The prediction accuracy of copulas in measure of RMSE is shown in detail and compared with AR(1) model and LPC(1) model in Table 5.2. From the table, we can infer that both MMPP copula and parametric copula characterize the temporal dependence of BCpAug89 trace well, leading to a good prediction. Copula-based predictions, including theoretical copula model and parametric copula model, have more than 10% improvement ratio over the LPC(1) model, showing the advantage of functional dependence modeling (such as copulas) over linear dependence measurement (such as autocorrelation). Copula-based predictions achieve accuracy similar to the classical AR(1) model, showing that copula captures the dependence of real-world MMPP trace effectively, which in turn helps the prediction. In addition, copula-based predictions have other benefits compared to AR(1) model, as shown in the next section.

The Stability of Copula-based Model

Nowadays, a network flow may pass through many middleboxes, which may transform the traffic with some (potentially unknown) functions. In some scenarios, we may need to consider another counting process closely associated with the incoming traffic, e.g., the number of CPU resources or the size of cache space that should be (dynamically)
allocated for processing the traffic. In these cases, the traffic is transformed with some functions or the new counting process can be viewed as the traffic transformed with a function. In the following, we study a new process $A_i' = \log(A_i)$ as an example. We note that the same conclusion could be drawn with other transformation functions. We call $A_i'$ an associated trace.

With the invariant property of copulas, the temporal dependence between $A_i'$ and $A_{i+1}'$ in terms of copula remains the same as that between $A_i$ and $A_{i+1}$. The measures $\rho_r$, $\rho_s$ and $\rho_t$ among trace $A_i'$ will also have the same theoretical results, since all of them could be derived with copula. However, since Pearson correlation does not satisfy the invariant property with the above transformation, $\rho$ of $A_i'$ is not theoretically tractable and thus needs to be calculated from empirical statistics. Table 5.3 shows the measures of trace $A_i'$. Comparing Table 5.1 and Table 5.3, we can see that copula-based dependencies are all the same while Pearson correlation varies, indicating that copula is much more stable than Pearson correlation.

Table 5.3: Dependence Measures of the Associated Trace from Theoretical Analysis and Empirical Analysis

|       | $\rho_r$ | $\rho_s$ | $\rho^+_{t|u=0.99}$ | $\rho^-_{t|u=0.01}$ | $\rho$  |
|-------|----------|----------|----------------------|----------------------|--------|
| Theoretical | 0.4788   | 0.6150   | 0.4067               | 0.3359               | —      |
| Empirical  | 0.4212   | 0.5897   | 0.3935               | 0.3248               | 0.5916 |

![Figure 5.3: Prediction with theoretical copula on the testing set (last 20%) of the associated trace](image)

Taking the advantage of invariant property, we do not need to rebuild the depen-
To test prediction performance without rebuilding a model, we apply the trained models (i.e., copula, AR(1), and LPC(1)) from $A_i$ to predict the associated trace $A'_i$. The one-step prediction RMSEs on $A'_i$ of four methods are listed in Table 5.4. Both theoretical and parametric copulas outperform AR(1) and LPC(1) significantly. The results indicate that copula-based prediction is much more stable in the presence of traffic transformation, and both AR(1) and LPC(1) cannot capture the dependence in the associated trace accurately without a re-modeling process. Copulas take advantage of the invariant property to avoid the re-modeling process whenever an increasing functional transformation is imposed on the original traffic, leading to its much better performance over other models.

Table 5.4: One-Step Prediction RMSE on the Associated Trace with Different Training Percentages.

<table>
<thead>
<tr>
<th>Training Percentage</th>
<th>Theoretical Copula</th>
<th>Parametric Copula</th>
<th>AR(1)</th>
<th>LPC(1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>50%</td>
<td>0.4788</td>
<td>0.4344</td>
<td>0.5918</td>
<td>0.6953</td>
</tr>
<tr>
<td>60%</td>
<td>0.4653</td>
<td>0.4286</td>
<td>0.5868</td>
<td>0.6982</td>
</tr>
<tr>
<td>70%</td>
<td>0.4710</td>
<td>0.4393</td>
<td>0.5863</td>
<td>0.7137</td>
</tr>
<tr>
<td>80%</td>
<td>0.3955</td>
<td>0.3659</td>
<td>0.5471</td>
<td>0.6765</td>
</tr>
<tr>
<td>90%</td>
<td>0.3780</td>
<td>0.3655</td>
<td>0.5324</td>
<td>0.7390</td>
</tr>
<tr>
<td>aRMSE</td>
<td>0.4377</td>
<td>0.4068</td>
<td>0.5689</td>
<td>0.7045</td>
</tr>
<tr>
<td>IMP RATIO</td>
<td>37.87%</td>
<td>42.26%</td>
<td>19.26%</td>
<td>—</td>
</tr>
</tbody>
</table>
5.3.3 Case Study on HoMMPP Trace with Simulation

In real world, the availability of HoMMPP traffic traces is limited because it is not easy to identify them with proper fitting and goodness-testing methods. So we generate HoMMPP traces by simulation. We consider a scenario that there are 3 independent sources sending the traffic flows, with features similar to BCpAug89 trace, to one destination. The flow to the destination can be simulated as the aggregation trace of 3 independent MMPP traces generated by parameters \((A_Q, A_\Lambda)\) shown in Eq.(5.9). The simulation lasts for 7200 seconds. We conduct the prediction on the generated HoMMPP trace. We analysed the trace in terms of arrival counts every second, i.e., \(\Delta = 1\). On the HoMMPP trace, we perform both one-step prediction and two-step prediction and compare copula models with others.

One-step Prediction on the HoMMPP Trace

When constructing HoMMPP copula matrix, the threshold is set as \(\hat{a} = 2000\) according to observation of samples. Given parameters \((A_Q, A_\Lambda)\) in Eq.(5.9), the theoretical copula of HoMMPP is calculated based on Theorems 16. The contour of the theoretical copula is shown in Fig. 5.4a. Note that even though we only compute the theoretical copula for \(A^i_l \leq 2000\), it is almost the complete copula, because the threshold is large enough to make \(C^{l'}_l(M^l(\hat{a}), M^{l'}(\hat{a})) = 0.99998 \approx 1\) \((i' = 1, l = 3\) in this case), meaning that the probability for arrival counts to go beyond the threshold is extremely small. With the theoretical copula \(C^{l'}_l\) constructed, dependence measures are calculated accordingly and compared with empirical results from trace data. Table 5.5 show the results, which indicate the accuracy of copula in modeling the trace. The theoretical Pearson correlation \(\rho\) is missing since its value on aggregate MMPP is extremely hard to calculate when the underlying MMPP has a large number of states.

Table 5.5: Dependence Measures of the HoMMPP trace from Theoretical Analysis and Empirical Analysis

|       | \(\rho_t\) | \(\rho_s\) | \(\rho_t^+|_{u=0.99}\) | \(\rho_t^-|_{u=0.01}\) | \(\rho\) |
|-------|------------|------------|-------------------------|-------------------------|--------|
| Theoretical | 0.5681     | 0.7329     | 0.3367                  | 0.2484                  | —      |
| Empirical  | 0.5500     | 0.7370     | 0.2857                  | 0.2875                  | 0.7566 |

Since the trace has similar upper and lower tail dependencies as shown in Table 5.5,
we choose Frank copula as the parametric copula. It indicates that the HoMMPP inherits the tail dependence features from single MMPP. The parameter of Frank copula is fitted according to different training set. Fig 5.4b shows the contour of the parametric copula trained from first 80% data of the HoMMPP trace. Contours in Fig. 5.4a and 5.4b are very similar. Their discrete $L_2$ norm distance [27] is 0.0100, which is small enough to justify the similarity of two copulas according to the results in [27].

![Figure 5.4: One-step copula contours for HoMMPP.](image)

With both theoretical copula and parametric copula, we perform one-step prediction on the HoMMPP trace. Fig. 5.5 shows the prediction with theoretical HoMMPP copula on the testing set of the last 20% arrival counts. We adjust the training percentage from 50% to 90%, and the prediction results are shown in Table 5.6. From the table, copula-based prediction has the highest IMP RATIO over the benchmark
Table 5.6: One-Step Prediction RMSE on the HoMMPP Trace with Different Training Percentage.

<table>
<thead>
<tr>
<th>Training Percentage</th>
<th>Theoretical Copula</th>
<th>Parametric Copula</th>
<th>AR(1)</th>
<th>LPC(1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>50%</td>
<td>133.2363</td>
<td>135.5447</td>
<td>138.2753</td>
<td>197.2492</td>
</tr>
<tr>
<td>60%</td>
<td>133.3298</td>
<td>137.0763</td>
<td>138.4576</td>
<td>199.7005</td>
</tr>
<tr>
<td>70%</td>
<td>131.5002</td>
<td>135.3443</td>
<td>136.6052</td>
<td>199.2604</td>
</tr>
<tr>
<td>80%</td>
<td>131.0944</td>
<td>132.6420</td>
<td>136.3443</td>
<td>198.3723</td>
</tr>
<tr>
<td>90%</td>
<td>127.9317</td>
<td>128.9178</td>
<td>133.2959</td>
<td>198.4436</td>
</tr>
<tr>
<td>aRMSE</td>
<td>131.4185</td>
<td>133.9050</td>
<td>136.5957</td>
<td>198.6052</td>
</tr>
<tr>
<td>IMP RATIO</td>
<td>33.82%</td>
<td>32.58%</td>
<td>31.22%</td>
<td>—</td>
</tr>
</tbody>
</table>

prediction regarding the aggregate MMPP traffic, indicating that copulas capture the temporal dependence of HoMMPP the best.

**Two-step Prediction on the HoMMPP trace**

We also experiment two-step prediction on the HoMMPP trace. That is, with any observation $A_l^i$ in the test set, $A_{l+2}^i$ is predicted. In order to make two-step prediction, the two-step theoretical HoMMPP copula is constructed as shown in Fig. 5.6a. Based on the two-step copula, the dependence measures are given and compared with empirical results in Table 5.7. Compared to one-step dependencies in Table 5.5, two-step dependencies between $A_l^i$ and $A_{l+2}^i$ are smaller because the dependence decreases as the step increases.

Table 5.7: Two-step Dependence Measures of the HoMMPP Trace from Theoretical Analysis and Empirical Analysis

|         | $\rho_\tau$ | $\rho_s$ | $\rho_l^+|_{u=0.99}$ | $\rho_l^-|_{u=0.01}$ | $\rho$ |
|---------|-------------|----------|----------------------|----------------------|--------|
| Theoretical | 0.2979     | 0.4189   | 0.1338               | 0.1077               | —      |
| Empirical  | 0.3372     | 0.4836   | 0.1690               | 0.1286               | 0.5104 |

Based on a training set of the HoMMPP trace, the parametric copula between $A_l^i$ and $A_{l+2}^i$ is trained accordingly. Fig. 5.6b shows the contour of the two-step
parametric copula trained from a training set consisting of the first 80% data of the HoMMPP trace. For two-step dependence, the theoretical copula and the parametric copula are also close to each other (Their discrete $L_2$ norm distance [27] is 0.0045).

With different training percentages, two-step predictions are performed on the HoMMPP trace. The prediction results of applying the theoretical copula on the last 20% of the HoMMPP trace are shown in Fig. 5.7. Prediction errors in terms of RMSE with different training percentages are shown in Table 5.8. Our copula models have significant improvement ratio (IMP RATIO) over benchmark model regarding the two-step predictions. Compared with AR(1), copulas also have a much better performance, indicating that copula can better characterize multi-step temporal dependence of arrival counts in MMPP.
Table 5.8: Two-Step Prediction RMSE on the HoMMPP Trace with Different Training Percentage.

<table>
<thead>
<tr>
<th>Training Percentage</th>
<th>Theoretical Copula</th>
<th>Parametric Copula</th>
<th>AR(1)</th>
<th>LPC(1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>50%</td>
<td>173.3941</td>
<td>174.2526</td>
<td>196.5692</td>
<td>242.6005</td>
</tr>
<tr>
<td>60%</td>
<td>174.9574</td>
<td>176.4601</td>
<td>198.0623</td>
<td>247.9247</td>
</tr>
<tr>
<td>70%</td>
<td>173.3858</td>
<td>174.7150</td>
<td>197.3366</td>
<td>250.4306</td>
</tr>
<tr>
<td>80%</td>
<td>173.2769</td>
<td>174.3444</td>
<td>196.9888</td>
<td>250.7354</td>
</tr>
<tr>
<td>90%</td>
<td>169.6243</td>
<td>170.0910</td>
<td>194.5932</td>
<td>246.3572</td>
</tr>
<tr>
<td>aRMSE</td>
<td>172.9277</td>
<td>173.9726</td>
<td>196.7100</td>
<td>247.6097</td>
</tr>
<tr>
<td>IMP RATIO</td>
<td>30.16%</td>
<td>29.74%</td>
<td>20.56%</td>
<td>—</td>
</tr>
</tbody>
</table>

5.3.4 Case Study on HeMMPP trace

There are not many HeMMPP traces in real world ideal for the case study. Besides BCpAug89 trace, we add another Bellcore trace, BCpOct89 trace, for study. BCpOct89 trace record LAN traffic for about 1759.62 seconds. Analysing the traffic arrival in every 1 second, the BCpOct89 trace is fitted into a 13-state MMPP with parameters \((\mathbf{Q}, \mathbf{\Lambda})\) listed in Eq.(5.10). Since BCpAug89 trace and BCpOct89 traces are modelled by heterogeneous MMPPs, their aggregation, with them chopped into the same length, is ideal as a HeMMPP trace for prediction. Based on the observations of HeMMPP trace, the threshold for marginal and copula matrix computation is chosen as \(\hat{a} = 1500\). The probability that the arrival count \(A^t_i\) exceeds the threshold is less than 0.01, resulting very few observations beyond the threshold.
Based on copulas, we conduct one-step and two-step predictions on the HeMMPP trace. The training percentage is adjusted from 50% to 90%. The prediction accuracy is shown in Table 5.9 and 5.10. From the comparison, the copulas-based prediction has great improvement on accuracy over LPC(1) method. It also outperform AR(1) regarding the dependence modeling as well as the trace predictions.

$$
\rho_Q = \begin{pmatrix}
-1.00 & 0.75 & 0.00 & 0.25 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 \\
0.04 & -0.64 & 0.26 & 0.25 & 0.06 & 0.02 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 \\
0.00 & 0.13 & -0.72 & 0.34 & 0.16 & 0.03 & 0.03 & 0.02 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 \\
0.01 & 0.06 & 0.12 & -0.68 & 0.31 & 0.13 & 0.04 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 \\
0.00 & 0.00 & 0.10 & 0.25 & -0.74 & 0.20 & 0.11 & 0.06 & 0.01 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 \\
0.00 & 0.00 & 0.04 & 0.09 & 0.23 & -0.71 & 0.20 & 0.10 & 0.03 & 0.02 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 \\
0.00 & 0.00 & 0.00 & 0.03 & 0.06 & 0.31 & -0.68 & 0.16 & 0.08 & 0.02 & 0.01 & 0.00 & 0.00 & 0.00 & 0.00 \\
0.00 & 0.00 & 0.01 & 0.02 & 0.19 & 0.34 & -0.81 & 0.16 & 0.05 & 0.01 & 0.01 & 0.01 & 0.00 & 0.00 & 0.00 \\
0.00 & 0.00 & 0.00 & 0.01 & 0.04 & 0.09 & 0.23 & 0.29 & -0.83 & 0.14 & 0.04 & 0.00 & 0.00 & 0.00 & 0.00 \\
0.00 & 0.00 & 0.00 & 0.00 & 0.03 & 0.02 & 0.07 & 0.22 & 0.28 & -0.80 & 0.13 & 0.05 & 0.00 & 0.00 & 0.00 \\
0.00 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 & 0.13 & 0.21 & 0.33 & -0.71 & 0.04 & 0.00 & 0.00 & 0.00 \\
0.00 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 & 0.17 & 0.50 & 0.17 & -0.83 & 0.00 & 0.00 & 0.00 \\
0.00 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 & 1.00 & 0.00 & 0.00 & 0.00 & -1.00 & 0.00 & 0.00 \\
\end{pmatrix}
$$

$$
\rho_A = (1125.89, 995.67, 873.46, 759.24, 653.02, 554.81, 464.59, 382.37, 308.15, 241.94, 183.72, 133.50, 91.28).
$$

(5.10)

(a) One-step HeMMPP copula. 
(b) Two-step HeMMPP copula.

Figure 5.8: Copula contours for HeMMPP.
### Table 5.9: One-Step Prediction RMSE on the HeMMPP trace with Different Training Percentages.

<table>
<thead>
<tr>
<th>Training Percentage</th>
<th>Theoretical Copula</th>
<th>Parametric Copula</th>
<th>AR(1)</th>
<th>LPC(1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>50%</td>
<td>175.7469</td>
<td>172.1645</td>
<td>177.5212</td>
<td>206.1258</td>
</tr>
<tr>
<td>60%</td>
<td>179.5210</td>
<td>180.3826</td>
<td>181.8779</td>
<td>206.0690</td>
</tr>
<tr>
<td>70%</td>
<td>184.5205</td>
<td>185.6766</td>
<td>187.2252</td>
<td>209.7664</td>
</tr>
<tr>
<td>80%</td>
<td>185.9480</td>
<td>175.9524</td>
<td>188.0131</td>
<td>213.9332</td>
</tr>
<tr>
<td>90%</td>
<td>201.4238</td>
<td>186.3535</td>
<td>203.8665</td>
<td>226.9021</td>
</tr>
<tr>
<td>aRMSE</td>
<td>185.4320</td>
<td>180.1059</td>
<td>187.7008</td>
<td>212.5593</td>
</tr>
<tr>
<td>IMP RATIO</td>
<td>12.76%</td>
<td>15.27%</td>
<td>11.69%</td>
<td>—</td>
</tr>
</tbody>
</table>

### Table 5.10: Two-Step Prediction RMSE on the HeMMPP trace with Different Training Percentages.

<table>
<thead>
<tr>
<th>Training Percentage</th>
<th>Theoretical Copula</th>
<th>Parametric Copula</th>
<th>AR(1)</th>
<th>LPC(1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>50%</td>
<td>187.3233</td>
<td>191.8553</td>
<td>204.7920</td>
<td>215.7492</td>
</tr>
<tr>
<td>60%</td>
<td>187.0732</td>
<td>197.0069</td>
<td>205.4122</td>
<td>208.3386</td>
</tr>
<tr>
<td>70%</td>
<td>188.6817</td>
<td>197.3415</td>
<td>207.6971</td>
<td>217.6215</td>
</tr>
<tr>
<td>80%</td>
<td>187.6349</td>
<td>189.2811</td>
<td>207.2992</td>
<td>224.9221</td>
</tr>
<tr>
<td>90%</td>
<td>200.2666</td>
<td>196.8840</td>
<td>220.5304</td>
<td>250.7282</td>
</tr>
<tr>
<td>aRMSE</td>
<td>190.1959</td>
<td>194.4738</td>
<td>209.1463</td>
<td>223.4719</td>
</tr>
<tr>
<td>IMP RATIO</td>
<td>14.89%</td>
<td>12.98%</td>
<td>6.41%</td>
<td>—</td>
</tr>
</tbody>
</table>
5.4 Summary

Both real-world traffic trace and simulated trace are used to evaluate the copula model and its application to traffic prediction. In Section 5.3.2, the trace BCpAug89 is chosen to evaluate the accuracy of using MMPP copula to model the real-world trace. Prediction on a transformed trace from BCpAug89 in Section 5.3.2 shows that copula has much better dependence characterization and makes more accurate prediction than existing models in the presence of traffic transformation. Experiments in Sections 5.3.3 and 5.3.4 show copula’s good performance on HoMMPP and HeMMPP, and multi-step dependence modeling.

From all the experiments, copula-based model has advantages over other dependence models (AR(1) and LPC(1)) in three aspects: First, it provides theoretical dependence structure of MMPP, including one or multiple step dependence of single MMPP and superposition of MMPPs. Second, it provides more information on dependence beyond linear scope. Third, it is more stable than other models. In the presence of traffic transformation, copula-based model does not require rebuilding a new dependence model but still guarantees accuracy.
Chapter 6

Application of MMPP Copulas in Composite Cloud Service Provisioning

In this chapter, we will use MMPP copulas in Chapter 4 and copula-based prediction in Chapter 5 to predict arrivals of cloud calls and design a dynamic service provisioning policy accordingly.

6.1 Introduction

Service composition has been broadly used to aggregate a set of services that work collaboratively to carry out a particular business task [45]. In the area of cloud computing, service composition has fostered a large service brokerage market, where cloud brokerages can deploy a new business service by integrating basic services from a pool of cloud service providers [45]. These basic services are normally offered with applications in virtual machines over cloud, and as such they are called virtualized functions (VFs) in the context.

A conceptual model of service composition in cloud computing is shown in Fig. 6.1. The conceptual model illustrates a large category of composite services. For example, the composite service could be the service that helps a customer with travel planning, where VFs consist of flight searching, hotel booking, tour recommendation, payment service, and so on. To distinguish service requests from end users to the cloud brokerage and the requests from cloud brokerage to VFs, we call the former as tasks and the
latter as calls, as shown in Fig. 6.1. As another example, Microsoft recently released Azure Service Fabric [56], with which the functional parts making up a service are split into small units that can be individually deployed, updated, distributed, and scaled. While the smaller units are run in containers rather than directly on VMs, Azure Service Fabric adopts a similar composite service model.

![Diagram of service composition](image)

Figure 6.1: The conceptual diagram of service composition

It is critical that a composite service guarantees quality of service (QoS) to end users. QoS guarantee requires appropriate resource provisioning, and cloud computing provides us with an opportunity to dynamically scale up service capacity to alleviate the negative impact of burst service requests, and to scale down service capacity for cost saving. Nevertheless, QoS guarantee for composite services poses great challenges to the cloud brokerage due to the following reasons. First, existing auto-scaling techniques in commercial cloud, such as Amazon EC2, normally adjust the capacity of virtual machines (VMs) based on their utilization [1]. This auto-scaling strategy makes decisions only based on local VM utilization. Without a global view on the workflow of a composite service, existing auto-scaling techniques [1, 37, 74] may shift the bottleneck from one VF to another VF, leading to overall poor QoS in the presence of high task demands. Second, when the volume of task demands changes, without an accurate modeling or prediction of corresponding changes on the volume of calls to individual VFs, the auto-scaling of individual VFs may be triggered sequentially. This increases the delay of auto-scaling for the composite service.

A natural idea to tackle the above challenges is to orchestrate the auto-scaling of VFs based on a global view of composite service at the cloud brokerage. We call this idea **collaborative auto-scaling**, in the sense that VFs scale up/down their capacity cooperatively to maintain QoS of the composite service.
There are several key challenges in designing effective collaborative auto-scaling. First, how can we capture the dependence in the amount of calls to different VFs? While a good dependence model lays the foundation for collaborative auto-scaling, dependence modeling is difficult since a task to the composite service may trigger different amount of calls at different VFs. In other words, when the arrival rate of end users’ tasks becomes high, the triggered amount of calls at different VFs may scale up differently. Second, with the dependence structure captured, how can we utilize the dependence to predict future service calls to different VFs? Third, how can we properly adjust the capacity of VFs to guarantee the QoS of a composite service, taking into consideration the delay in scaling up/down the capacity of VFs and tiered capacity levels in the cloud environment? This chapter makes use of MMPP copulas to address the above questions and propose a collaborative auto-scaling policy as well.

6.2 Related Work

Most Cloud providers, e.g., Amazon, Windows Azure, and Google, offer rule based auto-scaling features to deal with time variant application workloads. Related work in designing auto-scaling mechanisms include workload forecasting, performance modeling, and cost optimal resource provisioning. In [74], a second order autoregressive moving average method (ARMA) is used to predict workload and an analysis algorithm for response time is used to find out the bottleneck server (with the highest utilization) under the predicted workload. In [33], a queuing network is used to model the relationship among response time, workload, and allocated resource. Kalman filter is used to derive the parameters used in the queuing network model. Cost optimal resource allocation in auto-scaling can be found in [81, 37, 55]. Systematic design on monitoring technique and scaling event handlers can be found in [84].

6.3 System Model

We first introduce our mathematical model to study the performance of composite services. Following the conceptual diagram in Fig. 6.1, we have the following assumptions:

1. We assume that the total number of VFs involved in the composite service is \( m \).

To fulfill a business task from end users, the composite service needs to make
a series of calls to VFs. The (call) arrivals to ordered sequence of VFs in the composite service is also referred as the workflow of the task. As an example shown in Fig. 6.2, the workflow of Task A is arrivals to VF1, arrivals to VF2, and arrivals to VF3.

2. We assume that the workflow may pass through \( m \) VFs in an arbitrary order and may pass a VF multiple times. The workflow may also skip a VF.

3. We assume that a task does not trigger parallel calls to VFs. Note that this assumption is needed to avoid the intricacy in modeling the degree of parallelism. This assumption, however, has no impact on the analytical results, because we can always decompose a task into sub-tasks such that each sub-task only makes sequential calls to VFs. In this case, the task is the aggregate of sub-tasks, each only making sequential calls to VFs.

4. We assume that when the task’s workflow passes VF \( j \) each time, the calls to VF \( j \) follows a Poisson arrival process of mean rate \( \lambda_j \). Note that this assumption is made not only because it eases analysis but also because Poisson arrivals have been used broadly as a good approximation for a variety of random arrivals [25].

![Figure 6.2: A queueing model for composite service](image)

Performance modeling of composite services is difficult, because the workflows of different tasks may be different and a workflow may pass the same VF for multiple times. While network of queues is a natural choice for modeling the spatially separated queues, the non-deterministic order of queues and the multiple occurrences of the same queue in the queue chain make the analysis challenging.

Intuitively, there are some similarities between a composite service and the widely-used Markov Modulated Poisson Process (MMPP). MMPP assumes that a system
could be at different states and the arrivals to the system at different states may have different arrival rates. If we treat a VF as a state, then MMPP is a good model for a composite service. For a given task, only one VF, say VF $j$, works for the task at any given time instance, implying that the MMPP is at the state $j$ if each VF corresponds to one state of the MMPP. With this intuition, we overcome the difficulty of modeling a composite service by approximating the workflow of a task as Markov Modulated Poisson Process (MMPP).

**Remark 8.** Instead of focusing on the workflow of individual tasks, we study the long-term behavior of all tasks. Considering the aggregate workflows as a whole, it is not easy to model the arrival process as an $m$-state MMPP any more. Thus we will use copulas model the aggregate workflows.

To summarize, the composite service is modeled as a single virtual queuing system with MMPP inputs, where each state of MMPP corresponds to an VF. In the sequel, we will answer the following critical questions in order to use the model for collaborative auto-scaling of VFs: (1) what is the dependence structure of calls in the composite service (Sections 6.4)? (2) how can we estimate the total resources of the virtual queue and accordingly decompose the total resource to that of individual VFs (Section 6.5)?

### 6.4 A Copula Model for Latent Dependence Structure in Service Composition

In the system model as we introduced in Section 6.3, the workflow of one task through the composite service can be approximated with single MMPP. In real-world scenario, the workflows to composite service systems will be from multiple tasks. Considering a system serving multiple tasks, the dependence structure among VFs in the composite service system will actually be presented by the temporal dependence in call arrivals from multiple tasks. As the system model is the same for all tasks, each task will follow the same MMPP, and the aggregate task workflow is a HoMMPP as defined in Chapter 4. HoMMPP is analysed in call arrival counts $A^l_i$ within small time intervals $\Delta$. In the application discussed in this chapter, $A^l_i$ represents the number of call arrivals from $l$ number of tasks to the system in the $i$-th time slot. With either theoretical copula or parametric copula, the temporal dependence between $A^l_i$
and $A_{i+i'}$ can be modeled. As the theorem and numerous experiments shown in Chapter 5, the value of $A_{i+i'}$ is effectively predicted by an observation of $A_i$. The predicted value shows the future call amount, and could be used to auto-scale the service that composite cloud system provides.

6.5 Collaborative Auto-Scaling of Virtualized Functions

6.5.1 Overview

Since the amount of calls in each time slot is considered as the aggregate of calls to VFs, this copula model between call arrival counts implicitly captures the dependence structure of VFs as well. With the help of the copula model, we introduce a strategy for collaboratively auto-scaling the capacity of VFs. The strategy also guarantees the utilization of each VF with individual auto-scaling embedded. Our method includes three main steps: (1) establishing the scaling matrix from the copula-based auto-scaling; (2) establishing the scaling matrix from the utilization-based individual auto-scaling; (3) collaboratively auto-scaling with the integrated scaling matrix. The scaling matrix is defined as the amount of capacity to scale up/down. Specifically, a positive value indicates scale-up and a negative value indicates scale-down.

To unify the measuring unit, both the workload and the capacity are measured in terms of rate. That is, the workload to the composite service and the capacity of a VF (or the virtual queue) are measured as the average rate (i.e., number of calls arrived/served per second). Before introducing the auto-scaling policy, we describe the following system parameters:

- Observation time interval $\Delta$: As we defined in Section 6.4, we divide the time into time slots. $\Delta$ is the length of time slot. Each time slot is also the observation time interval, at the end of which scaling matrices are generated and decision of collaborative scaling is made.

- Scaling delay: A VF needs time to scale up/down. To align with our previous copula analysis, the scaling delay is measured in term of time slots, i.e., the scaling delay is set to $d\Delta$. 


• Capacity unit $\beta$: The capacity of VF is tiered at the multiples of $\beta$. This is because in practice people do not adjust the capacity of VF by an infinitesimal amount.

• Current capacity: $\gamma$ is the current total capacity for all VFs, and $\gamma_j$ is the capacity for VF $j$.

6.5.2 Copula-based Scaling Matrix

Copula-based scaling matrix considers the predicted workload. As we discussed in the above sections, the arrivals to the composite service system are considered as a HoMMPP. With copula modeling, the temporal dependence structure of the aggregate flows can be revealed and exploited to make inference on the future workload. Due to the scaling delay, we should construct the copula between $A_i$ and $A_{i+d+1}$. Based on $A_i$ sample value $x_i$, $A_{i+d+1}$ is predicted by copula according to Theorem 17 or Theorem 20. The prediction of $A_{i+d+1}$ is denoted as $\hat{x}$. The capacity needs to be adjusted to $\hat{x}/\Delta$ to satisfy the expected workload. Below we outline the auto-scaling procedure.

1. Scaling trigger: if $\hat{x}/\Delta - \gamma > m\beta$, the virtual capacity needs to scale up; if $\gamma - \hat{x}/\Delta > m\beta$, the virtual capacity needs to scale down.

2. Scaling dispatcher: if copula-based scaling is triggered, the predicted call arrival count is decomposed to VF $j$ based on the stationary distribution of the CTMC associated to the modeling MMPP as: $\hat{x}(j) = \pi_j \hat{x}$. The capacity of VF $j$ should be adjusted to the level of $\mu_j$, such that $(\mu_j - 1)\beta < \hat{x}(j)/\Delta \leq \mu_j \beta$.

Overall, the copula-based scaling matrix for VF $j$ is defined as

$$S_c = \begin{cases} \mu_j \beta - \gamma_j & \text{if } |\hat{x}/\Delta - \gamma| > m\beta \\ 0 & \text{otherwise.} \end{cases} \quad (6.1)$$

6.5.3 Utilization-based Individual Scaling Matrix

Utilization-based scaling is a traditional method for individual scaling [55]. The utilization-based individual scaling matrix is defined to guarantee that the utilization of each individual VF is not too high. This utilization-based scaling matrix carries information of whether the VF has a high amount of backlogs. This scaling matrix is also able to offset the prediction errors from the copula.
Given the utilization in the observation interval $\Delta$ for the VF $j$, $\varrho_j$, the utilization-based individual scaling matrix is defined as

$$S_u = \begin{cases} 
\beta & \text{if } \varrho_j \text{ is high, e.g., } > 0.9 \\
0 & \text{otherwise.}
\end{cases} \quad (6.2)$$

### 6.5.4 Integrated Scaling Matrix

For collaborative auto-scaling, we consider both workload information from $S_c$ and the historical backlog information from $S_u$. Integrating the two matrices, the final collaborative scaling matrix $S_g$ for a VF is calculated based on Table 6.1. The main idea is to scale up capacity when either the copula-based scaling matrix or utilization-based scaling matrix is positive, and to scale according to copula-based scaling matrix otherwise. This collaborative method can quickly modify the capacity following future workload trend without causing bottleneck or over provisioning in individual VFs.

#### Table 6.1: Calculation of Collaborative Scaling Matrix $S_g$

<table>
<thead>
<tr>
<th></th>
<th>$S_c &gt; 0$</th>
<th>$S_c = 0$</th>
<th>$S_c &lt; 0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_u &gt; 0$</td>
<td>$S_c + S_u$</td>
<td>$S_u$</td>
<td>$S_u$</td>
</tr>
<tr>
<td>$S_u = 0$</td>
<td>$S_c$</td>
<td>0</td>
<td>$S_c$</td>
</tr>
</tbody>
</table>

### 6.6 Performance Evaluation

To the best of our knowledge, there is no trace data for composite services currently available to the public. Due to this reason, we first study a real-world trace data for cloud requests, showing that MMPP indeed can be used to model the workflow of cloud requests. With the learned parameter from the real-world trace data, we then generate synthetic data with multiple workflows so that the performance of auto-scaling could be evaluated.

#### 6.6.1 MMPP modeling of Real-world Cloud Trace

We first evaluate the effectiveness of MMPP modeling on Google cluster data [85], which is widely used for cloud computing performance analysis. Google cluster data
records arrival information to about 11,000 machines over a long period of 29 days in May 2011. The recorded data type related to our modeling are listed here:

- Time Stamp - arrival time in seconds of tasks since the start of data collection,
- TaskID - unique identifier of the executing task,
- JobID - unique identifier of the job to which the task belongs.

In our framework, calls are equivalent to the tasks in Google cluster data, tasks are equivalent to the jobs in Google cluster data. To align Google cluster data modeling with our previous analysis, the tasks in Google Cluster data is hereinafter called as calls, the jobs in Google cluster data called as tasks. Using this terminology, each task contains a series of calls to the Google cluster.

Recall that we model the workflow of a single task as MMPP, and the workflow is divided into small time slots for analysis. To match with the model and analysis, we set the length of time slot as $\Delta = 300$ seconds (5 minutes) and pre-process the Google cluster trace as follows:

1. count the number of call arrivals in every $\Delta$ seconds, denoted as $A_i\text{\{call\}}$,
2. count the number of task arrivals in every $\Delta$ seconds, denoted as $A_i\text{\{task\}}$,
3. normalize the call arrivals with the number of tasks, i.e., $A_i = \frac{A_i\text{\{call\}}}{A_i\text{\{task\}}}$

The normalized call arrivals $A_i$ could be regarded as the workflow of a single task to the Google cluster. We choose the normalized call arrivals $A_i$ in the first 24 hours for modeling. The Google trace $A_i$ is fitted into a MMPP model with the algorithm proposed in [39]. The learned MMPP is a 7-state MMPP with parameters $(Q, \Lambda)$ as shown in Eq. (6.3). The unit of those parameters is second.

The common method to evaluate goodness of fitting real trace into MMPP is to compare a simulated trace from learned MMPP with the real trace statistically. Thus we generated a simulated trace for a duration of 24 hours according to the learned parameters $(Q, \Lambda)$ in Eq.(6.3). The simulated arrivals are grouped into every 300 seconds, and then compared with Google trace in two statistical aspects - first two order of moments and distribution feature. The first two order of moments, including mean value, standard deviation (std), and skewness are compared in Table 6.2. The first two order of moments of the two traces are quite close, indicating that these two traces have similar statistical properties. Their distribution features are compared
with Quantile-Quantile (Q-Q) plot in Fig 6.3. Both moments results and Q-Q plot figure shows that Google trace and the simulated trace have the same statistical behaviour and come from the same distribution.

Table 6.2: Comparison of The First Two Order of Moments of Arrival Counts in Every 300 Seconds

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>Std</th>
<th>Skewness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Google trace</td>
<td>56.5882</td>
<td>37.9708</td>
<td>2.2016</td>
</tr>
<tr>
<td>Simulated trace</td>
<td>57.6021</td>
<td>37.5139</td>
<td>1.8323</td>
</tr>
</tbody>
</table>

6.6.2 Performance Evaluation with Synthetic Data

Our investigation on the Google trace data discloses that the workflow of a task submitted to cloud can be modeled with an MMPP model. Nevertheless, there is no trace data for composite services currently available to the public, and it is thus unclear how, and whether or not, the calls correspond to composite services. To overcome this problem, we evaluate the proposed collaborative auto-scaling method with synthetic data, created with simulation that aggregates multiple homogeneous workflows, each modeled with an MMPP with parameters learned from the Google trace as shown in Eq. (5.9). The synthetic aggregate workflows last for 48 hours and are equally split into two parts over time. The first half is used to train the copula parameter so as to model the temporal dependence of the aggregate homogeneous MMPPs. The second half is used as the input to a simulated composite service
system with the implementation of our proposed collaborative auto-scaling policy. The parameters for simulated composite system are listed in Table 6.3.

Table 6.3: Parameters of Simulated Composite System

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulation duration</td>
<td>24 hours</td>
</tr>
<tr>
<td>Number of workflows $l$</td>
<td>50</td>
</tr>
<tr>
<td>Observation time interval $\Delta$</td>
<td>300 seconds</td>
</tr>
<tr>
<td>Scaling delay ($d = 1$)</td>
<td>300 seconds</td>
</tr>
<tr>
<td>Capacity unit $\beta$</td>
<td>0.01 per second</td>
</tr>
</tbody>
</table>

In order to implement and evaluate our solution to resource provisioning in cloud composite service system, we first model the temporal dependence of aggregate workflows (equivalently the dependence between VFs) with parametric copula as discussed in Section 4.5. With the parametric copula disclosing the dependence structure in composite services, the collaborative auto-scaling described in Section 6.5 is implemented. The proposed collaborative scaling will be compared with the traditional utilization-based individual scaling.

Copula modeling for Aggregate MMPPs

Considering the scaling delay, we need to construct the copula between $A_i^l$ and $A_{i+d+1}^l$, where $A_i^l$ represents the call arrival counts of $l$ aggregate MMPP workflows in $i$-th time slot.
We use the mixture of Gumbel and Clayton copula to model temporal structure of HoMMPP:

\[
C(u, v; \theta_1, \theta_2) = 0.5 \exp\left[-((\log u)^{\theta_1} + (\log v)^{\theta_1})^{1/\theta_1}\right] + 0.5 \left(u^{-\theta_2} + v^{-\theta_2} - 1\right).
\]

(6.4)

Gumbel copula is powerful in capturing upper tail dependence; Clayton copula, on the contrary, is used to model the lower tail dependence. This chosen parametric copula will be able to characterize the sudden increase and decrease in the MMPP workflows, and model the temporal dependence of MMPPs well. The first half of the synthetic aggregate workflows is fitted into the chosen copula to obtain the copula parameters as \( \theta_1 = 1.4994, \theta_2 = 1.1654 \).

Performance of collaborative auto-scaling

With the parametric copula built for HoMMPP, we can make inference on the arrival trend of the synthetic aggregate workflows. That is, given a observation of \( A^l_i = x_i \), we predict the future call arrival count \( A^{l+d}_{i+1} \). The inference on the second half of the synthetic aggregate workflows is shown in Fig. 6.4. The y-axis in the figure represents the number of aggregate arrivals within one time slot (5 minutes). From the figure, the predicted call arrival counts are close to the real call arrival counts. The accuracy of the prediction is also quantified by mean absolute percentage error (MAPE), defined as

\[
\text{MAPE} = \frac{1}{n} \sum_{i=1}^{n} \frac{|\hat{x}_i - x_i|}{x_i},
\]

(6.5)

where \( \hat{x}_i \) is the prediction for arrival count in \( i \)-th time slot and \( x_i \) is the real observed arrival count, \( n \) is the number of time slot in prediction period. The accuracy of copula-based inference is 0.0613, demonstrating the power of dependence structure modeled by copulas.

The collaborative auto-scaling is implemented following the policy in Section 6.5. We also implemented the traditional individual scaling algorithm for comparison. With individual scaling strategy, the capacity of each VF scales up \( \beta \) when its utilization is above 0.7, and scales down \( \beta \) when its utilization is below 0.2 [55]. We use the following performance matrices to compare the two auto-scaling strategies:

- Average response time of calls in seconds (ART): the total duration from the time when a call arrives to the time when the call departs over number of calls;
Figure 6.4: Copula-based inference on call arrival counts

- Average cost (AC): the total number of capacity units over number of time slots in the whole simulation duration.

Table 6.4: Simulation results with initial capacity as $\gamma_j = 1$

<table>
<thead>
<tr>
<th></th>
<th>VF1</th>
<th>VF2</th>
<th>VF3</th>
<th>VF4</th>
<th>VF5</th>
<th>VF6</th>
<th>VF7</th>
<th>Virtual Queue</th>
</tr>
</thead>
<tbody>
<tr>
<td>Collaborative ART</td>
<td>1067.1</td>
<td>546.8</td>
<td>776.6</td>
<td>126.1</td>
<td>51.5</td>
<td>50.3</td>
<td>320.6</td>
<td>252.5</td>
</tr>
<tr>
<td>Scaling     AC</td>
<td>64.9</td>
<td>93.2</td>
<td>122.2</td>
<td>309.6</td>
<td>307.2</td>
<td>175.6</td>
<td>2.2</td>
<td>1075.3</td>
</tr>
<tr>
<td>Individual  ART</td>
<td>160.4</td>
<td>72.1</td>
<td>110.1</td>
<td>13760.5</td>
<td>13952.2</td>
<td>1010.7</td>
<td>133.8</td>
<td>7809.6</td>
</tr>
<tr>
<td>Scaling     AC</td>
<td>108.9</td>
<td>140.7</td>
<td>167.9</td>
<td>243.5</td>
<td>243.5</td>
<td>215.0</td>
<td>19.3</td>
<td>1138.9</td>
</tr>
</tbody>
</table>

Table 6.5: Simulation results with initial capacity as $\gamma_j = 2$

<table>
<thead>
<tr>
<th></th>
<th>VF1</th>
<th>VF2</th>
<th>VF3</th>
<th>VF4</th>
<th>VF5</th>
<th>VF6</th>
<th>VF7</th>
<th>Virtual Queue</th>
</tr>
</thead>
<tbody>
<tr>
<td>Collaborative ART</td>
<td>1067.5</td>
<td>547.3</td>
<td>756.6</td>
<td>124.8</td>
<td>46.7</td>
<td>50.1</td>
<td>320.6</td>
<td>248.5</td>
</tr>
<tr>
<td>Scaling     AC</td>
<td>64.9</td>
<td>93.4</td>
<td>123.5</td>
<td>309.5</td>
<td>307.6</td>
<td>175.9</td>
<td>2.5</td>
<td>1077.6</td>
</tr>
<tr>
<td>Individual  ART</td>
<td>51.3</td>
<td>15.8</td>
<td>17.4</td>
<td>1234.1</td>
<td>1322.3</td>
<td>1.0</td>
<td>44.7</td>
<td>751.3</td>
</tr>
<tr>
<td>Scaling     AC</td>
<td>157.3</td>
<td>187.3</td>
<td>212.4</td>
<td>331.7</td>
<td>329.6</td>
<td>255.3</td>
<td>70.5</td>
<td>1544.5</td>
</tr>
</tbody>
</table>

The simulation results are shown in Table 6.4 and Table 6.5. Without using any prior-knowledge, we initialize the capacity of seven VFs equally. For experiment of Table 6.4, we choose small initial values, i.e., $\gamma_j = 1 \ (j = 1, \ldots, 7)$. For experiment of Table 6.5, we choose large initial values, i.e., $\gamma_j = 2 \ (j = 1, \ldots, 7)$. Using these two experiments, we investigate whether auto-scaling can adjust the capacity
following the actual workload quickly, and at the same time keep the response time and cost as small as possible. Table 6.4 and 6.5 record the performance matrices of each VF, as well as that of the virtual queue. Since virtual queue is an abstract concept for the integration of all the VFs, its performance matrices are, in fact, the performance matrices of the whole composite service system. From the level of virtual queue, we can observe that the collaborative auto-scaling performs better than individual scaling in the measure of both average response time and average cost. The results indicate that the copula modeling of dependence structure is effective. The collaborative auto-scaling makes good use of the prediction information from copulas to reduce the total cost while maintaining a small response time.

6.7 Summary

We have presented a new collaborative auto-scaling algorithm based on the temporal dependence of call arrives in cloud-based composite services. A key insight in our work is to model a task to the composite service as an MMPP. This, in turn, allows us to use copula analysis of MMPPs for understanding the dependence structure between calls to a composite service as well as predicting future calls. Our technical contributions include applying parametric copula models for incoming call prediction. Using real-world trace data and synthetic data, we have demonstrated that our collaborative auto-scaling method performs much better than the traditional auto-scaling method in which each VF auto-scales its capacity independently based on its local view of VF utilization.
Chapter 7

Application of MMPP Copulas in Parameter Estimation

In this chapter, we apply the theoretical copula in Chapter 4 to develop an accurate and fast parameter estimation method for MMPP.

7.1 Introduction

MMPP can capture a large range of traffic types, ranging from multimedia traffic, Poisson traffic, to burst traffic [31, 41, 79]. For all the applications of MMPP, the parameter estimation method is necessary for modeling.

The parameter estimation problem of MMPP has been studied for decades. Existing estimation methods can be broadly split into two categories. One category of work is maximum likelihood (ML) estimation with its implementation via expectation-maximization (EM) algorithm. Among the existing work, most research methodologies estimate MMPP parameters using data of inter-arrival times (or arrival times), and very few estimation methods can deal with data of number of arrivals over evenly-slotted time, which we call arrival counts in this thesis. In addition, none of the existing methods have utilized the functional dependence structure in MMPP traffic, that has the potential to further enhance the performance of parameter estimation.

In practice, there are some scenarios where arrival counts data is much more easier to capture and process. For instance, in Chapter 3, the aggregate of Skype flows is studied in terms of arrival counts in order to estimate its queueing performance. To give another example, arrival counts data is always used in performance monitoring
tools such as Windows Performance Monitor [63] to save memory resources especially for long-term recording. Since arrival counts are a more readily available form of data from most performance monitoring tools and, in addition, given the high cost of capturing and storing inter-arrival times, we are motivated to build an efficient estimation with only arrival counts data.

Nevertheless, the convenience of using arrival counts comes with a cost, since the arrival counts group arrivals within a time slot and thus contain less information than data of exact inter-arrival times. The loss of information makes estimation with arrival counts much more challenging than that with inter-arrival times. Up till now, only a few papers have proposed estimation methods that can learn MMPP parameters from arrival counts [6, 39, 13, 63]. Compared with the extensive studies of MMPP estimation based on inter-arrival times, MMPP estimation based on arrival counts is a relatively new topic and, for reasons described above, a much harder problem.

We tackle this challenging problem by utilizing the MMPP copula derived in Chapter 4. Traditional ML estimation emphasizes on likelihood, which is a variable representing joint behavior of the whole process, leading to high computational cost. In this chapter, we consider the joint behavior of successive arrival counts, i.e., $A_i$ and $A_{i+1}$. Taking advantage of the copula, the joint behavior of successive arrival counts can be modeled by studying marginal distribution of arrival counts and copula between $A_i$ and $A_{i+1}$ separately. Thus an estimation algorithm, termed as MarCpa, is proposed in this chapter to estimate MMPP parameters from arrival counts. MarCpa is fast and accurate, and it only includes two basic steps: one for marginal matching and one for copula matching.

### 7.2 Related Work

The parameter estimation problem of MMPP has been studied for several decades. According to different fitting objectives, the traditional estimation algorithms can be mainly categorized into two groups: the maximum likelihood estimation (MLE) algorithms and the moment-based algorithms. The former type was shown to achieve consistent results [75]. The MLE-based algorithms were implemented via expectation-maximization (EM) algorithm in [76]. Rydén’s EM algorithm for estimating MMPP in [76] was further enhanced to ease the calculation of integrals [72, 28], and to estimate parameters from observations of either arrival times or arrival counts [13, 28].
The moment-based algorithms learn MMPP parameters by finding the moments, such as marginal moments and autocovariance. Compared with the MLE-based algorithms, the moment-based algorithms are usually fast and emphasize more on emulating specific dependence structures of real traces. For instance, moment-based algorithms were broadly used to emulate the self-similarity or long range dependence (LRD) of network traffic [2, 3, 87, 47, 77, 80]. The superposition of 2-state MMPPs was shown to be capable of modeling the self-similarity [2]. A high dimensional MMPP is constructed with superposition of 2-state MMPPs, because the moment of a 2-state MMPP is easy to compute. Following this idea, the superposition of 2-state MMPPs has been used to model the self-similarity or LRD of network traffic traces by matching their asymptotic covariances [3] or exact variances over different time scales [47, 77, 80, 87]. The learned MMPP parameters were integrated into queueing theory to predict the queueing performance.

In addition to the above two main categories, other fitting algorithms have also been developed. Algorithms were developed to fit IP traces into discrete MMPP by assuming that the Poisson arrivals of each state fall into certain range of variation [6, 39]. A Bayesian learning algorithm based on the posterior probability was developed to model and detect the bursty events [41]. The most recent algorithm learns MMPP parameters by first detecting the points of state switching and then estimating the arrival rates at the corresponding state [14].

Among all the literature in MMPP parameter estimation, most utilized the inter-arrival times, and only a few (e.g., [6, 39, 13, 63]) utilized arrival counts, which are related to our work of Chapter 7. Our work in Chapter 7 also uses arrival counts but differs significantly from the related works, since none of existing works used copula to analyse MMPP. We develop a two-step estimation method under this new analytical framework.

7.3 Copula-based Parameter Estimation of MMPP

With copula analysis of arrival counts in MMPP in Section 4.4.1, we develop an estimation method, called MarCpa, which consists of two matching steps: 1) matching theoretical marginal distribution of arrival counts with empirical marginal distribution from traces to learn the parameters $\Pi = (\pi_1, \cdots, \pi_m)$ and $\Lambda = (\lambda_1, \cdots, \lambda_m)$; 2) after $\Pi$ and $\Lambda$ are determined, matching theoretical copula into empirical copula from traces to determine the rest parameter $Q$. With the two steps, the proposed estimation
method will fully model the joint behavior of successive arrival counts. Moreover, our method with two separate matching steps will keep computational cost low. In the rest of this section, we will explain the proposed estimation method step by step.

### 7.3.1 Matching Marginal Distribution

The goal of this step is to match the empirical distribution of arrival counts of the sample trace with theoretical distribution. Given a sample trace \( \{x_i\}_{1 \leq i \leq n} \) with \( n \) number of arrival counts observed, the empirical distribution value is calculated as

\[
\hat{u}_i \equiv \hat{M}(x_i) = \frac{1}{n} \sum_{i' = 1}^{n} 1(x_{i'} \leq x_i), \quad \forall 1 \leq i \leq n. \tag{7.1}
\]

The goal is to minimize the difference between the theoretical marginal distribution and the empirical marginal distribution, i.e., to minimize the following objective function \( W_1 \)

\[
W_1 = \sum_{i=1}^{n} (u_i - \hat{u}_i)^2, \tag{7.2}
\]

where \( u_i = M(x_i) \) is calculated with Theorem 10.

The parameters involved in marginal distribution matching are \( \Pi \) and \( \Lambda \). Considering that \( \pi_1 + \pi_2 + \cdots + \pi_m = 1 \), \( \pi_m \) can be always determined by \( (\pi_1, \cdots, \pi_{m-1}) \). Thus there are only \( 2m - 1 \) parameters to estimate in this step. These parameters are combined into one vector as \( \Theta_1 = (\pi_1, \cdots, \pi_{m-1}, \lambda_1, \cdots, \lambda_m) \). The parameter estimation in this step turns out to be an optimization problem of the following form:

\[
\Theta_1 = \arg\min_{\Theta_1} W_1, \quad \text{subject to} \begin{cases}
0 \leq \pi_1, \cdots, \pi_{m-1} \leq 1, \\
0 \leq \pi_1 + \cdots + \pi_{m-1} \leq 1, \\
\lambda_1, \cdots, \lambda_m \geq 0.
\end{cases} \tag{7.3}
\]

The optimization in Eq. (7.3) is a constrained non-linear problem. The existing methods to directly deal with constrained non-linear optimization include geometric programming, quadratic programming, gradient-based methods, and metaheuristic methods such as genetic algorithm and simulated annealing [34]. Geometric programming and quadratic programming cannot be used here because the objective function
$W_1$ is a function of parameters $\Theta_1$, which is much more complex than geometric or quadratic. Gradient-based method, which finds local optima, works efficiently in memory and computation. It can often find reasonably good solutions in a relatively short time. Because of this, it has been widely used to solve non-linear optimization in many applications [52]. Genetic algorithms and simulated annealing search for the global optima. As they iterate randomly, these two algorithms suffer from uncertain outcomes and may find solutions very slowly. Therefore, we use a gradient-based method, gradient descent, to solve the optimization in Eq. (7.3). The key steps of gradient descent method are parameter initialization, gradient derivation, choice of step size, and stopping criteria, which will be explained in detail below.

**Parameter Initialization**

The first step of our gradient descent method, is to initialize the values of parameters $\Lambda$ and $\Pi$. $\Lambda$ is initialized as local maxima on the frequency of observed arrival rate. Given a sample sequence of arrival counts $\{x_i\}_{1 \leq i \leq n}$, the arrival rate sequence is $\{x_i/\Delta\}_{1 \leq i \leq n}$. Detecting the local maxima on frequency of the arrival rate sequence helps to locate the most frequent but distinct arrival rates appearing in the sample, and these detected rates are reasonable initial values for $\Lambda$.

Fig. 7.1 shows an example where a 3-state MMPP is initialized with $\Lambda^{(0)} = (1, 8, 16)$ based on detection of local maxima on arrival rate frequency. The number of local maxima to detect can be set as known or unknown, which means we can either specify the number of states $m$ or leave it to be automatically determined as the number of local maxima that the program could find. Thus the estimation method is flexible about the choice of number of states of MMPP.

To determine the stationary distribution $\Pi$, we need to first initialize the state in every time slot $S_i$. The initial value of the state in $i$-th time slot $S_i$ is set as the state that has the closest arrival rate to observed arrival rate, i.e.,

$$S_i^{(0)} = \arg\min_{j=1}^{m} |\lambda_j^{(0)} - x_i/\Delta|, \quad i = 1, 2, \cdots, n.$$ 

Based on initial values of $S_i^{(0)}$, the stationary distribution is initialized as

$$\pi_j^{(0)} = \frac{1(S_i^{(0)} = j)}{n}, \quad j = 1, 2, \cdots, m - 1.$$
Gradient of Parameters

The key step of gradient descent method is to obtain the gradient of parameters. In our problem, the parameter gradient $\frac{\partial W_1}{\partial \Theta_1}$ consists of $\frac{\partial W_1}{\partial \pi_j}$ for $j = 1, 2, \cdots, m - 1$ and $\frac{\partial W_1}{\partial \lambda_j}$ for $j = 1, 2, \cdots, m$. The closed-forms for the two gradients are derived in Theorems 21 and 22:

Theorem 21. The gradient of distribution probability $\pi_j$ is

$$\frac{\partial W_1}{\partial \pi_j} = \sum_{i=1}^{n} 2(u_i - \hat{u}_i)(G_j(x_i) - G_m(x_i)), \quad j = 1, \cdots, m - 1. \tag{7.4}$$

Proof. Based on the marginal $u_i$ given in Theorem 10 Chapter 4, the gradient is derived as follows:

$$\frac{\partial W_1}{\partial \pi_j} = \sum_{i=1}^{n} 2(u_i - \hat{u}_i) \frac{\partial u_i}{\partial \pi_j}$$

$$= \sum_{i=1}^{n} 2(u_i - \hat{u}_i) \frac{\partial (\sum_{j'=1}^{m-1} \pi_{j'}G_{j'}(x_i) + (1 - \sum_{j'=1}^{m-1} \pi_{j'})G_m(x_i))}{\partial \pi_j}$$

$$= \sum_{i=1}^{n} 2(u_i - \hat{u}_i) \frac{\partial (G_m(x_i) + \sum_{j'=1}^{m-1} \pi_{j'}(G_{j'}(x_i) - G_m(x_i)))}{\partial \pi_j}$$

$$= \sum_{i=1}^{n} 2(u_i - \hat{u}_i)(G_j(x_i) - G_m(x_i)).$$
Theorem 22. The gradient of arrival rate $\lambda_j$ is

$$
\frac{\partial W_1}{\partial \lambda_j} = \sum_{i=1}^{n} -2\pi_j \Delta(u_i - \hat{u}_i)e^{-\lambda_j \Delta} \frac{(\lambda_j \Delta)^{x_i}}{x_i!}, \ j = 1, \ldots, m.
$$

(7.5)

Proof. Based on the marginal $u_i$ given in Theorem 10 in Chapter 4,

$$
\frac{\partial W_1}{\partial \lambda_j} = \sum_{i=1}^{n} 2(u_i - \hat{u}_i) \frac{\partial u_i}{\partial \lambda_j} = \sum_{i=1}^{n} 2(u_i - \hat{u}_i) \frac{\partial \left( \sum_{j'=1}^{m} \pi_{j'} G_{j'}(x_i) \right)}{\partial \lambda_j} = \sum_{i=1}^{n} 2(u_i - \hat{u}_i) \pi_j \frac{\partial G_j(x_i)}{\partial \lambda_j},
$$

where

$$
\frac{\partial G_j(x_i)}{\partial \lambda_j} = \frac{\partial (e^{-\lambda_j \Delta} \sum_{x=0}^{x_i} \frac{(\lambda_j \Delta)^x}{x!})}{\partial \lambda_j} = \frac{\partial (e^{-\lambda_j \Delta})}{\partial \lambda_j} + \sum_{x=1}^{x_i} \frac{\partial (e^{-\lambda_j \Delta} \frac{(\lambda_j \Delta)^x}{x!})}{\partial \lambda_j} = -\Delta e^{-\lambda_j \Delta} - \Delta \sum_{x=1}^{x_i} e^{-\lambda_j \Delta} \frac{(\lambda_j \Delta)^x}{x!} + \Delta \sum_{x=1}^{x_i} e^{-\lambda_j \Delta} \frac{(\lambda_j \Delta)^{x-1}}{(x-1)!} = -\Delta e^{-\lambda_j \Delta} - \Delta \sum_{x=1}^{x_i} e^{-\lambda_j \Delta} \frac{(\lambda_j \Delta)^x}{x!} + \Delta \sum_{x=0}^{x_i-1} e^{-\lambda_j \Delta} \frac{(\lambda_j \Delta)^x}{x!} = -\Delta e^{-\lambda_j \Delta} - \Delta \frac{e^{(-\lambda_j \Delta)}(\lambda_j \Delta)^{x_i}}{x_i!} + \Delta e^{-\lambda_j \Delta} = -\frac{e^{(-\lambda_j \Delta)}(\lambda_j \Delta)^{x_i}}{x_i!}.
$$

With the gradients derived in Theorems 21 and 22, the parameters in each iterative
The step is updated to \( \Theta_1^{(r+1)} = \Theta_1^{(r)} - \alpha^{(r)} \frac{\partial W_1}{\partial \Theta_1} |_{\Theta_1 = \Theta_1^{(r)}} \), where the specific updates are

\[
\pi_j^{(r+1)} = \pi_j^{(r)} - \alpha^{(r)} \frac{\partial W_1}{\partial \pi_j} |_{\Theta_1 = \Theta_1^{(r)}} \quad j = 1, 2, \ldots, m - 1;
\]

\[
\lambda_j^{(r+1)} = \lambda_j^{(r)} - \alpha^{(r)} \frac{\partial W_1}{\partial \lambda_j} |_{\Theta_1 = \Theta_1^{(r)}} \quad j = 1, 2, \ldots, m.
\]

Note that \( \pi_m^{(r+1)} \) is always determined by \( \pi_m^{(r+1)} = 1 - \pi_1^{(r+1)} - \cdots - \pi_{m-1}^{(r+1)} \). In above updates, \( \alpha^{(r)} \) is the step-size of \( r \)-th iterative step. The choice of step-size is discussed next.

### Choice of Step-size

The step-size \( \alpha^{(r)} \) is a positive value, which can be changed as iteration number \( r \) increases. For the optimization problem in Eq. (7.3), since we are required to consider the constraints on parameters, the step-size will be adjusted accordingly to guarantee that the constraints are satisfied. As the initial parameters \( \Theta_1^{(0)} \) certainly satisfy the constraints, we only need to guarantee that every \( \Theta_1^{(r+1)} \) obtained from \( \Theta_1^{(r)} \) satisfies the constraints. Specifically, the step-size of \( r \)-th iteration \( \alpha^{(r)} \) is randomly chosen as a positive number satisfying the constraints:

\[
\begin{cases}
0 & \leq \pi_j^{(r)} - \alpha^{(r)} \frac{\partial W_1}{\partial \pi_j} |_{\Theta_1 = \Theta_1^{(r)}} \leq 1, \quad j = 1, 2, \cdots, m - 1; \\
0 & \leq \sum_{j=1}^{m-1} \pi_j^{(r)} - \alpha^{(r)} \sum_{j=1}^{m-1} \frac{\partial W_1}{\partial \pi_j} |_{\Theta_1 = \Theta_1^{(r)}} \leq 1; \\
\lambda_j^{(r)} - \alpha^{(r)} \frac{\partial W_1}{\partial \lambda_j} |_{\Theta_1 = \Theta_1^{(r)}} & \geq 0, \quad j = 1, 2, \cdots, m.
\end{cases}
\]

### Stopping Criteria

The iteration continues until it meets some predetermined criteria. Two stopping criteria are considered in our gradient descent progress: 1) the iteration \( r \) reaches a predetermined maximum number of iteration \( n_{\text{Itr}} \); 2) the decreasing ratio of the objective function \( W_1 \) drops below a preset threshold \( th \), i.e., \( \frac{W_1^{(r-1)} - W_1^{(r)}}{W_1^{(r-1)}} \leq th \). Whenever any of the two stopping criteria is satisfied, the iteration stops and values of parameters \( \Pi \) and \( \Lambda \) are returned as output.
7.3.2 Matching Copula

In the second step, the theoretical copula in Theorem 11 in Chapter 4 is matched to the empirical copula calculated from the trace. Given a sample trace of arrival counts \( \{x_i\}_{1 \leq i \leq n} \), empirical copula value of successive arrival counts is

\[
\hat{\xi}_i = \frac{1}{n-1} \sum_{i'=1}^{n-1} 1(x_{i'} \leq x_i, x_{i'}+1 \leq x_{i+1}), \quad \forall 1 \leq i \leq n-1.
\] (7.7)

The goal of the matching is to minimize the difference between theoretical copula of successive arrival counts and their empirical copula as represented by \( W_2 \):

\[
W_2 = \sum_{i=1}^{n-1} (\xi_i - \hat{\xi}_i)^2,
\] (7.8)

where \( \xi_i \) is calculated from theoretical copula given in Theorem 11, i.e., \( \xi_i = C_1(M(x_i), M(x_{i+1})) \).

With the parameters \( \Pi \) and \( \Lambda \) determined, the parameters required to estimate \( \xi_i \) are entries of matrix \( P(\Delta) = [p(\Delta)]_{m \times m} \). Thus, we obtain the following optimization problem:

\[
P(\Delta) = \arg\min_{P(\Delta)} W_2, \quad \text{subject to}
\]

\[
\Pi P(\Delta) = \Pi, \quad \sum_{j_2=1}^{m} p_{j_1j_2}(\Delta) = 1, \quad j_1 = 1, 2, \ldots, m
\]

\[
p_{j_1j_2}(\Delta) \geq 0.
\] (7.9)

The optimization problem in Eq. (7.9) is a classical quadratic programming problem with linear constraints. To make it clearer, we now define several vectors and matrices to illustrate how the problem will be solved:

- **Parameter vector** \( \Theta_2 \)

\( \Theta_2 \) is a \( m^2 \times 1 \) parameter vector reshaped from \( P(\Delta) \) in the way:

\[
\Theta_2 = (p_{11}(\Delta), p_{21}(\Delta), \ldots, p_{m1}(\Delta), p_{12}(\Delta), p_{22}(\Delta), \ldots
\]

\[
; p_{m2}(\Delta), \ldots, p_{1m}(\Delta), p_{2m}(\Delta), \ldots, p_{mm}(\Delta))^T,
\]

i.e., the \( k \)-th element in \( \Theta_2 \) is \( p_{j_1j_2}(\Delta) \) where \( j_1 = (k-1)m + 1, j_2 = [(k-1)/m] + 1, \% \) is modulo operation and \( [\cdot] \) operation rounds down values to
integers.

- **Coefficient matrix** $H$
  
  $H$ is a $(n - 1) \times m^2$ dimensional matrix with its elements as
  
  \[ h_{ik} = G_{j_2}(x_{i+1})G_{j_1}(x_i)\pi_{j_1} \]
  
  where $j_1 = (k - 1)\% m + 1$ and $j_2 = \lfloor (k - 1)/m \rfloor + 1$.

  Based on Theorem 11, $\xi_i = h_i \ast \Theta_2$, where $h_i$ is the $i$-th row vector of $H$.
  
  Moreover, we have
  
  \[
  \begin{pmatrix}
  \xi_1 \\
  \vdots \\
  \xi_{n-1}
  \end{pmatrix}
  = H\Theta_2.
  \]

- **Constraints coefficient matrix** $E$
  
  $E$ is a $2m \times m^2$ matrix with all non-zero elements defined as

  \[ E_{ik} = \pi_j \text{ for } i = 1, \ldots, m, j = 1, \ldots, m \text{ and } k = (i - 1)m + j, \]
  
  \[ E_{ik} = 1 \text{ for } i = m + 1, \ldots, 2m, j = 1, \ldots, m \text{ and } k = (j - 1)m + i. \]

- **Constraints vector** $b$
  
  The vector $b$ is a $2m \times 1$ vector defined as $b = (\pi_1, \pi_2, \ldots, \pi_m, 1, 1, \ldots, 1)^T$.

**Example 4.** Taking a 2-state MMPP as an example, the four vectors or matrices defined above are in the following forms:

\[
\Theta_2 = (p_{11}(\Delta), p_{21}(\Delta), p_{12}(\Delta), p_{22}(\Delta))^T,
\]

\[
H = \begin{pmatrix}
\pi_1G_1(x_1)G_1(x_2) & \pi_2G_2(x_1)G_1(x_2) & \pi_1G_1(x_1)G_2(x_2) & \pi_2G_2(x_1)G_2(x_2) \\
\pi_1G_1(x_2)G_1(x_3) & \pi_2G_2(x_2)G_1(x_3) & \pi_1G_1(x_2)G_2(x_3) & \pi_2G_2(x_2)G_2(x_3) \\
\vdots & \vdots & \vdots & \vdots \\
\pi_1G_1(x_{n-1})G_1(x_n) & \pi_2G_2(x_{n-1})G_1(x_n) & \pi_1G_1(x_{n-1})G_2(x_n) & \pi_2G_2(x_{n-1})G_2(x_n)
\end{pmatrix},
\]
\[ E = \begin{pmatrix} \pi_1 & \pi_2 & 0 & 0 \\ 0 & 0 & \pi_1 & \pi_2 \\ 1 & 0 & 1 & 0 \\ 0 & 1 & 0 & 1 \end{pmatrix}, \]

\[ b = (\pi_1, \pi_2, 1, 1)^T. \]

With \( \Theta_2, H, E, b \) defined, \( \Theta_2 \) fully represents \( P(\Delta) \), \( H \) helps derive objective function \( W_2 \) in terms of \( \Theta_2 \), and \( E \) and \( b \) characterize the constraints on \( \Theta_2 \). The optimization problem in Eq. (7.9) is reformulated as

\[
\Theta_2 = \arg\min_{\Theta_2} W_2 = \arg\min_{\Theta_2} \sum_{i=1}^{n-1} (\xi_i^2 - 2\hat{\xi}_i\xi_i)
\]

\[
= \arg\min_{\Theta_2} \left( \xi_1 \cdots \xi_{n-1} \right) \left( \begin{array}{c} \xi_1 \\ \vdots \\ \xi_{n-1} \end{array} \right) - 2 \left( \hat{\xi}_1 \cdots \hat{\xi}_{n-1} \right) \left( \begin{array}{c} \xi_1 \\ \vdots \\ \xi_{n-1} \end{array} \right)
\]

\[
= \arg\min_{\Theta_2} \frac{1}{2} \Theta_2^T H^T H \Theta_2 - \left( \hat{\xi}_1 \cdots \hat{\xi}_{n-1} \right) H \Theta_2
\]

subject to \( E\Theta_2 = b \), \( \Theta_2 \geq 0 \).

Now the problem in Eq. (7.10) becomes clear as a classic quadratic programming with linear constraints. We thus use \texttt{quadprog}, a solver from Matlab optimization toolbox, to get the optimal values in \( \Theta_2 \). According to the mapping rule between elements’ indexes, \( P(\Delta) \) is easily to obtain from \( \Theta_2 \).

The final step to complete parameter evaluation is to recover the rate matrix \( Q \) from transition probability matrix \( P(\Delta) \). As \( \Delta \) is small, infinitesimal term \( o(\Delta) \) is ignorable. Based on Eq. (4.1), \( Q \) can be approximated from \( P(\Delta) \) with Eq. (7.11).

\[
q_{j_1j_2} = (p_{j_1j_2}(\Delta) - 1)/\Delta, \quad j_1 = j_2;
\]

\[
q_{j_1j_2} = p_{j_1j_2}(\Delta)/\Delta, \quad j_1 \neq j_2.
\]

7.3.3 A Summary of MarCpa Algorithm

Matching marginal distributions in Section 7.3.1 and matching copula in Section 7.3.2 are combined to make our proposed MMPP parameter estimation algorithm, Mar-
Cpa algorithm, the sketch of which is shown in Algorithm 4. The step of matching marginal distributions solves a constrained non-linear optimization problem with gradient descent, with the time complexity $O(m \times n \times n_{\text{Itr}})$. The step of matching copula solves a quadratic program with linear constraints. Since we use Matlab solver quadprog in this step, its time complexity depends on how Matlab implements its solver. Although MarCpa uses existing algorithms, gradient descent and Matlab solver, it is the first time that the estimation process is decomposed into separate steps with copula to ease analysis.

**Algorithm 4 MarCpa Algorithm**

**Require:** a sequence of arrival counts $\{x_i\}$, the length of time slots $\Delta$

**Ensure:** MMPP parameters $\Lambda$ and $Q$

1: // **First step: matching marginal distributions**
2: // Note that $n_{\text{Itr}}$ and $th$ are maximum iteration number and threshold value defined in Section 7.3.1
3: Determine initial parameters $\Lambda^{(0)}$ and $\Pi^{(0)}$ according to Section 7.3.1, and compute initial objective function $W_1^{(0)}$;
4: Initialize $\Lambda = \Lambda^{(0)}$, $\Pi = \Pi^{(0)}$, $W_1 = W_1^{(0)}$;
5: for $r \leftarrow 0 : n_{\text{Itr}} - 1$ do
6: Choose a proper step-size $\alpha^{(r)}$ according to Section 7.3.1;
7: Update parameters $\Pi^{(r)}$ to $\Pi^{(r+1)}$, $\Lambda^{(r)}$ to $\Lambda^{(r+1)}$ based on Section 7.3.1, and compute objective function $W_1^{(r+1)}$;
8: if $W_1^{(r+1)} < W_1$ then
9: $\Lambda = \Lambda^{(r+1)}$, $\Pi = \Pi^{(r+1)}$, $W_1 = W_1^{(r+1)}$;
10: end if
11: if $(W_1^{(r)} - W_1^{(r+1)})/W_1^{(r)} \leq th$ then
12: Break;
13: end if
14: end for

15: // **Second step: matching copulas**
16: Construct matrices $H$ and $E$, vector $b$ based on their definitions in Section 7.3.2;
17: Obtain the optimal value of $\Theta_2$ by inputting $H$, $\{\hat{\xi}_i\}_{1 \leq i \leq n-1}$, $E$, $b$, and $0$ in a proper form to quadprog solver;
18: Reshape $\Theta_2$ to $P(\Delta)$;
19: Recover parameter $Q$ from $P(\Delta)$ according to Eq.(7.11).
7.4 Performance Evaluation

In this section, the performance of MarCpa is evaluated with a large number of simulations. We first use one simulated sample trace as a concrete example that presents ground truth along with the estimated parameters. The comparison of estimated parameters with ground truth parameters illustrates how well MarCpa retrieves parameters from arrival counts. As a further step, the evaluation is conducted on multiple simulations. The average goodness-of-fitting of multiple independent simulations quantifies the performance of MarCpa over different parameter settings. We also compare the performance of MarCpa with that of existing Expectation-Maximization (EM) learning algorithm (e.g., the one in [63]) and non-EM algorithm learning algorithm (e.g., the one in [39]).

7.4.1 Performance Evaluation Based on Ground Truth

We consider a 2-state MMPP with parameters

\[ Q = \begin{pmatrix} q_{11} & q_{12} \\ q_{21} & q_{22} \end{pmatrix} = \begin{pmatrix} -1 & 1 \\ 0.1 & -0.1 \end{pmatrix}, \]

\[ \Lambda = (\lambda_1, \lambda_2) = (10, 1). \]

A trace was generated with simulation according to the above parameters for a period of 1000 unit of time. We group the arrivals within every 1 unit of time, i.e., \( \Delta = 1 \). The arrival counts of this trace are shown in Fig. 7.2.

![Arrival counts of simulation trace.](image-url)
Table 7.1: Estimated parameters for the simulation trace.

<table>
<thead>
<tr>
<th></th>
<th>$q_{11}$</th>
<th>$q_{22}$</th>
<th>$\lambda_1$</th>
<th>$\lambda_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MarCpa</td>
<td>-1.0000</td>
<td>-0.0834</td>
<td>10.0000</td>
<td>1.0400</td>
</tr>
<tr>
<td>EM</td>
<td>-1.0650</td>
<td>-0.1070</td>
<td>10.4320</td>
<td>0.9508</td>
</tr>
<tr>
<td>non-EM</td>
<td>-0.5896</td>
<td>-0.0925</td>
<td>9.7500</td>
<td>1.2614</td>
</tr>
<tr>
<td>Ground truth</td>
<td>-1</td>
<td>-0.1</td>
<td>10</td>
<td>1</td>
</tr>
</tbody>
</table>

The estimated parameters with MarCpa are shown in Table 7.1. The table also contains the results from the Expectation-Maximization (EM) learning algorithm in [63] and those from the non-EM algorithm learning algorithm proposed in [39]. Among the three results, the estimated parameters from MarCpa look closer to the ground truth parameters. To quantitatively compare the three estimation methods and check their results with ground truth, Kolmogorov-Smirnov (K-S) tests are performed. Essentially, the K-S test compares a fitted distribution with a sample in terms of cumulative distribution function. We extend the classic K-S test to measure the difference of copulas so the temporal dependence goodness-of-fitting is evaluated as well. We use the following two distances for measurement:

$$D_M = \max_{i=1}^{n} |u_i - \hat{u}_i|, \quad (7.12)$$

$$D_C = \max_{i=1}^{n-1} |\xi_i - \hat{\xi}_i|. \quad (7.13)$$

The critical value of K-S test $D_{0.01}$ is determined by the size of samples, $n$. $D_{0.01}$ for $D_M$ is calculated as $D_{0.01} = 1.63/\sqrt{n}$ and for $D_C$ is $D_{0.01} = 1.63/\sqrt{n-1}$. If the sample statistics $D_M$ and $D_C$ are both equal to or smaller than the corresponding critical value, the sample trace is accepted as one from estimated model; otherwise, it is rejected as sample from estimated model. The K-S test results with parameters estimated from three different methods plus ground truth parameters are listed in Table 7.2. Compared to the two state-of-art estimation methods, our proposed MarCpa method has the closest values of $D_M$ and $D_C$ to ground truth parameters, indicating its estimation result is the closest to the ground truth. Moreover, MarCpa is the only method that retrieves parameters passing the K-S test, implying that MarCpa is the most effective algorithm to identify hidden MMPP from the trace. Therefore, we conclude that the MMPP model estimated with our proposed MarCpa algorithm
performs the best to recover ground truth and characterize the sample trace.

Table 7.2: Kolmogorov-Smirnov test results on sample trace.

<table>
<thead>
<tr>
<th></th>
<th>(D_M)</th>
<th>(D_{0.01})</th>
<th>(D_C)</th>
<th>(D_{0.01})</th>
</tr>
</thead>
<tbody>
<tr>
<td>MarCpa</td>
<td>0.04317</td>
<td></td>
<td>0.03975</td>
<td></td>
</tr>
<tr>
<td>EM</td>
<td>0.05254</td>
<td>0.05153</td>
<td>0.05834</td>
<td></td>
</tr>
<tr>
<td>non-EM</td>
<td>0.09414</td>
<td></td>
<td>0.10163</td>
<td>0.05157</td>
</tr>
<tr>
<td>Ground truth</td>
<td>0.03734</td>
<td></td>
<td>0.04260</td>
<td></td>
</tr>
</tbody>
</table>

The running time of MarCpa, EM and non-EM algorithms are recorded in Table 7.3. All the three estimation algorithms run in a computer with Intel Core i7-2600 CPU @ 3.40GHz, 4.00 GB RAM. Among the three, the non-EM algorithm is fastest, and the EM algorithm takes the longest time. While MarCpa is slightly slower than the non-EM algorithm, MarCpa returns much more accurate results.

Table 7.3: Running time in seconds.

<table>
<thead>
<tr>
<th></th>
<th>MarCpa</th>
<th>EM</th>
<th>non-EM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.9305</td>
<td>2.0900</td>
<td>0.6119</td>
</tr>
</tbody>
</table>

7.4.2 Performance Evaluation Based on Average Goodness-of-Fitting and Running Time

In this section, we evaluate the effectiveness and stability of MarCpa method by analysing its average performance results over multiple independent experiments. We first consider a 3-state MMPP with following parameters:

\[
Q = \begin{pmatrix}
-1 & 0.5 & 0.5 \\
0.25 & -0.50 & 0.25 \\
0.05 & 0.05 & -0.1
\end{pmatrix},
\]

\[
\Lambda = (10, 5, 1).
\]

Thirty independent traces are generated from this 3-state MMPP: ten of them are traces with a duration of 1000 units of time, ten are traces with a duration of
5000 units of time, and the rest ten are with a duration of 10000 units of time. The arrivals counts are the number of arrivals in every 1 unit of time, i.e., $\Delta = 1$.

For each trace, the three methods, MarCpa, EM and non-EM, are applied to learn MMPP parameters. The performance evaluation includes both goodness-of-fitting and running time. The goodness-of-fitting is measured by K-S distances $D_M$ and $D_C$. The running times are converted with log$_{10}$ operation for easy illustration.

Fig. 7.3, Fig. 7.4 and Fig. 7.5 show the average performance results of the three methods in $D_M$, $D_C$, and running time, respectively. In these figures, the results are grouped by trace length. Ten results from traces with the same length are analysed in their average and standard deviation, that is, each bar shows the average estimation performance on ten traces with length indicated by horizontal axis, and the error
bars represent the variation (variation in log₁₀ for running time) of ten independent experiments.

The above experiments and evaluation are repeated on a 5-state MMPP with parameters:

\[
Q = \begin{pmatrix}
-1 & 0.25 & 0.25 & 0.25 & 0.25 \\
0.2 & -0.8 & 0.2 & 0.2 & 0.2 \\
0.125 & 0.125 & -0.5 & 0.125 & 0.125 \\
0.075 & 0.075 & 0.075 & -0.3 & 0.075 \\
0.025 & 0.025 & 0.025 & 0.025 & -0.1 \\
\end{pmatrix},
\]

\[
\Lambda = (20, 15, 10, 5, 1).
\]
The estimation performances in $D_M$, $D_C$, and running time of the three methods on the 5-state MMPP are compared in Fig 7.6, Fig. 7.7 and Fig. 7.8, respectively.

Experiments on both the 3-state MMPP and the 5-state MMPP show that the proposed MarCpa algorithm has a stable and effective performance. Compared with the EM algorithm, MarCpa has competitive (even better in the 5-state MMPP) goodness-of-fitting results but uses over 10 times less running time. Compared with the non-EM algorithm, it takes a longer time but has much better fitting. Table 7.4 shows the number of times that the estimated parameters pass K-S tests. Among the 30 independent experiments of either 3-state or 5-state MMPP, MarCpa is the best at retrieving parameters that represent the MMPP trace well.

To conclude, the proposed MarCpa algorithm improves the learning accuracy over both EM and non-EM algorithms, and improves the time-efficiency significantly over
Table 7.4: Ratio of experiments that pass K-S tests.

<table>
<thead>
<tr>
<th></th>
<th>MarCpa</th>
<th>EM</th>
<th>non-EM</th>
</tr>
</thead>
<tbody>
<tr>
<td>3-state MMPP experiments</td>
<td>14/30</td>
<td>13/30</td>
<td>0/30</td>
</tr>
<tr>
<td>5-state MMPP experiments</td>
<td>17/30</td>
<td>10/30</td>
<td>0/30</td>
</tr>
</tbody>
</table>

the EM algorithm.

7.5 Summary

This chapter proposed a new learning algorithm, called MarCpa, to estimate MMPP parameters from arrival counts data. With copula theory, it is the first time that functional dependence has been applied to estimate MMPP parameters. With extensive simulation evaluation, our proposed method outperforms existing methods by improving estimation accuracy and by keeping running time small.
Chapter 8

Conclusions and Future Work

In this thesis, we investigate copula theory, and apply copula theory to analyse the contemporaneous dependence between traffic flows and the temporal dependence in one traffic flow. Our analytical results are applied in several application scenarios in computer networks. In this chapter, we summarize the contributions of this thesis and discuss future research directions.

8.1 Contemporaneous Dependence Modeling

In Chapter 3, we apply copula to model the contemporaneous dependence between traffic flows. With a case study of Skype traffic flows, we show how to model the contemporaneous dependence between network flows with copula, and how copula disclose the dependence between flows in a novel way. With copula analysis, we obtain tight and accurate models for aggregate flows, which further benefits statistical network calculus by tightening the performance bounds of network backlog and queueing delay.

As the first work to explore copula analysis in stochastic network calculus, it is expected to motivate a new spectrum of interests in extending SNC research and further enhance its impact in practice. Along these lines, many interesting research problems deserve further investigation. These include copula structures with different sub-sampling techniques other than sliding windows, better dynamic scheduling and multiplexing strategies aligning with the underlying changes of traffic flows, and new types of copula structures tailored for specific network environment.
8.2 Temporal Dependence Modeling

In Chapter 4, we apply copula to model the temporal dependence in a traffic flow, which is modeled as Markov Modulated Poisson process. We model the temporal dependence of MMPP with copula by deriving the theoretical copula between arrival counts in different time slots. Recursive algorithms are developed to compute the theoretical copula of superposition of multiple independence MMPPs. We also propose the parametric copula modeling steps to model the temporal dependence of MMPP.

In Chapter 5, the temporal dependence of MMPP is applied for traffic prediction. With numerous case studies, we show that copula-based dependence works effectively to predict future arrivals of single MMPP flow, and future arrivals of superposition of homogeneous/ heterogeneous MMPP flows. The accuracy and stable traffic prediction demonstrates the power of copula modeling of temporal dependence.

In Chapter 6, we combine the contribution of the MMPP copula in Chapter 4 and copula-based prediction in Chapter 5, and design a service provisioning policy based on prediction of cloud future call arrivals. We study the call arrivals to composite cloud service system approximated as MMPP. With the copula modeling temporal dependence between call arrival counts and prediction made by copula, we can predict future service demand. A collaborative auto-scaling policy is proposed to fulfill future service demand and keep the cost low at the same time. With simulations, we show that our collaborative auto-scaling policy based on temporal dependence modeling outperforms traditional auto-scaling policy in which each component of composite cloud system scales capacity independently.

Another application of MMPP copula is investigated in Chapter 7. The temporal dependence in terms of copula is applied to estimate parameters of MMPP. On the basis of analytical results of marginal distribution and copula of MMPP, we propose a two-step matching algorithm to learn MMPP parameters from arrival counts. With extensive evaluations, our proposed estimation method works better than the state-of-art methods in the sense that it improves estimation accuracy and keeps running time small.

8.3 Future Work

In the future, the results of this thesis can be extended in several directions.

First, we can use copula-based temporal dependence to solve various challenges
in network domains. In our thesis, we mainly capture the temporal dependence in a specific traffic model, MMPP. However, copula, has the potential to characterize the temporal dependence of different types of traffic. Studying the temporal dependence of different traffic types will benefit applications involving traffic model.

Second, another future work direction is to apply high order copula to model temporal dependence for network traffic. This thesis uses 2-copula to model the dependence between arrival counts in two time slots. Using high order copula, the dependence among traffic from multiple time slots can be modeled and would be more powerful and general for many applications.

Third, we can explore the power of copula models in other network applications. For instance, when network is under attacks, the temporal dependence of traffic may change. Modeling temporal dependence with copula, the abnormal traffic could be differentiated from normal traffic. Thus copula analysis will help to identify different traffic as well as detect network anomaly.
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