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ABSTRACT

Wireless communications have recently gained much popularity in various commercial applications. Because of the peculiar characteristic of radio channels, the ability for communicators to stand various kinds of interference in the open air is one of the most important issues in wireless communications. The focus of this dissertation is on the analysis and cancellation of narrowband interference (NBI) which is one very detrimental form of interference.

To facilitate the analysis of SFH/DPSK under tone interference, an analytical framework is developed for determination of the probability distribution of a corrupted differential phase. The concept of the phase characteristic function is introduced and its characterizations such as factorization are investigated. Based on it, expressions are derived for the general probability distribution of a received differential phase corrupted by signal tone interference and Gaussian noise under non-fading as well as different fading environments. Furthermore, we also derive the probability distribution of a received differential phase perturbed by multiple tone interference. Subsequently, an extensive analysis of SFH/DPSK is carried out in terms of bit error rate performance given different signalling schemes, fading environments and jamming strategies using band multitone and frequency jitter.

Finally, we propose a new technique for rejection of narrowband interference based on multiple symbol detection of coherent or differential phase shift keying. We first show that the direct use of multiple symbol detection offers poor performance when narrowband interference is dominant. Our proposed technique employs a special signalling or coding scheme which is shown to be robust against narrowband interference. Our evaluation of bit error rate shows significant performance improvement in narrowband interference vis-à-vis direct multiple symbol detection. When viewed as a coding scheme, the proposed signalling scheme is significantly simpler for achieving the same coding gain than conventional error correction codes.
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Chapter 1

Introduction

1.1 Motivation of Research

Historically, communication has been restricted primarily to voice traffic between two fixed locations rather than people. The ability to communicate with people on the move has evolved remarkably since Guglielmo Marconi first demonstrated radio's ability to provide continuous contact with ships sailing the English channel[1][2]. That was in 1897, and since then new wireless communications methods and services have been enthusiastically adopted by people throughout the world. In recent years, wireless communications have gained much popularity in various commercial applications such as ISM (industrial, scientific and medical) band license-free radio, forthcoming PCS (personal communication services), mobile data and wireless LAN (local area network), etc., fueled by digital and RF circuit fabrication improvement, new large-scale circuit integration, and other miniaturization technologies which make portable radio equipment smaller, cheaper, and more reliable[3]-[7]. This increased popularity is in addition to the wide use of wireless communications for many years in military applications such as anti-jam radio[8] and satellite communications[9].

Interference is the major limiting factor in the performance of wireless communication systems, this is because the wireless channel is non-stationary and typically full of contamination such as natural and man-made interference. Such a poor channel quality has been recognized as the biggest obstacle for design of wireless communication sys-
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tems. Therefore, one special requirement of a wireless communication system is that it must be able to stand various kinds of interference in the open air. One very detrimental form of interference is the narrowband interference which often has a very high power. In fact, this kind of interference is so detrimental that an extreme form of it, i.e., tone interference, has been commonly used as one of the worst case interference against which an anti-jam system is evaluated[8]. In commercial applications, this kind of interference may come from co-existing users such as those in PCS or ISM bands, or from various other unpredictable sources[7]. This dissertation is concerned with such kind of narrowband interference.

In wireless communication systems, spread spectrum (SS) techniques such as frequency hopping (FH) have been utilized to provide some protection against interference. Recently, there is an increasing interest in the application of SS techniques for commercial use, e.g., mobile cellular radio communications and wireless LAN, because of its inherent advantage in terms of anti-multipath, combating jamming, security, overlay communication, etc. In general, there are two classes of the spread spectrum techniques: frequency hopping and direct sequence SS techniques. For high rate transmission, there has been much interest in slow frequency hopping (SFH) which has been specified as an integral part of the advance pan-European GSM and DCS 1800 systems[7][10]. Henceforth, in this dissertation, we shall focus on slow frequency hopping systems in the presence of narrowband interference. We treat the narrowband interference as an intentional jammer. While the problem has obviously a military flavor, the solutions have great significance for commercial applications as well. For instance, the worst case analysis can equip the system designers with the knowledge about the design margin, which in turn helps them to design a robust communication system.

Over the past decade, much research work has been dedicated to analysis and cancellation of narrowband interference[8],[11]-[23]. In some of the previous works, the error performance of SFH/DPSK system under tone interference has been analyzed by ignoring the background thermal noise or restricting on some specific set of signals[11][13][14]. In [15], Wang, et al, presented a more general method to analyze arbi-
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arbitrary DPSK signals in both tone interference and AWGN which may model the background noise or system thermal noise. However, it seems non-trivial, if not impossible, to extend the method to the analysis of the error performance in presence of fading which is one of inherent characteristics of many wireless channels. Furthermore, in a realistic operating environment, a non-intentional or intentional (intelligent) jammer can inject one or multiple tone anywhere in each jammed band, which brings out a natural question: what is the most-effective jamming strategy? or in communicator's standpoint, what is the worst case interference? While a single tone strategy has been proven to yield the worst case scenario for FH/MFSK[8], it still remains an open issue for SFH/DPSK systems. Thus, a comprehensive study taking into account of all above impairments is indispensable.

For interference cancellation, conventionally, there are several narrowband interference rejection techniques. One is based on the use of a notch filter. The design of a notch filter calls for a careful trade-off between the degree of interference rejection and that of signal distortion. It may become quite awkward and even difficult to design a multi-notch filter if there is multiple narrowband interference. Another narrowband interference rejection technique is specific only to those applications where spread spectrum can be employed, especially with the use of direct sequence (DS) modulation in which case the interference power can be reduced in de-spreading by a factor approximately equal to the processing gain[5]. Unfortunately, in many commercial applications, due to various practical constraints, processing gains are usually between 10 to 20 dB which may often be insufficient for rejecting strong narrowband interference. In addition, in the case of frequency hopping (FH), e.g. slow FH (SFH), as considered later in the following chapters, the worst case narrowband interference can still be severely detrimental even when other anti-interference techniques such as error correction coding are used[47].

1.2 Frequency-Hop Communications

In a frequency-hopped spread spectrum communications system the available channel bandwidth is subdivided into a large number of frequency slots. In any signal interval,
the transmitted signal occupies one or more of the available frequency slots. The selection
of the frequency slot(s) in each signal interval is made pseudo-randomly according the
output from a PN generator. Figure 1.1 illustrates a particular frequency-hopped pattern in
the time-frequency plane. Thus, in implementation of FH communications, there are two
levels of modulation. The first level is the ordinary digital modulation such as M-ary fre-
quency-shift-keying (MFSK) or differential phase-shift-keying(DPSK).

Figure 1.1  An example of a frequency-hopped pattern.

The modulating signal at this level is referred to as data symbols. The second level of
modulation is the frequency hop modulation where the transmitter carrier frequency is
changed every $T_c=1/R_h$ seconds within the total spread spectrum bandwidth $W_{ss}$. The car-
rier frequency changing rate $R_h$ is called hop rate. For a system, if the hop rate is greater
than symbol rate, the FH system is called a fast FH system (FFH). Otherwise, it is called a
slow FH system. Generally, SFH can sustain a much higher data rate than FFH while hav-
ing the same hop rate. Consequently, for a very high data rate transmission, slow fre-
quency hopping must be used. For example, SFH at a typical $R_h=20$khop/s can be used to
sustain transmission of information at so called T1 rate 1.544Mbit/s.

In slow frequency hopping, since there are several transmitted symbols during one
hop, the combination of differential phase encoding and phase difference detection is often used for reliable communication. One such a system is SFH/MDPSK system. A block diagram of a SFH/MDPSK system perturbed by jamming is shown in Figure 1.2. Clearly, in a jamming environment, the error performance of SFH/MDPSK is largely related to the fraction of FH slots jammed and error performances over the jammed slots.

Figure 1.2  Functional block diagram of SFH/MDPSK system perturbed by jamming.

1.3 Contributions of the Dissertation

In this dissertation, we address two major issues pertaining to wireless communications systems which use slow frequency hopping spread spectrum. The first part of the dissertation deals with performance evaluation of SFH/MDPSK systems in the presence of tone interference. Based on previous work by Roberts, a rigorous mathematical theory is developed for determination of the general probability distribution of the differential phase of corrupted signals. In particular, it provides an analytical framework for studying the performance of SFH/MDPSK system in various propagation environments, as well as under different kinds of jamming, such as band multitone and frequency jitter. It is worth noting that the analytical approaches presented in much previous related work are largely based on geometric relation, and therefore restrictive (i.e., limited to a single tone interference without frequency offset and operation in non-fading channel).
Chapter I. Introduction

Subsequently, we have derived an alternative yet simple expression for the probability distribution of differential phase perturbed by both tone interference and AWGN, which takes the previous results of Simon and Pawula, Rice and Roberts as special cases. Moreover, the expression for the desired signal corrupted by multiple tones are also presented. Our formulation of these distribution functions allows tractable analysis of SFH/MDPSK systems with an arbitrary number of interfering signals (multitone) and provides an insight into effect of frequency jitter on the overall system performance.

Finally, a comprehensive study has been carried out for SFH/DPSK systems in time non-dispersive Rayleigh and Rician fading channels. Numerical results are presented for all four combinations of the envelope fading environments: (a) desired signal and interference are Rayleigh faded; (b) both are Rician faded; (c) desired signal is Rayleigh faded and interference is Rician faded; and (d) desired signal is Rician faded and interference is Rayleigh faded. Furthermore, an evaluation of a SFH/DPSK system in a frequency selective fading channel is also presented.

The second part of this dissertation focuses on interference cancellation. A new technique for rejection of narrowband interference is proposed for systems using M-ary phase shift keying (MPSK). In our approach, a specific signalling or coding scheme is employed in conjunction with multiple symbol detection (which was first proposed by Divsalar and Simon for improving the performance of DPSK in wideband Gaussian noise). A general expression for pairwise error probability has been derived to facilitate the BER performance analysis of coherent and noncoherent MDPSK signals. It is shown that the proposed scheme can offer substantial improvement in terms of suppressing narrowband interference, and is optimum against tone interference. While the proposed signalling scheme can be viewed as a coding scheme, its implementation is significantly simpler than other error correction coding schemes which might offer the same performance with complexity that might be prohibitively high.
1.4 Outline of the Dissertation

Subsequent chapters of the dissertation are organized as follows.

In Chapter 2, preliminary theory is presented for determination of the general probability distribution of the differential phase between two complex random variables.

In Chapter 3, we analyze performance of a general uncoded SFH/DPSK under partial-band multitone jamming. A comprehensive study of jamming strategies using multitone and frequency jitter are presented.

In Chapter 4, a further study is carried out on the performance analysis of the SFH/DPSK in both partial-band multitone interference and fading. First, the channel models for both frequency non-selective and selective fading are described. Then, detailed derivation of the expressions for the bit error probability under different fading environments are presented. Effects of fading environments on the different signalling schemes are illustrated by numerical results.

Chapter 5 is concerned with the narrowband interference cancellation. First, the general multiple symbol detection of PSK in both AWGN and band pass interference (a special case is narrowband interference which is of our interest) is examined. Then, an asymptotically non-redundant coding or signalling scheme is proposed which makes the ML detection in AWGN also the ML detector in both AWGN and worst tone interference. Numerical results are presented to highlight the efficacy of the proposed signalling scheme in terms of narrowband interference suppression capability.

In Chapter 6, conclusions and suggestions for further work are provided.
Chapter 2

Preliminary Theory

2.1 Introduction

The probability distribution of the differential phase between two complex random variable is often encountered in the evaluation of the performance of a communication system where the differentially encoded phase-modulated signals such as differential shift keying (DPSK) are employed. In this chapter, the fundamental theory is provided for calculation of such probability distribution. To make the theory more self-contained, the detailed proofs and derivations are also provided.

2.2 The phase characteristic function

In this section, we start with a general presentation without referring to any specific form of signal. First, we introduce the concept of the phase characteristic function as follows.

Definition 2.1:

Given two complex random variables $r_1$ and $r_2$, the corresponding phase characteristic function is defined by

$$
\Phi(u, v; \zeta) = E \left[ J_0 \left( \sqrt{ur_1 + vr_2 e^{i\zeta}} \right) \right],
$$

(2.1)

where $u$ and $v$ are real variables, and $J_0(x)$ is the Bessel function of the first kind of order zero.
When the complex random variables \( r_i, i=1, 2 \), are expressed in the exponential form as \( R_i e^{j\theta_i} \), where \( R_i \) and \( \theta_i \) are the amplitude and the phase of the complex random variable \( r_i \) respectively, *Definition 2.1* results in another expression of the phase characteristic function as follows,

\[
\Phi(u, v; \zeta) = E \left[ J_0 \left( \sqrt{u^2 R_1^2 + v^2 R_2^2 + 2uvR_1R_2 \cos (\theta_2 - \theta_1 + \zeta)} \right) \right],
\]  
(2.2)

where the expectation is over random variables \( R_i \) and \( \theta_i; i=1,2 \).

In a communication system, the transmitted signal is always disturbed by the background thermal noise. This background noise is often modeled as a narrowband stationary, zero-mean, Gaussian random variable because of the front-filter of the receiver. Thus, when using \( n(t) \), the complex baseband equivalent to represent such a noise, we have that \( n(t) \) is a stationary complex Gaussian process with statistical properties as follows,

\[
E(x(t)x(t+\tau)) = E(y(t)y(t+\tau)) = R(\tau);
\]

\[
E(x(t)y(t)) = 0
\]

and

\[
E(x(t)y(t+\tau)) = -E(x(t+\tau)y(t)) = R_{xy}(\tau),
\]
(2.3)

where the quantities \( x(t), y(t) \) are real Gaussian variables related to the real and imaginary parts of \( n(t) \), respectively. Since the phase characteristic function is particularly important and useful in our analysis, we discuss it further in the following proposition.

*Proposition 2.1:*

Let \( n(t) \) be a stationary complex Gaussian process with statistical properties as defined in (2.3), then its phase characteristic function can be calculated by

\[
\Phi(u, v; \zeta) = \exp \left( \frac{R(0)(u^2 + v^2) + 2uvR(\tau) \cos \zeta - R_{xy}(\tau) \sin \zeta}{2} \right).
\]
(2.4)

*Proof:* See Section 2.5.1 for detail.

We now turn to characterizing the phase characteristic function. Generally, in a wireless communication system, in addition to the background thermal noise, the received
signal might be corrupted by various kinds of interference such as adjacent-channel interference, co-channel interference and so on. Without loss of generality, we assume the received signal has the form of

$$r(t) = s_0(t) + \sum_{i=1}^{n} s_i(t)e^{j\theta_i}, \quad (2.5)$$

where $\theta_i; i=1, 2, ..., n, \text{ are random phases uniformly distributed in an interval of length } 2\pi$, which are introduced independently by the channel. More importantly, we desire the phase characteristic function defined in (2.1) to be factorable in terms of its components because such a property enables us to take a decomposition approach to the difficult analysis that will be seen later in the dissertation. In fact, the phase characteristic function can be guaranteed to be factorized by the following proposition:

**Proposition 2.2:**

Given a received signal in form of (2.5), the phase characteristic function of $r(t)$ and $r(t+\tau)$ is factorable, i.e.,

$$\Phi_r(u, v; \zeta) = \prod_{i=0}^{n} \Phi_i(u, v; \zeta), \quad (2.6)$$

where $\Phi_i(u, v; \zeta)$ is the phase characteristic function of the $i$th component.

**Proof:** See Section 2.5.2 for detail. $\blacksquare$

### 2.3 Distribution of differential phase

We are now ready to explore the relation between the distribution probability of differential phase and the phase characteristic function. This can be drawn in the following proposition.

**Proposition 2.3:**

Let $r_i = A_i e^{j\theta_i}; i = 1, 2$ be two complex random variables, $\psi$ is their differential
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phase defined as

\[ \psi = (\theta_2 - \theta_1) \text{mod} 2\pi. \]  

(2.7)

Then the probability of \( P \{\psi_1 \leq \psi \leq \psi_2\} \) given \(-\pi \leq \psi_1 \leq \pi\) can be expressed in terms of its phase characteristic function \( \Phi(u, v; \zeta) \) as

\[ P \{\psi_1 \leq \psi \leq \psi_2\} = G(\psi_2) - G(\psi_1) \]  

(2.8)

where the auxiliary function \( G(\psi_i) \) has the form

\[ G(\psi_i) = \frac{\psi_i}{2\pi} + \frac{1}{2\pi} \int_0^\infty \frac{\partial \Phi(-u, v; \zeta)}{\partial \zeta} \bigg|_{\zeta = -\psi_i} \frac{1}{u} \, du \, dv; \ i = 1, 2. \]  

(2.9)

Proof:

First we construct a random variable \( \chi \) as a function of \( \psi \) as follows:

\[ \chi(\psi) = \frac{1}{2\pi} \left[ (\psi_2 - \psi_1) + \mathfrak{I}(\psi - \psi_2 + \pi) - \mathfrak{I}(\psi - \psi_1 + \pi) \right], \]  

(2.10)

where \( \mathfrak{I}(\theta) \) is a periodic sawtooth function of period \( 2\pi \) defined as

\[ \mathfrak{I}(\theta) = \theta; \quad -\pi \leq \theta \leq \pi. \]  

(2.11)

Clearly, the random variable \( \chi \) is equal to 1 in \( \psi_1 \leq \psi \leq \psi_2 \) and to zero elsewhere in \(-\pi \leq \psi \leq \pi\). Thus, we have

---

1. In general, the modulo \( 2\pi \) appearing in (2.7) should be understood to mean "over some \( 2\pi \) interval" with the assumption that the interval \([\psi_1, \psi_2]\) is contained entirely within the same \( 2\pi \) interval as \( \psi \) is. Without loss of generality, we here assume the modulo \( 2\pi \) means "over the interval of \([-\pi, \pi]\)" for convenience of the presentation.
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\[ P \{ \psi_1 \leq \psi \leq \psi_2 \} = E[\chi(\psi)] \]

\[ = \frac{\psi_2 - \psi_1}{2\pi} + \frac{1}{2\pi} E[\Im(\psi - \psi_2 + \pi) - \Im(\psi - \psi_1 + \pi)] . \tag{2.12} \]

Note the basic relation (see Section 2.5.3 for detail)

\[ \Im(\theta) = \int_{0}^{\infty} \int_{0}^{\infty} \frac{\partial}{\partial \psi} J_0 \left( \frac{\sqrt{x^2 + y^2 + 2xy \cos \theta}}{xy} \right) dudv . \tag{2.13} \]

Replacing \( \theta \) in (2.13) by \( \psi - \psi_i + \pi \) and changing the variables of integration to \( u \) and \( v \) where \( x = uR_1, y = vR_2 \) and \( R_1, R_2 > 0 \), we have

\[ \Im(\psi - \psi_i + \pi) = \int_{0}^{\infty} \int_{0}^{\infty} \frac{\partial}{\partial (\psi_i)} J_0 \left( \sqrt{u^2 R_1^2 + v^2 R_2^2 - 2uvR_1R_2 \cos (\psi - \psi_i)} \right) dudv . \tag{2.14} \]

Taking the expected value of both sides of (2.14), we have

\[ E[\Im(\psi - \psi_i + \pi)] \]

\[ = E \left[ \int_{0}^{\infty} \int_{0}^{\infty} \frac{\partial}{\partial (\psi_i)} J_0 \left( \sqrt{u^2 R_1^2 + v^2 R_2^2 - 2uvR_1R_2 \cos (\psi - \psi_i)} \right) dudv \right] \]

\[ = \int_{0}^{\infty} \int_{0}^{\infty} \frac{\partial}{\partial \psi_i} \left( E \left[ J_0 \left( \sqrt{u^2 R_1^2 + v^2 R_2^2 - 2uvR_1R_2 \cos (\theta_2 - \theta_1 - \psi_i)} \right) \right] \right) dudv \]

\[ = \int_{0}^{\infty} \int_{0}^{\infty} \frac{\partial \Phi(-u, v; \zeta)}{\partial \zeta} \bigg|_{\zeta = -\psi_i} dudv . \tag{2.15} \]

Substitution of (2.15) into (2.12) leads to the desired results. \( \blacksquare \)

2.4 Summary

In this chapter, we presented a preliminary theory for determination of the probability distribution of the differential phase between two complex random variable. The phase...
characteristic function was defined. In addition, it was also proved that the phase characteristic function of the received signal corrupted by additive interference can be factorized into the product of separate phase characteristic functions of signal and interference parts. An explicit relation was then established between the distribution of the differential phase and phase characteristic function. The role that the theory plays in the subsequent analysis of interference in communication systems will become clear later.

2.5 Detailed Derivation

2.5.1 Proof of Proposition 2.1

Consider the complex random variable \( Z = u \cdot n(t) + v \cdot n(t + \tau) e^{i\zeta} \) where \( n(t) \) is a Gaussian process as defined in (2.3). Clearly, \( Z \) is a complex Gaussian random variable with the following statistical properties,

\[
E(Z) = 0
\]

\[
\text{var}(\text{Re}(Z)) = \text{var}(\text{Im}(Z))
\]

\[
= R(0)\left(u^2 + v^2\right) + 2uv (R(\tau) \cos \zeta - R_{xy}(\tau) \sin \zeta)
\]  \hspace{1cm} (2.16)

and

\[
E\{\text{Re}(Z) \cdot \text{Im}(Z)\} = 0.
\]  \hspace{1cm} (2.17)

For the sake of clarity, we denote variable \( \sigma_c^2 \) as

\[
\sigma_c^2 = R(0)\left(u^2 + v^2\right) + 2uv (R(\tau) \cos \zeta - R_{xy}(\tau) \sin \zeta).
\]  \hspace{1cm} (2.18)

Therefore, \( |Z| \) is a random variable with Rayleigh distribution given by

\[
f(x) = \frac{x}{\sigma_c^2} \exp\left(-\frac{x^2}{2\sigma_c^2}\right), x \geq 0.
\]  \hspace{1cm} (2.19)
where $J_0(x)$ is the Bessel function of the first kind of order zero, we can easily get

$$
\Phi(u, v; \zeta) = \mathbb{E}\{ J_0(|Z|) \}
= \exp \left(\frac{R(0)\left(u^2 + v^2\right) + 2uv(R(\tau) \cos \zeta - R_{xy}(\tau) \sin \zeta)}{2} \right).
$$

### 2.5.2 Proof of Proposition 2.2

Here, we prove it by induction on $n$.

i). For $n=1$:

The received signal can be expressed as

$$
r(t) = s_0(t) + s_1(t) e^{j\theta_1}.
$$

Denote

$$
A_s e^{j\alpha} = u \cdot s_0(t) + v \cdot s_0(t + \tau) e^{j\zeta}
$$

and

$$
A_f e^{j\beta + j\theta_1} = u \cdot s_1(t) e^{j\theta_1} + v \cdot s_2(t + \tau) e^{j\theta_1 + j\zeta}
$$

where the variables $A_s$, $A_f$, $\alpha$ and $\beta$ are defined as

$$
A_s = \left| u \cdot s_0(t) + v \cdot s_0(t + \tau) e^{j\zeta} \right|, \quad \alpha = \text{arg}\left( u \cdot s_0(t) + v \cdot s_0(t + \tau) e^{j\zeta} \right)
$$

and

$$
A_f = \left| u \cdot s_1(t) + v \cdot s_2(t + \tau) e^{j\zeta} \right|, \quad \beta = \text{arg}\left( u \cdot s_1(t) + v \cdot s_2(t + \tau) e^{j\zeta} \right).
$$

Then we have
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\[ |u \cdot r(t) + v \cdot r(t + \tau) e^{j\xi}| = \sqrt{A_s^2 + A_f^2 + 2A_sA_f \cos (\theta + \beta - \alpha)} . \]  

(2.27)

Invoking Neumann’s formula

\[ J_0\left(\sqrt{x^2 - 2xy \cos \theta}\right) = J_0(x)J_0(y) + 2 \sum_{r = 1}^{\infty} J_r(x)J_r(y) \cos (r\theta) . \]  

(2.28)

where \( J_r(x) \) is the Bessel function of the first kind of order \( r \), we can readily obtain

\[ \Phi(u, v; \xi) = E\left\{ J_0\left(\frac{|u \cdot r(t) + v \cdot r(t + \tau) e^{j\xi}|}{|u \cdot s_0(t) + v \cdot s_0(t + \tau) e^{j\xi}|}\right) \right\} \]

\[ = E\left( \int_0^{2\pi} \frac{1}{2\pi} J_0\left(\sqrt{A_s^2 + A_f^2 + 2A_sA_f \cos (\theta + \beta - \alpha)} \right) d\theta \right) \]

\[ = E\left( J_0\left(\frac{|u \cdot s_0(t) + v \cdot s_0(t + \tau) e^{j\xi}|}{|u \cdot s_0(t) + v \cdot s_0(t + \tau) e^{j\xi}|}\right) \right) = \Phi_0(u, v; \xi) \Phi_1(u, v; \xi) . \]  

(2.29)

ii). As the induction hypothesis, suppose that the proposition holds for \( n=k \).

Now we show it holds for \( n=k+1 \).

Define

\[ s'_0(t) = s_0(t) + \sum_{i=1}^{k} s_i(t) e^{j\theta_i} . \]  

(2.30)

Thus, we have

\[ r(t) = s'_0(t) + \sum_{i=1}^{k+1} s_i(t) e^{j\theta_i} = s'_0(t) + s_{k+1}(t) e^{j\theta_{k+1}} . \]  

(2.31)

As shown in i), (2.31) results in

\[ \Phi(u, v; \xi) = \Phi'(u, v; \xi) \Phi_{k+1}(u, v; \xi) \]  

(2.32)

where \( \Phi'(u, v; \xi) \) is the phase characteristic function which by induction assumption can be expressed as
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\[ \Phi'(u, v; \zeta) = \prod_{i=0}^{k} \Phi_i(u, v; \zeta) \quad (2.33) \]

Substituting (2.33) into (2.32) leads to the desired result.

2.5.3 Derivation of (2.13)

Invoking Neumann's formula, i.e., equation (2.28), it follows that

\[ \int_0^\infty \int_0^\infty \frac{\partial}{\partial \theta} J_0 \left( \sqrt{x^2 + y^2 - 2xy \cos \theta} \right) \frac{dx dy}{xy} \]

\[ = \int_0^\infty \int_0^\infty \frac{\partial}{\partial \theta} \left( J_0(x) J_0(y) + 2 \sum_{r=1}^{\infty} (-1)^r J_r(x) J_r(y) \cos(r \theta) \right) \frac{dx dy}{xy} \]

\[ = 2 \sum_{r=1}^{\infty} (-1)^{r-1} \left( \int_0^{\infty} \frac{J_r(x)}{x} dx \right)^2 r \sin(r \theta) \quad (2.34) \]

where \( J_r(x) \) is the Bessel function of the first kind of order \( r \).

Note Weber's infinite integral,

\[ \int_0^\infty J_\nu(t) t^{-((\nu+1)/2)} \, dt = \frac{\Gamma \left( \frac{1}{2} \mu \right)}{2^{\nu-\mu+1} \Gamma \left( \nu - \frac{1}{2} \mu + 1 \right)} \quad (2.35) \]

Use of (2.35) into (2.34) leads to

\[ \int_0^\infty \int_0^\infty \frac{\partial}{\partial \eta} J_0 \left( \sqrt{x^2 + y^2 - 2xy \cos \eta} \right) \frac{dx dy}{xy} = 2 \sum_{r=1}^{\infty} \frac{(-1)^{r-1}}{r} \sin(r \theta) \quad (2.36) \]

Since the right hand of (2.36) is the Fourier expansion of the function \( \Im(\theta) \) defined in (2.11), the desired result then follows.
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Analysis of Slow Frequency Hopped Differential PSK under Tone Interference

3.1 Introduction

Differential phase shift keying (DPSK) is widely used in communications where simplicity and robustness are desired. One such a system is slow frequency hopped DPSK (SFH/DPSK) which can sustain a much higher data rate than a fast frequency hopped system while having the same hop rate. SFH/DPSK has been used for spread spectrum satellite communications[9][17] and is a strong candidate for wireless LAN (local area network) in ISM (industrial, scientific and medical) bands[5]-[7].

In the detection of SFH/DPSK, differentially coherent detection is often employed. This is because it is impossible to maintain the phase coherence between different hops[11][15][42]. Differentially coherent detection can take advantage of phase coherence within a hop and thus outperforms noncoherent detection. SFH/DPSK may often be subject and susceptible to tone interference or jamming as well as AWGN (additive white Gaussian noise). In this chapter, we present a study of the probability distribution of a received differential phase perturbed by tone jamming and Gaussian noise. The intent is to study the effects of jamming against SFH/DPSK and to provide an effective tool for the analysis of such a system. It is noted that tone jamming has been recognized as an excellent model for narrow-band interference widely found in wireless communications.
Therefore, a combination of a tone jamming and AWGN forms a theoretically interesting and practically useful interference model as it includes both narrow-band and wide-band interference.

In much previous work, the performance of SFH/DPSK has been considered. Simon[11] has analyzed the performance of SFH/DPSK under multiple continuous tone jamming for a specific set of signal phases and equally spaced decision regions. The analytical results were obtained by ignoring the system thermal noise so that the derivation relied largely on geometric relation. Gong analyzed the performance of a specific binary SFH/DPSK scheme in both tone and noise interference[14]. In [15], Wang, et al, presented a method to derive the general probability distribution for arbitrary DPSK signals in both tone interference and AWGN which may model the background noise or system thermal noise. In this chapter, we present an alternative and yet simple expression of the general probability distribution of a received differential phase corrupted by continuous tone jamming and Gaussian noise. The probability distribution of the received differential phase corrupted by either continuous tone jamming or Gaussian noise is a special form of it. Thus, our result is a generalization of the previous well known results given by Simon[11], and Pawula, Rice and Roberts[33].

Moreover, in all previous work, it has been assumed that jammer only injects one tone into each jammed band at the frequency of the signal carrier. This assumption appears too ideal. As mentioned in Chapter 1, in reality, an intelligent jammer can inject one or multiple tones anywhere (i.e., with frequency jitter) in each jammed band, which brings out a natural question: what is the most effective jamming strategy? Notice that, although the single tone strategy has been proven to be more effective against FH/MFSK than multiple tones, whether this can be extended to SFH/DPSK remains as an open question. We can raise a similar question when taking into account frequency jitter even with the use of single jamming tone. Therefore, two well known jamming strategies, i.e., frequency jitter strategy and multitone jamming strategy, are investigated in this chapter.

The remainder of the chapter is organized as follows. In Section 3.2, the probability
distribution of a differential phase perturbed by tone interference and Gaussian noise is derived. To investigate the jamming strategies, we also derive the probability distribution of a received differential phase corrupted by multitone interference. The obtained results are then applied in Section 3.3 to the evaluation of a SFH/DPSK system. Finally, the conclusions are drawn in Section 3.4.

3.2 Probability distribution of DPSK Perturbed by Tone Interference

3.2.1 With One Continuous Wave (CW) Tone Interference and Gaussian Noise

Generally, the complex baseband equivalent of the received DPSK signal corrupted by one CW tone jamming and Gaussian noise has the form

\[ r(t) = Ae^{j\phi(t)} + Ae^{j\theta}e^{j\Delta \omega t} + n(t), \]  

where the first term is the DPSK signal with an uncontaminated signal phase \( \phi(t) \), the second term is the jamming tone with a carrier frequency offset of \( \Delta \omega \), and the third term \( n(t) \) represents AWGN noise. In detecting \( M \)-ary DPSK, it is decided that symbol \( m \) was sent if the phase difference between \( r(t) \) and \( r(t+\tau) \) lies between certain decision interval \( \left( \psi_1^{(m)}, \psi_2^{(m)} \right) \): \( m=1, 2, \ldots, M \), where \( T \) is the symbol period and \( T \leq \tau < 2T \). Therefore, the symbol error probability can be calculated as follows.

\[ P_s = \sum_{m=1}^{M} p_m \left( 1 - \mathbb{P} \{ \psi_1^{(m)} \leq \Psi \leq \psi_2^{(m)} \mid \phi(t+\tau) - \phi(t) = \theta_m \} \right), \]  

where \( p_m \) is the probability that a differential phase \( \theta_m \) was sent and

\[ \mathbb{P} \{ \psi_1^{(m)} \leq \Psi \leq \psi_2^{(m)} \mid \phi(t+\tau) - \phi(t) = \theta_m \} = \]  

1. Usually, it is assumed that \( \tau=T \).
\[ \psi = \arg (r(t + \tau) r^*(t)) \mod 2\pi. \] (3.3)

As illustrated in Chapter 2, the conditional probabilities in (3.2) can be given by

\[ P \{ \psi_1^{(m)} \leq \psi \leq \psi_2^{(m)} \mid \phi(t + \tau) - \phi(t) = \theta_m \} = G(\psi_2^{(m)}) - G(\psi_1^{(m)}), \] (3.4)

where \( G(\psi) \) has the form

\[ G(\psi) = \frac{\psi}{2\pi} + \frac{1}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{\partial \Phi(-u, v; \zeta)}{\partial \zeta} \bigg|_{\zeta = -\psi uv} \frac{1}{uv} dudv \] (3.5)

where \( \Phi(u, v; \zeta) \) is the phase characteristic function of the received signal. Thus, to calculate the probabilities in (3.2), we need the expression for \( G(\psi) \). We first consider the phase characteristic function of \( r(t) \) and \( r(t + \tau) \). By Proposition 2.2, the phase characteristic function can be written as the product form,

\[ \Phi(u, v; \zeta) = \Phi_S(u, v; \zeta) \Phi_J(u, v; \zeta) \Phi_N(u, v; \zeta) , \] (3.6)

where the subscripts \( "S", "J" \) and \( "N" \) refer to signal, jamming tone and Gaussian noise components, respectively. By definition and Proposition 2.1, these signal, jamming tone and noise components have the forms

\[ \Phi_S(u, v; \zeta) = J_0\left( A\sqrt{u^2 + v^2 + 2uv \cos(\Delta \phi + \zeta)} \right) , \] (3.7)

where \( \Delta \phi = \phi(t + \tau) - \phi(t) ; \)

\[ \Phi_N(u, v; \zeta) = \exp\left( -\frac{1}{2} \sigma_0^2 \left( u^2 + v^2 \right) / 2 \right) \] (3.8)

and

\[ \Phi_J(u, v; \zeta) = J_0\left[ A_J\sqrt{u^2 + v^2 + 2uv \cos(\zeta + \Delta \omega \tau)} \right] . \] (3.9)

Then we have
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\[
\Phi(-u, \nu; \zeta) = J_0\left(A\sqrt{u^2 + \nu^2 - 2u\nu \cos(\Delta\Phi + \zeta)}\right)J_0\left(A\sqrt{u^2 + \nu^2 - 2u\nu \cos(\Delta\omega_\tau + \zeta)}\right) e^{-\sigma_0^2(u^2 + \nu^2)/2}
\]

Making a transformation to polar coordinates by means of

\[
u = \frac{R}{\sigma_0^2} \cos \frac{\theta'}{2}, \quad \nu = \frac{R}{\sigma_0} \sin \frac{\theta'}{2}
\]

and then making the change \(\theta' = \frac{\pi}{2} - \theta\), we can express the auxiliary function \(G(\psi)\) as

\[
G(\psi) = \frac{\psi}{2\pi} - \int_0^\frac{\pi}{2} \frac{1}{2\pi \cos \theta} d\theta \int_0^\infty \frac{1}{R} dR \frac{\partial}{\partial \psi} \left( J_0\left( R\sqrt{\gamma_0} (1 - \cos \theta \cos(\Delta\Phi - \psi)) \right) \right)
\]

\[
J_0\left(R\sqrt{R} \gamma_j (1 - \cos \theta \cos(\Delta\omega_\tau - \psi)) \right) e^{-R^2/2}
\]

where \(\gamma_0\) and \(\gamma_j\) are the signal-to-noise ratios for the transmitted signal and interfering tone respectively, which are defined as

\[
\gamma_0 = \frac{A^2}{\sigma^2}, \quad \gamma_j = \frac{A_j^2}{A^2 / A_j^2} = \frac{\gamma_N}{A^2 / A_j^2}.
\]

It is convenient to define

\[
S(\theta) = 1 - \cos \theta \cos(\Delta\omega_\tau - \psi); \quad T(\theta) = 1 - \cos \theta \cos(\Delta\Phi - \psi).
\]

Then (3.12) becomes

\[
G(\psi) = \frac{\psi}{2\pi} - \int_0^\frac{\pi}{2} \int_0^\infty \left( \frac{\sqrt{\gamma_0} \sin(\Delta\Phi - \psi)}{\sqrt{T(\theta)}} \right) J_1\left( R\sqrt{\gamma_0} T(\theta) \right) J_0\left(R\sqrt{\gamma_j} S(\theta) \right) +
\]
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\[
\frac{\sqrt{\gamma_f} \sin (\Delta \omega T - \psi)}{\sqrt{S(\theta)}} J_0\left( R \sqrt{\gamma_0 T(\theta)} \right) J_1\left( R \sqrt{\gamma_f S(\theta)} \right) e^{-R^2/2} \, dR \, d\theta.
\] (3.15)

where \( J_1(x) \) is the Bessel function of the first kind of order one.

Invoking the following equation proven in Section 3.5,

\[
\int_0^\infty \exp\left(-p^2 x^2/2\right) J_0(bx) J_1(ax) \, dx = \frac{1}{a} \left[ 1 - Q\left(\frac{b}{p}, \frac{a}{p}\right) \right]
\]

\[= \frac{1}{a} q\left(\frac{b}{p}, \frac{a}{p}\right), \tag{3.16} \]

where \( Q(x,y) \) is Marcum's Q-function, and \( q(x,y) \) is complimentary Marcum's Q-function, we can obtain

\[
G(\psi) = \frac{\psi}{2\pi} - \frac{1}{4\pi} \int_{-\pi}^{\pi} \frac{\sin (\Delta \Phi - \psi)}{T(\theta)} q\left(\sqrt{\gamma_f S(\theta)}, \sqrt{\gamma_0 T(\theta)}\right) +
\]

\[\frac{\sin (\Delta \omega T - \psi)}{S(\theta)} q\left(\sqrt{\gamma_0 T(\theta)}, \sqrt{\gamma_f S(\theta)}\right) d\theta. \tag{3.17} \]

3.2.2 Special forms of \( G(\psi) \)

In this section, two important special cases are considered. Although some of these results have been given in previous papers, we herein include them as special cases to demonstrate the generality of our results. To some extent, the previously known results offer a verification of our new results.

Case I: the signal is perturbed by Gaussian noise only.

Let \( \gamma_f = 0 \) in (3.17), it follows that

\[
G(\psi) = F(\psi) + g(\psi), \tag{3.18} \]

where \( F(\psi) \) and \( g(\psi) \) can be calculated as
\[ F(\psi) = \sin(\Delta \Phi - \psi) \frac{\pi}{4\pi} \int_{-\pi}^{\pi} \exp\left(-\frac{1}{2} \frac{1 - \cos(\Delta \Phi - \psi) \cos \theta}{1 - \cos(\Delta \Phi - \psi) \cos \theta} \right) d\theta \]  

(3.19)

and

\[ g(\psi) = \frac{\psi}{2\pi} - \sin(\Delta \Phi - \psi) \frac{\pi}{4\pi} \int_{-\pi}^{\pi} \frac{1}{1 - \cos \theta \cos(\Delta \Phi - \psi)} d\theta \]

\[
= \begin{cases} 
\Delta \Phi + \frac{\pi}{2}\pi & \text{if } \Delta \Phi < \psi \leq \Delta \Phi + 2\pi \\
\Delta \Phi - \frac{\pi}{2}\pi & \text{if } \Delta \Phi - 2\pi \leq \psi < \Delta \Phi
\end{cases}
\]

(3.20)

Hence, for \( \psi_1 < \psi_2 \), we have

\[
P \{ \psi_1 \leq \psi \leq \psi_2 \} = \begin{cases} 
F(\psi_2) - F(\psi_1) + 1; & \psi_1 < \Delta \Phi < \psi_2 \\
F(\psi_2) - F(\psi_1); & \text{else}
\end{cases}
\]

(3.21)

which is a result given by Pawula, Rice and Roberts in [33].

Case II: the Gaussian noise is ignored—tone jamming only.

This is the case often considered in much previous work[11]. While the ignorance of AWGN may or may not be reasonable in practice, we here include this case as a special case of our results.

Let \( \sigma_0 = 0 \) in (3.10), similarly we can have

\[
G(\psi) = \frac{\psi}{2\pi} - \frac{1}{4\pi} \int_{-\pi}^{\pi} \left( \frac{\sin(\Delta \Phi - \psi)}{\sqrt{T}} J_1(R\sqrt{T}) J_0(R\sqrt{p_JS}) + \sqrt{p_J} \sin(\Delta \omega \tau - \psi) \frac{\sqrt{p_J}}{\sqrt{S}} J_0(R\sqrt{S}) J_1(R\sqrt{p_JS}) \right) dR d\theta,
\]

(3.22)

where \( \rho_J \) is defined as
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Note the following equation

$$\int_0^\infty J_1(ap)J_0(rp)\,dp = \begin{cases} \frac{1}{a}, & 0 < r < a; \\ \frac{1}{2a}, & r = a; \\ 0, & r > a \end{cases} \quad (3.24)$$

Then, (3.22) can be expressed as

$$G(\psi) = \frac{\Psi_i}{2\pi} - \frac{1}{4\pi} \int_0^\pi \left( \frac{\sin(\Delta\phi - \psi) l(-\mu(\theta))}{1 - \cos\theta \cos(\Delta\phi - \psi)} + \frac{\sin(\Delta\omega - \psi) l(\mu(\theta))}{1 - \cos\theta \cos(\Delta\omega - \psi)} \right) d\theta, \quad (3.25)$$

where

$$\mu(\theta) = \rho_f (1 - \cos\theta \cos(\Delta\omega - \psi)) - (1 - \cos\theta \cos(\Delta\phi - \psi)) \quad (3.26)$$

and l(x) is the unite-step function.

In [11], Simon derived the probability of the following error event

$$Q_{2\pi n/M} = Pr \left\{ \left| \text{arg} \left( \frac{r_2 - r_1}{M} \right) - \frac{2\pi n}{M} \right| > \frac{\pi}{M} \right\}. \quad (3.27)$$

His derivation relied largely on geometric relations and is therefore applicable to a specific set of signal phases with equally spaced decision regions. As shown in Section 3.5, from (3.25)-(3.26), we can get the same result as Simon’s. Thus, (3.25) is a generalization of Simon’s result.

3.2.3 With Multiple Continuous Wave (CW) Tone Interference

As mentioned early in this chapter, an intelligent jammer might insert multiple tone interference into every jammed band as its jamming strategy. For simplicity, we neglect the background noise and only consider the signal corrupted by two jamming tones, although
this analysis can be extended to the more general case with the background noise and more than two jamming tones. Assume the received signal is given as follows,

\[ r(t) = Ae^{j\phi(t)} + \theta_0 + A_f^{(1)}e^{j\theta_1 + j\Delta\omega_1 t} + A_f^{(2)}e^{j\theta_2 + j\Delta\omega_2 t}, \]

(3.28)

where the second and the third term are two independent jamming tones with carrier frequency offsets of \( \Delta\omega_1 \) and \( \Delta\omega_2 \) respectively.

Similarly, by the factorization characterization, the phase characteristic function can be written as follows,

\[ \Phi(u, v; \zeta) = \]

\[ J_0\left( A\sqrt{u^2 + v^2 + 2uv\cos(\Delta\Phi + \zeta)} \right) \prod_{i=1}^{2} J_0\left( A_f^{(i)}\sqrt{u^2 + v^2 + 2uv\cos(\Delta\omega_i \tau + \zeta)} \right). \]

(3.29)

Similar to the derivation of (3.15), the auxiliary function \( G(\psi) \) can be expressed as

\[ G(\psi) = \frac{\psi}{2\pi} - \frac{1}{4\pi} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \left( \frac{\sin(\Delta\Phi - \psi)}{\sqrt{T(\theta)}} \right) J_1(R\sqrt{T(\theta)}) \prod_{i=1}^{2} J_0\left( R\sqrt{\rho_j^{(i)}S_i(\theta)} \right) dRd\theta + \]

\[ \sum_{i=1}^{2} \rho_j^{(i)} \left( \frac{\sin(\Delta\omega_i \tau - \psi)}{\sqrt{S_i(\theta)}} \right) J_1\left( R\sqrt{\rho_j^{(i)}S_i(\theta)} \right) J_0\left( R\sqrt{\rho_j^{(k)}S_k(\theta)} \right) dRd\theta, \]

(3.30)

where \( \rho_j^{(i)} \) and \( S_i(\theta) ; i=1, 2, \) are defined as

\[ \rho_j^{(i)} = \frac{A_f^{(i)}^2}{A^2}; i=1,2, \]

(3.31)

\[ S_i(\theta) = 1 - \cos\theta \cos(\Delta\omega_i \tau - \psi); i=1,2. \]

(3.32)
Noting the following equation[25],

$$\int_{0}^{\infty} J_1(at)J_0(bt)J_0(ct)\,dt = \begin{cases} 
0; & a^2 < (b \pm c)^2 \\
\frac{1}{a} & a^2 > (b \pm c)^2 \\
\frac{1}{\pi a} \arccos \frac{b^2 + c^2 - a^2}{2bc}; & \text{otherwise}
\end{cases} \quad (3.33)$$

and the fact that when \(a, b\) and \(c\) are positive,

\[
|b - c| < a < b + c \Leftrightarrow |a - c| < b < a + c \Leftrightarrow |b - a| < c < b + a;
\]

\[a > |b \pm c| \Leftrightarrow c < |a \pm b| \quad \text{and} \quad b < |c \pm a|,
\]

it follows that

1. when \(\left|\sqrt{\rho_J^{(1)} S_1(\theta)} - \sqrt{\rho_J^{(2)} S_2(\theta)}\right| \leq \sqrt{\kappa(\theta)} \leq \sqrt{\rho_J^{(1)} S_1(\theta)} + \sqrt{\rho_J^{(2)} S_2(\theta)}\),

\[
G(\psi) = \frac{\psi}{2\pi} - \frac{1}{4\pi} \int_{-\pi}^{\pi} \left( \frac{\sin(\Delta \Phi - \psi)}{\kappa(\theta)} \cdot \frac{\eta_0}{\pi} + \sum_{i=1}^{2} \frac{\sin(\Delta \omega_i \tau - \psi)}{\kappa(\theta)} \cdot \frac{\eta_i}{\pi} \right) d\theta; \quad (3.34)
\]

2. otherwise,

\[
G(\psi) = \frac{\psi}{2\pi} - \frac{1}{4\pi} \int_{-\pi}^{\pi} \left( \frac{\sin(\Delta \Phi - \psi)}{\kappa(\theta)} \cdot \frac{\eta_0}{\pi} + \sum_{i=1}^{2} \sqrt{\rho_J^{(i)} S_i(\theta)} \right) + \sum_{i=1}^{2} \sqrt{\rho_J^{(i)} S_i(\theta)} \cdot \frac{\sin(\Delta \omega_i \tau - \psi)}{\kappa(\theta)} \cdot \frac{\eta_i}{\pi} \right) d\theta, \quad (3.35)
\]

where \(\eta_i; i=0, 1, 2\), are defined as

\[
\eta_0 = \arccos \frac{\sum_{i=1}^{2} \rho_J^{(i)} S_i(\theta) - \kappa(\theta)}{2\sqrt{\rho_J^{(1)} \rho_J^{(2)} S_1(\theta) S_2(\theta)}} \quad (3.36)
\]
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and

\[ \eta_i = \arccos \frac{\rho_j^{(k)} S_k(\theta) + T(\theta) - \rho_j^{(i)} S_i(\theta)}{2 \sqrt{\rho_j^{(k)} S_k(\theta) T(\theta)}} ; \quad i, k = 1, 2; \quad i \neq k. \]  

(3.37)

3.3 Performance of SFH/MDPSK under Multi-tone Interference

3.3.1 The Worst Case Performance

In this section, we apply the result derived in the Section 3.2 to evaluating the performance of uncoded SFH/DPSK under partial-band multitone jamming. To gain critical insight to the effect of tone jamming on SFH/DPSK, the error performance under worst case tone jamming should be considered. We assume the system model is the same as that in [8][15]. Suppose the transmitted \( M \)-ary DPSK signal has \( M \) possible differential phase \( \theta_i \) for \( i = 1, \ldots, M \), with equal probability of transmission. The signal is hopped over \( N \) frequencies and is jammed with probability \( \rho \). When the signal is jammed, it has the probability distribution as calculated in Section 3.2. If the signal is not jammed, it is subject to the background noise modeled by AWGN with a two-side spectral density of \( N_0/2 \). Thus, for a correlation receiver, \( \sigma^2 = N_0/T_s \), where \( T_s \) is the DPSK symbol period. We assume that all jamming tones have equal power \( A_j^2/2 \) and there are \( m \) independent tones in each jammed band. With a total jamming power \( J \) available, the number of jammed frequency slots is

\[ Q = \frac{J}{m(A_j^2/2)} = \frac{J}{m(A^2/2)}. \]  

(3.38)
where $A^2/2$ is the signal power and $\beta = A^2/A_j^2$.

Then we have

$$\rho = \frac{Q}{N} = \frac{J\beta}{A^2/2} \cdot \frac{1}{mN} = \frac{\beta}{mT_s A^2/2 \cdot \frac{N}{J_T}} = \frac{\beta}{m \log ME_b/N_J} \tag{3.39}$$

where $N$ is the total number of hop frequency slots, $E_b$ is the signal energy per bit and $N_J$ is the equivalent broadband jamming power spectral density defined by

$$N_J = T_s \cdot \frac{J}{N} \tag{3.40}$$

so that, if the total jamming power $J$ is uniformly distributed over all $N$ frequencies, then at any frequency $N_J/T_s = J/N$ is the jamming power which is parallel to AWGN power $\sigma^2 = N_0/T_s$. Note that the above derivation of $\rho$ is more general than those in [15][17][47] because it needs not assume the hopping channel bandwidth or spacing.

The average symbol error probability over the entire frequency band is

$$P_s = (1 - \rho) \times P_{AWGN}(E_b/N_0) + \rho \times P_J(E_b/N_0, \rho E_b/N_J) \tag{3.41}$$

where $P_{AWGN}$ is the symbol error probability when a hop is free of jamming $^2$ and $P_J$ is the symbol error probability when a hop is jammed. For simplicity, we follow [11][15] to assume that $\rho$ is continuous. Then the best strategy for jammer (worst case for communicator) is choosing $\rho_{max}$ to maximize (3.41).

To compare system performance for different $M$, we must convert $P_s$ into an equivalent bit error rate (BER) $P_b$. In this dissertation, we use the following conversion,

\[2. \text{when background Gaussian noise is ignored, the item is simply zero.}\]
This conversion is exact for \( M = 2 \) but is approximate for larger \( M \) unless the signal sets are orthogonal. The conversion yields a convenient, usually very accurate, upper bound to the bit error probability[13]. A more precise evaluation requires knowledge of the mapping of bits to symbols. For simplicity, precise evaluation is not done in this chapter.

### 3.3.2 Computational Results

In this section selected numerical results are presented for DPSK and 4-ary DPSK based on the above analysis. Figure 3.1 plots the worst case BER performance of binary DPSK with the signaling scheme \( \theta_1 = 0 \) and \( \theta_2 = \pi \) (called BDPSK) as a function of \( E_b/N_0 \) under different \( E_b/N_o \). The performance of another signaling scheme with \( \theta_1 = \pi/2 \) and \( \theta_2 = 3\pi/2 \) for binary DPSK is shown in Figure 3.2. Comparing Figure 3.1 with Figure 3.2 shows that using signalling scheme with \( \theta_1 = 0 \) and \( \theta_2 = \pi \) results in a degradation in performance of approximately 2.4 dB at a BER of \( 10^{-3} \) and \( E_b/N_o = 30dB \). Hence, for a system employing binary DPSK, appropriate selection of signalling scheme is crucial to maximize the system performance. For a system employing 4-ary DPSK, two signaling schemes are considered in Figure 3.3. One has \( \theta_1 = 0, \theta_2 = \pi/2, \theta_3 = \pi, \theta_2 = 3\pi/2 \) (called QDPSK) and another has \( \theta_1 = \pi/4, \theta_2 = 3\pi/4, \theta_3 = 5\pi/4, \theta_4 = 7\pi/4 \). In contrast to the binary DPSK case, it is evident from Figure 3.3 that variations in signalling schemes for 4-ary DPSK have little impact on the system performance. In all these cases, we have assumed equal and symmetric decision regions. Thus we can conclude that the signaling schemes may affect the performance of SFH/DPSK under tone jamming and the choice of the best signaling scheme is dependent upon \( M \).

Moreover, comparing Figure 3.1 with Figure 3.3, we can find that when \( E_b/N_o \) is
small, the performance of BDPSK is better than QDPSK, but worse when $E_b/N_0$ is large. This is interesting because, in AGWN the performance of BDPSK is superior to QDPSK, which is in contrast to what is shown here, namely, when tone jamming is predominant, QDPSK is superior to BDPSK.

As mentioned early in this chapter, an intelligent jammer can inject one or several tones anywhere in each jammed band. We now investigate these strategies in details. First, the multitone effects are studied. For simplicity and clarity, we only consider the band multitone interference with at most two CW tones in each jammed band. Figure 3.4 demonstrates the worst case BER of SFH/MDPSK under band multitone interference. It is clear that single tone jamming\(^3\) is always more effective against SFH/DPSK system employing BDPSK. However, the conclusion for QDPSK is quite different and multitone jamming is more effective at large $E_b/N_f$. Figure 3.5 presents BER performance as a function of jamming probability for BDPSK under band multitone interference, which examines the band multitone jamming from a different angle. It can be seen that single tone jamming curve cuts off much earlier than multitone. This suggest that at some large jamming probabilities, band multitone is more harmful.

After the above comparisons, we now consider the frequency jitter jamming strategy. First, we focus on the case with single tone in each jammed band. The variation of the performances due to the frequency offset between the signal carrier and tone interference is shown in Figure 3.6 and Figure 3.7 for binary DPSK and 4-ary DPSK with different signalling schemes, respectively. Since the average bit error rate is periodic with respect to the normalized frequency offset $\Delta \omega T_s$ with a period $2\pi/M$ for MDPSK (see Section 3.5.3 for detail), the results in those figures are given for one period. It is interesting to see from these two figures that for a given signalling scheme, the BER performance can be degraded drastically due to the frequency offset at some jamming probability $\rho$, while improved at other $\rho$. In addition, these figures suggest that some signalling schemes are

---

3. Here, the term of "single tone jamming" means that there is only one tone in each jammed band.
more robust than others with respect to the frequency offset. For example, the frequency offset does not degrade the performances of binary DPSK with $\theta_1 = \pi/2$ and 4-ary DPSK with $\theta_1 = \pi/4$, although slight degradation may occur at some $\rho$. Furthermore, they also suggest that the communicator can increase its number of hopping frequencies, i.e., decreasing the jammed probability $\rho$, to overcome the degradation caused by the frequency jitter. Comparing Figure 3.6 and Figure 3.7, we can observe that binary DPSK is more vulnerable to the frequency offset than 4-ary DPSK.

<table>
<thead>
<tr>
<th>Binary DPSK</th>
<th>4-ary DPSK</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta_1=0$</td>
<td>$\theta_1=\pi/2$</td>
</tr>
<tr>
<td>(-1/2, 0)</td>
<td>(0, 1/2)</td>
</tr>
<tr>
<td>(-1/4, 1/4)</td>
<td>(0, -1/2)</td>
</tr>
<tr>
<td>(1/4, -1/4)</td>
<td>(1/2, 0)</td>
</tr>
<tr>
<td>(0, 1/2)</td>
<td>(0, 1/2)</td>
</tr>
<tr>
<td>(-1/4, 1/4)</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.1. The effective jamming frequency pair ($E_b/N_0=10$ dB, $\rho=0.01$).

Finally, we consider the frequency jitter strategy for the band multitone jamming with two tones in each jammed band. Again, for simplicity, we ignore the background thermal noise and focus on the non-fading case. Figure 3.8 through Figure 3.11 illustrate the effects of frequency offsets between the signal carrier and tone interferences for binary and 4-ary DPSK with different signalling schemes. For clarity, the contours of BER performance are also given. From these figures, we can observe that it is always the least effective strategy for jammer to inject two tone in each jammed band at the same frequency. To maximize degradation, the best way is to put the tones at the frequencies which at least satisfy $|f_j^{(1)} - f_j^{(2)}| = \frac{1}{2T_z}$. For different signalling schemes, the most effective jamming frequency pairs are different. For example, Table 3.1 lists all effective jamming
frequency pairs at $E_b/N_f=10\text{dB}$ and $\rho=0.01^4$. 

![Graph showing Bit Error Rate versus $E_b/N_o$](image)

**Figure 3.1** Worst case BER versus $E_b/N_J$ for different $E_b/N_o$ for binary DPSK with $\theta_1=0$ and $\theta_2=\pi$. Decision regions are equal and symmetric.

---

4. In Table 3.1, frequency is expressed in term of normalized carrier frequency offset between jammer and signal.
Figure 3.2 Worst case BER versus $E_b/N_f$ for different $E_b/N_o$ for binary DPSK with $\theta_1=\pi/2$ and $\theta_2=3\pi/2$. Decision regions are equal and symmetric.
Figure 3.3 Worst case BER versus $E_b/N_j$ for different $E_b/N_o$ for 4-ary DPSK with different signalling schemes. Decision regions are equal and symmetric.
Figure 3.4 Worst case BER of SFH/MDPSK under band multitone jamming.
Figure 3.5 BER versus jamming probability for SFH/BDPSK under band multitone jamming.
Figure 3.6 BER versus frequency offset for binary DPSK with different signalling schemes.
Figure 3.7 BER versus frequency offset for 4-ary DPSK with different signalling schemes.
Figure 3.8 BER performance of BDPSK (with $\theta_1=0$ and $\theta_2=\pi$) against band multitone jamming. $E_b/N_0=10$dB and $\rho=0.01$. 
Figure 3.9 The effect of frequency jitters on BER performance of binary DPSK (with \( \theta_1=\pi/2 \) and \( \theta_2=3\pi/2 \)) against band multitone jamming. \( E_b/N_0=10 \text{dB} \) and \( \rho=0.01 \).
Figure 3.10 The effect of frequency jitters on BER performance of 4-ary DPSK (with \( \theta_1=0, \theta_2=\pi/2, \theta_3=\pi \) and \( \theta_4=3\pi/2 \)) against band multitone jamming. \( E_b/N_f=10\text{dB} \) and \( \rho=0.01 \).
Figure 3.11  The effect of frequency jitters on BER performance of 4-ary DPSK (with \( \theta_1=\pi/4, \theta_2=3\pi/4, \theta_3=5\pi/4 \) and \( \theta_4=7\pi/4 \)) against band multitone jamming. \( E_s/N_f=10 \text{dB} \) and \( \rho=0.01 \).
3.4 Summary

A method for evaluation of error performance of DPSK under tone jamming and Gaussian noise has been presented in this chapter. A general and yet simple expression is given for the probability distribution of perturbed differential phase. It takes the previous results of Simon[11] and Pawula, Rice and Roberts[33] as special cases. Then we have analyzed the performance of SFH/DPSK under both tone jamming and system thermal noise for M-ary DPSK. Furthermore, the jamming strategies using band multitone and frequency jitter have also been investigated. The numerical results indicate that, without fading, a significant improvement can be gained through a proper signalling design for the systems where binary DPSK is employed. Moreover, the signalling design is also important for a system against jamming tone with a deliberate frequency offset. The numerical results also demonstrate that single tone jamming is the most harmful against SFH employing BDPSK but not necessarily so against that employing non-binary DPSK.

3.5 Detailed Derivations

3.5.1 Derivation of (3.16)

Considering Weber's second exponential integral, we have

\[ \int_0^\infty e^{-p^2 t^2 / 2} J_0(at) J_0(bt) t dt = \frac{1}{p^2} \exp \left( \frac{a^2 + b^2}{2p^2} \right) I_0 \left( \frac{ab}{p^2} \right), \]  

(3.43)

where \( J_0(x) \) is the Bessel function of the first kind of order zero.

Then we have

\[ \int_0^\infty e^{-\lambda^2} J_0(atv) J_0(bt) a t dt = \frac{av}{p^2} \exp \left( -\frac{a^2 v^2 + b^2}{2p^2} \right) I_0 \left( \frac{abv}{p^2} \right). \]  

(3.44)

Integrating both sides of (3.44) with respect to \( v \) over \([0,1]\), and interchanging the order of integrations on the left-hand side, we have
where we have made use of the following basic relation

\[ \frac{J_1(x)}{x} = \int_0^1 \nu J_0(\nu x) \, d\nu. \]  

Through the transformation \( x = \frac{av}{p} \), (3.45) results in

\[ \int_0^\infty e^{-\frac{t^2}{2}} J_0(bt) J_1(at) \, dt = \frac{1}{a} \left[ 1 - \int_0^\infty x \exp \left( \frac{x^2 + (b/p)^2}{2} \right) I_0 \left( \frac{b}{p} x \right) \, dx \right] \]

\[ = \frac{1}{a} \left[ 1 - Q \left( \frac{b}{p}, \frac{a}{p} \right) \right], \]

which is (3.16).

### 3.5.2 Calculation of (3.27)

In the derivation below, we follow the assumption \( \Delta \omega \tau = 0 \) as made in [11] in order to derive comparable results. For convenience, we denote variables \( \Delta \Phi, \psi_1, \) and \( \psi_2 \) as

\[ \Delta \Phi = 2n\alpha; \quad \psi_2 = (2n + 1)\alpha; \quad \psi_1 = (2n - 1)\alpha, \text{ where } \alpha = \frac{\pi}{M}. \]

a). \( \rho_j < 1 \)

Now we calculate \( G(\psi_1) \).

Define

\[ \kappa_1 = \frac{1 - \rho_j}{\cos \alpha - \rho_j \cos (2n - 1)\alpha}. \]

If
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\[ \sqrt{\rho_j} < \sqrt{\frac{1 - \cos \alpha}{1 - \cos (2n - 1) \alpha}} = \frac{\sin n \alpha - \sin (n - 1) \alpha}{\sin (2n - 1) \alpha} = \beta_1, \quad (3.50) \]

then we have

\[ \kappa_1 \geq 1. \quad (3.51) \]

Hence

\[ \rho_j (1 - \cos \theta \cos (2n - 1) \alpha) < 1 - \cos \theta \cos \alpha; \quad \forall \theta \in \left[ 0, \frac{\pi}{2} \right]. \quad (3.52) \]

Then (3.25) becomes

\[ G(\psi_1) = \frac{\psi_1}{2\pi} \int_0^{\pi} \frac{\sin \alpha}{1 - \cos \theta \cos \alpha} d\theta \]

\[ = \frac{\psi_1}{2\pi} - \frac{1}{2\pi} 2 \arctg \frac{\sqrt{1 + \cos \alpha}}{1 - \cos \alpha} = \frac{n \alpha}{\pi} - \frac{1}{2}. \quad (3.53) \]

If \( \sqrt{\rho_j} > \beta_1 \), then we have \( \kappa_1 < 1 \).

Define

\[ \theta_0 = \arccos \kappa_1. \quad (3.54) \]

Calculating (3.25), we have

\[ G(\psi_1) = \frac{\psi_1}{2\pi} \left[ \frac{1}{2\pi} \int_0^{\theta_0} \frac{\sin \psi_1}{1 - \cos \theta \cos \psi_1} d\theta + \int_0^{\pi} \frac{\sin (\psi_1 - \Delta \Phi)}{1 - \cos \theta \cos (\psi_1 - \Delta \Phi)} d\theta \right] \]

\[ = \frac{n \alpha}{\pi} - \frac{1}{2} + \frac{1}{\pi} \left( \arctg \frac{1 + \cos (2n - 1) \alpha}{1 - \cos (2n - 1) \alpha} + \arctg \frac{1 + \cos \alpha}{1 - \cos \alpha} + \arctg \frac{\sin \alpha - \rho_j \sin (2n - 1) \alpha}{2 \sqrt{\rho_j} \sin (n - 1) \alpha} \right) \]

\[ = \frac{n \alpha}{\pi} - \frac{1}{2} + \frac{1}{\pi} \arccos \left[ \frac{\sin \alpha - \rho_j \sin (2n - 1) \alpha}{2 \sqrt{\rho_j} \sin (n - 1) \alpha} \right]. \quad (3.55) \]

Thus, from (3.50) through (3.55), \( G(\psi_1) \) can be expressed as
\[ G(\psi_1) = \frac{n\alpha}{\pi} \left( \frac{1}{2} + \frac{1}{\pi} \arccos \left[ \frac{\sin \alpha - \rho J \sin (2n - 1) \alpha}{2\sqrt{\rho J \sin (n - 1) \alpha}} \right] \right) \left( \sqrt{\rho J - \beta_1} \right), \]  

where \( \mathbb{1}(.) \) is the unit-step function.

Similarly, we can get

\[ G(\psi_2) = \frac{n\alpha}{\pi} \left( \frac{1}{2} + \frac{1}{\pi} \arccos \left[ \frac{\sin \alpha + \rho J \sin (2n + 1) \alpha}{2\sqrt{\rho J \sin (n + 1) \alpha}} \right] \right) \left( \sqrt{\rho J - \beta_2} \right). \]  

Therefore

\[ Q_{2na} = 1 - G(\psi_2) + G(\psi_1) = \frac{1}{\pi} \arccos \left[ \frac{\sin \alpha + \rho J \sin (2n + 1) \alpha}{2\sqrt{\rho J \sin (n + 1) \alpha}} \right] \left( \sqrt{\rho J - \beta_2} \right) + \frac{1}{\pi} \arccos \left[ \frac{\sin \alpha - \rho J \sin (2n - 1) \alpha}{2\sqrt{\rho J \sin (n - 1) \alpha}} \right] \left( \sqrt{\rho J - \beta_1} \right). \]  

b). If \( \rho J \geq 1 \), then we have

\[ 1 - \cos \theta \cos \alpha < \rho J (1 - \cos \theta \cos \psi_i) \quad \forall \theta \in \left[ \frac{-\pi}{2}, \frac{\pi}{2} \right], \]

\[ G(\psi_i) = \frac{\psi_i}{2\pi} + \frac{1}{4\pi} \int_{-\pi/2}^{\pi/2} \frac{\sin \psi_i}{1 - \cos \theta \cos \psi_i} d\theta \]

\[ = \frac{\psi_i}{2\pi} + \frac{1}{2\pi} \left( 2 \arctg \sqrt{\frac{1 + \cos \psi_i}{1 - \cos \psi_i}} \right) = \frac{1}{2}. \]  

Thus

\[ Q_{2na} = 1, \]  

which is the same as the conclusion in [11].
3.5.3 Proof of the periodicity of BER with respect to $\Delta \omega T_s$

Clearly, to show that the average BER of MDPSK has a period of $2\pi/M$, we only need to show that the symbol error probability conditional on that a hop is jammed is periodic with respect to $\Delta \omega T_s$ with the period of $2\pi/M$, i.e., $P_f(\Delta \omega T_s + 2\pi/M) = P_f(\Delta \omega T_s)$.

We start with the following conditional probability

$$P \{ \psi_1^{(m)} \leq \psi \leq \psi_2^{(m)} \bigg| \phi(t+\tau) - \phi(t) = \theta_m \} .$$

Denote

$$f_m(\Delta \omega T_s) = P \{ \psi_1^{(m)} \leq \psi \leq \psi_2^{(m)} \bigg| \Delta \Phi = \theta_m \} = G\left( \psi_2^{(m)} \right) - G\left( \psi_1^{(m)} \right).$$

For MDPSK, we suppose that the transmitted differential phases satisfy

$$\theta_{m+1} = \theta_m + \frac{2\pi}{M}, \quad 1 \leq m < M; \quad (3.62)$$

$$\theta_1 = \theta_M + \frac{2\pi}{M} - 2\pi, \quad (3.63)$$

and the equal decision intervals are employed, i.e.,

$$\psi_i^{(m+1)} = \psi_i^{(m)} + \frac{2\pi}{M}, \quad 1 \leq m < M, \quad (3.64)$$

$$\psi_i^{(1)} = \psi_i^{(M)} + \frac{2\pi}{M} - 2\pi; \quad i=1, 2. \quad (3.65)$$

Thus, using (3.62) - (3.65) in (3.17), we can readily get

$$f_{(m+1) \mod M}(\Delta \omega T_s + 2\pi/M) = f_m(\Delta \omega T_s); \quad 1 \leq m \leq M \quad (3.66)$$

When all symbols are transmitted equally likely, using (3.66) in (3.2) leads to the desired result.
Chapter 4

Performance of SFH/DPSK System in Fading Environments

4.1 Introduction

In general, wireless communication channels experience multipath fading due to reflection, diffraction and scattering phenomena in propagation of radio signals. Multipath fading can result in rapid variations in the envelope of the received signal. Typically, the received envelope can vary by as much as 30 to 40 dB over a fraction of a wavelength due to constructive and destructive addition. Multipath also causes time dispersion, because the multiple replicas of the transmitted signal propagate over different transmission paths and reach the receiver antenna with different time delays. In this chapter we consider the performance of SFH/DPSK system over such a randomly time-variant channel.

4.2 Characterization of Fading Multipath Channels

The statistical model for the fading of the received signal level is based on a physical propagation environment consisting of a large number of isolated scatters with unknown locations and reflection properties. Consider the transmission of the band-pass signal

\[ s(t) = \operatorname{Re} \{ u(t) e^{j2\pi f_c t} \}, \]

where \( u(t) \) is the complex low-pass signal with bandwidth \( W, f_c \) is the carrier frequency, and \( \operatorname{Re}\{z\} \) denotes the real part of \( z \). When there are multiple propagation paths, the
received band-pass signal, exclusive of additive noise, can be expressed in the form of [28][29]

\[ x(t) = \sum_n \alpha_n(t) s(t - \tau_n(t)) e^{j f_{D,n}(t)}(t - \tau_n(t)), \]  

(4.2)

where \( \alpha_n(t), \tau_n(t) \) and \( f_{D,n}(t) \) are the attenuation factor, the propagation delay and the Doppler shift, respectively, associated with the nth path. The Doppler shift is caused by the mobility of either transmitter or receiver. Thus, the received complex low-pass signal \( r(t) \) can be written as

\[ r(t) = \sum_n \alpha_n(t) e^{-j \phi_n(t)} u(t - \tau_n(t)) \]  

(4.3)

where

\[ \phi_n(t) = 2\pi \{ (f_c + f_{D,n}(t)) \tau_n(t) - f_{D,n}(t) \} \]  

(4.4)

is the phase associated with nth path.

One of the important parameters to model the effect of the channel on the transmitted signal \( u(t) \) is the multipath delay spread defined as

\[ T_m = \max_n (\tau_n(t)) - \min_n (\tau_n(t)), \]  

(4.5)

which is related to the coherent bandwidth \( \Delta f_c \) of the channel, i.e.,

\[ \Delta f_c \approx \frac{1}{T_m}. \]  

(4.6)

When the signal bandwidth is much less than the coherent bandwidth of the channel \( (W \ll \Delta f_c) \), the channel is said to be frequency-nonselective in the sense that all of the frequency components in the transmitted signal undergo the same attenuation and phase shift while traversing through the channel. In this case, we have that \( u(t - \tau_n(t)) \approx u(t - \tau_o) \) where \( \tau_o \in [\min_n(\tau_n(t)), \max_n(\tau_n(t))] \) [28]. Then, we can rewrite (4.3) as follows.
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\[ r(t) \approx \left( \sum_n \alpha_n(t) e^{-j\phi_n(t)} \right) u(t - \tau_o), \]

where the phase \( \phi_n(t) \) modulo \( 2\pi \) can be modeled as i.i.d. random variables uniformly distributed over \([0, 2\pi][44]\).

We can observe that, in addition to the time delay, the received signal in (4.7) differs from the original transmitted signal by the complex scale factor in the parentheses. For convenience, let

\[ c(t) = \sum_n \alpha_n(t) e^{-j\phi_n(t)} = \alpha(t) e^{j\Theta(t)}. \]

It follows that the equivalent lowpass channel can be described by the time-variant impulse response as[41]

\[ h(t;\tau) = \alpha(t) e^{j\Theta(t)} \delta(\tau - \tau_o). \]

If we assume that \( \alpha_n(t) \) are i.i.d and have bounded variance, then by central limit theorem, \( c(t) \) will approach a complex Gaussian random variable as the number of scatters becomes large. In the absence of a line-of-sight (LOS) or specular component, \( c(t) \) has zero-mean. Therefore, the received envelope \( \alpha(t) \) has a Rayleigh distribution at any time, i.e.,

\[ p(\alpha) = \frac{\alpha}{\sigma^2} \exp\left( -\frac{\alpha^2}{2\sigma^2} \right), \alpha \geq 0 \]

and \( \Theta(t) \) is uniformly distributed over \([0, 2\pi]\). This type of fading is called Rayleigh fading and is often observed in macrocellular applications. For a Rayleigh distribution envelope, the average power denoted as \( \Omega_p \) is

\[ \Omega_p = E[\alpha^2(t)] = 2\sigma^2. \]

For a multipath-fading channel containing a specular or LOS component, \( c(t) \) has non-zero mean and the complex envelope has a Rician distribution at any time, i.e.,
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\[ p(\alpha) = \frac{\alpha}{\sigma^2} \exp \left( \frac{\alpha^2 + s^2}{2\sigma^2} \right) I_0 \left( \frac{x_s}{\sigma} \right), \]  

(4.12)

where \( s^2 \) is the average power in the direct LOS and \( I_0(.) \) is the modified Bessel function of the zeroth order. This type of fading is called Rician fading and is very often observed in microcellular applications. The Rician factor \( \kappa \) is defined as the ratio of the power in the specular and scattered components, i.e., \( \kappa = s^2/2\sigma^2 \), which reflects the relative depth of the fading and has been found to vary between 6 and 12 dB in value depending on the characteristics of the surroundings along the propagation path [39][40][37]. When \( \kappa = 0 \) the channel exhibits Rayleigh fading, and when \( \kappa = \infty \) the channel does not exhibit fading. For a Rician distribution envelope, the average power denoted as \( \Omega_p \) is

\[ \Omega_p = E[z^2] = s^2 + 2\sigma^2. \]  

(4.13)

Clearly, we have the following relations

\[ \frac{s^2}{\kappa + 1}, \frac{2\sigma^2}{\kappa + 1} = \frac{\Omega_p}{\kappa + 1}. \]  

(4.14)

Thus, a Rician distribution can be fully decided by its average power \( \Omega_p \) and Rician factor \( \kappa \).

As the signal bandwidth \( W \) increases so that \( W \approx \Delta f_c \), the approximation \( u(t - \tau_n(t)) = u(t - \tau_o) \) for \( \tau_o \in [\min(\tau_n(t)), \max(\tau_n(t))] \) is no longer valid. Then, the received signal is sum of copies of the original signal, each is delayed in time by \( \tau_n(t) \) and phase shifted by \( \phi_n(t) \). For wideband signals (i.e., \( W \approx \Delta f_c \)), the channel becomes frequency-selective and its response can be approximated using Turin's model[32] if the incoming paths forms subpath clusters. In this model, paths that have approximately the same length (\( |\tau_n(t) - \tau_i(t)| < W^{-1} \)) are not resolvable at the receiver. Thus, they are combined into a single path. If we assume a finite number of resolvable paths, then the received signal can be written as
where \( L \) represents the number of resolvable paths or subpath clusters, and \( \alpha_i(t) \), \( \phi_i(t) \) and \( \tau_i \) are the amplitude, phase and delay of each resolvable path. The complex gains \( \alpha_i(t) e^{j\phi_i(t)} \) can be modeled as independent complex Gaussian processes. Again, the equivalent lowpass channel can be described by the time-variant impulse response\[41\]

\[
h(t;\tau) = \sum_{l=1}^{L} \alpha_i(t) e^{j\phi_i(t)} \delta(t-\tau_i),
\]

which illustrates that the frequency-selective channel can be modeled as tapped delay line (transversal) filter with time-variant tap coefficients.

### 4.3 Performance Analysis in Frequency Non-selective fading Channel

We consider the situation where the signal and tone interference are subject to frequency non-selective fading. As illustrated in the section 4.2, over frequency non-selective fading channel, the faded signal is the product of a complex scale factor and the original signal perhaps delayed in time. Without loss of generality, we assume the time delay is zero. Then, when the tone interference is also considered, the received complex low-pass signal can be expressed as

\[
r(t) = \alpha_s(t) A e^{j(\phi(t) + \Theta_s(t))} + \alpha_f(t) A_f e^{j(\Delta\omega t + \theta + \Theta_f(t))} + n(t),
\]

where \( \Delta\omega \) is the difference between the carrier frequencies of the signal and tone interference, i.e., \( \Delta\omega = \omega_f - \omega_s \). The first term in (4.17) represents the faded signal component, the second term models the faded component of the interfering tone, and \( n(t) \) is the background noise. \( \alpha_s(t) e^{j\Theta_s(t)} \) and \( \alpha_f(t) e^{j\Theta_f(t)} \) are the complex gains introduced by the
fading channel independently. We assume that fading is slow enough to be roughly constant over two successively received signal symbols used in DPSK decision. Thus, complex gains $\alpha_s(t) e^{j\Theta_s(t)}$ and $\alpha_j(t) e^{j\Theta_j(t)}$ are considered to be time-invariant in our analysis. As shown in Chapter 3, to evaluate the symbol error probability, it is necessary to calculate the following probability

$$P \{ \psi_1 \leq \arg (r(t+\tau) r^*(t)) \mod 2\pi \leq \psi_2 \},$$

which can be expressed in terms of the auxiliary function $G(\psi_i)$ defined in Chapter 2. Therefore, similar to what was done in Chapter 3, we start from the calculation of $G(\psi_i)$ for fading channel. When fading is considered, the phase characteristic function of $r(t)$ and $r(t+\tau)$ can be expressed as

$$\Phi(u, v; \zeta) = E_{\alpha_s, \alpha_j} [\Phi(u, v; \zeta | \alpha_s, \alpha_j)], \quad (4.18)$$

where $\Phi(u, v; \zeta | \alpha_s, \alpha_j)$ is the conditional phase characteristic function with fixed $\alpha_s$ and $\alpha_j$. Therefore, the auxiliary function $G(\psi_i)$ can be calculated as

$$G(\psi_i) = \left. \frac{1}{2\pi} E_{\alpha_s, \alpha_j} \left[ \frac{\partial \Phi(-u, v; \zeta | \alpha_s, \alpha_j)}{\partial \zeta} \right] \right|_{\zeta = -\psi_i} \frac{1}{uv} dudv$$

$$= \left. \frac{1}{2\pi} E_{\alpha_s, \alpha_j} \left( \int_0^\infty \int_0^\infty \frac{\partial \phi(-u, v; \alpha_s, \alpha_j)}{\partial \zeta} \right) \right|_{\zeta = -\psi_i} \frac{1}{uv} dudv$$

$$= \int \int G(\psi|\alpha_s, \alpha_j) p_s(\alpha_s) p_j(\alpha_j) d\alpha_s d\alpha_j, \quad (4.19)$$

where $p_s(\alpha_s)$ and $p_j(\alpha_j)$ are the probability density functions of $\alpha_s$ and $\alpha_j$, and the conditional auxiliary function $G(\psi|\alpha_s, \alpha_j)$, as illustrated in Chapter 3, can be calculated

---

1. Equation (4.18) can be easily verified by factorizing the phase characteristic function. Since the phase characteristic functions of the signal and tone interference components are not related to random variables $\Theta_s$ and $\Theta_j$, the expectation is only taken with respect to $\alpha_s$ and $\alpha_j$. 
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by

\[ G(\psi|\alpha_s, \alpha_J) = \frac{\psi}{2\pi} - \frac{1}{4\pi} \int_0^\pi \left( \frac{\sin(\Delta \Phi - \psi)}{S(\theta)} \right) q\left( \alpha_J \sqrt{\gamma_J T(\theta)}, \alpha_s \sqrt{\gamma_N T(\theta)} \right) \sin(\Delta \omega \tau - \psi) \frac{1}{S(\theta)} q\left( \alpha_s \sqrt{\gamma_N T(\theta)}, \alpha_J \sqrt{\gamma_J S(\theta)} \right) d\theta, \]

where \( \gamma_N, \gamma_J, S(\theta) \) and \( T(\theta) \) are defined in Chapter 3.

Because the signal and tone interference are independently faded and can each follow either Rayleigh or Rician distribution, we consider four different fading cases. We start from the case that the signal and interference tone are both Rician faded since the other cases can be viewed as its special cases from the mathematical viewpoint.

**Case I. Both Rician faded**

In this case, there exist LOS paths for both transmitted signal and tone interference. Thus, \( \alpha_s \) and \( \alpha_J \) are two independent random variables with Rician distribution defined in (4.12). As derived in Section 4.7, the following equation can be obtained for the Rician fading case,

\[
\int_0^\infty \int_0^\infty Q(ax, by) \frac{x}{\sigma_1} \exp\left( -\frac{x^2 + s_1^2}{2\sigma_1^2} \right) I_0\left( \frac{s_1 x}{\sigma_1^2} \right) \frac{y}{\sigma_2} \exp\left( -\frac{y^2 + s_2^2}{2\sigma_2^2} \right) I_0\left( \frac{s_2 y}{\sigma_2^2} \right) dx dy
\]

\[
= \frac{1 + a^2 \sigma_1^2}{1 + a^2 \sigma_1^2 + b^2 \sigma_2^2} Q\left( \frac{as_1}{\sqrt{1 + a^2 \sigma_1^2 + b^2 \sigma_2^2}}, \frac{bs_2}{\sqrt{1 + a^2 \sigma_1^2 + b^2 \sigma_2^2}} \right) + \frac{b^2 \sigma_2^2}{1 + a^2 \sigma_1^2 + b^2 \sigma_2^2} \left( 1 - Q\left( \frac{bs_2}{\sqrt{1 + a^2 \sigma_1^2 + b^2 \sigma_2^2}}, \frac{as_1}{\sqrt{1 + a^2 \sigma_1^2 + b^2 \sigma_2^2}} \right) \right). \quad (4.21)
\]

Define the average ratio of the transmitted signal and interference tone, respectively, to noise as
where $\sigma_0^2$ is the variance of the background Gaussian noise, and $A$ and $A_I$ are the amplitude of the transmitted DPSK signal and interference tone respectively.

Therefore, given (4.21) and (4.20), (4.19) becomes

$$G(\psi) = \frac{\psi - \theta_0}{2\pi} - \frac{1}{4\pi J} \frac{\pi}{2}$$

$$C_1(\theta) q \left( \frac{\sqrt{2\kappa_o \gamma_o S(\theta) / (\kappa_o + 1)}}{2 + \frac{\gamma_j}{\kappa_j + 1} S(\theta) + \frac{\gamma_o}{\kappa_o + 1} T(\theta)} + \frac{\sqrt{2\kappa_o \gamma_o T(\theta) / (\kappa_o + 1)}}{2 + \frac{\gamma_j}{\kappa_j + 1} S(\theta) + \frac{\gamma_o}{\kappa_o + 1} T(\theta)} \right)$$

$$C_2(\theta) q \left( \frac{\sqrt{2\kappa_o \gamma_o T(\theta) / (\kappa_o + 1)}}{2 + \frac{\gamma_j}{\kappa_j + 1} S(\theta) + \frac{\gamma_o}{\kappa_o + 1} T(\theta)} + \frac{\sqrt{2\kappa_o \gamma_o S(\theta) / (\kappa_o + 1)}}{2 + \frac{\gamma_j}{\kappa_j + 1} S(\theta) + \frac{\gamma_o}{\kappa_o + 1} T(\theta)} \right) d\theta,$$

where $\kappa_o$ and $\kappa_j$ are the Rician factors for transmitted DPSK signal and interference tone components respectively, and $C_1(\theta)$, $C_2(\theta)$ and $\theta_0$ can be calculated as follows:

$$C_1(\theta) = \frac{\gamma_j \left[ \sin (\Delta \Phi - \psi) - \sin (\Delta \omega \tau - \psi) - \sin (\Delta \Phi - \Delta \omega \tau) \cos \theta \right]}{T(\theta) \left[ 2 (\kappa_j + 1) + \gamma_j S(\theta) + \gamma_o T(\theta) / (\kappa_o + 1) \right]}$$

$$+ \frac{2 (\kappa_j + 1) \sin (\Delta \Phi - \psi)}{T(\theta) \left[ 2 (\kappa_j + 1) + \gamma_j S(\theta) + \gamma_o T(\theta) / (\kappa_o + 1) \right]}$$

$$C_2(\theta) = \frac{\gamma_o \left[ \sin (\Delta \omega \tau - \psi) - \sin (\Delta \Phi - \psi) + \sin (\Delta \Phi - \Delta \omega \tau) \cos \theta \right]}{S(\theta) \left[ 2 (\kappa_o + 1) + \gamma_j S(\theta) / (\kappa_o + 1) \right]}$$

$$+ \frac{2 (\kappa_o + 1) \sin (\Delta \omega \tau - \psi)}{S(\theta) \left[ 2 (\kappa_o + 1) + \gamma_j S(\theta) / (\kappa_o + 1) \right]}$$
and
\[
\theta_0 = 2 \left( \frac{\gamma_o \sin (\Delta \Phi - \psi) / (\kappa_o + 1) + \gamma_f \sin (\Delta \omega \tau - \psi) / (\kappa_f + 1)}{\left( 2 + \frac{\gamma_o}{\kappa_o + 1} + \frac{\gamma_f}{\kappa_f + 1} \right)^2 - \left[ \frac{\gamma_f}{\kappa_f + 1} \cos (\Delta \omega \tau - \psi) + \frac{\gamma_o}{\kappa_o + 1} \cos (\Delta \Phi - \psi) \right]^2} \right) \times \arctg \left( \frac{1 + \frac{\gamma_o}{\kappa_o + 1} \cos^2 \left( \frac{\Delta \Phi - \psi}{2} \right) + \frac{\gamma_f}{\kappa_f + 1} \cos^2 \left( \frac{\Delta \omega \tau - \psi}{2} \right)}{1 + \frac{\gamma_o}{\kappa_o + 1} \sin^2 \left( \frac{\Delta \Phi - \psi}{2} \right) + \frac{\gamma_f}{\kappa_f + 1} \sin^2 \left( \frac{\Delta \omega \tau - \psi}{2} \right)} \right). \tag{4.23}
\]

**Case II. Both Rayleigh faded**

In this case, there is no LOS path for either transmitted signal or tone interference. Thus, \( \alpha_s \) and \( \alpha_f \) are two independent random variables with Rayleigh distribution defined in (4.10). Let \( \kappa_o = \kappa_f = 0 \) in equation (4.23). Consequently, we can get the auxiliary function \( G(\psi) \) for this case as
\[
G(\psi) = \frac{\psi - \theta_0}{2\pi} - \frac{\gamma_o \sin (\Delta \Phi - \psi) + \gamma_f \sin (\Delta \omega \tau - \psi)}{\pi \sqrt{U^2 - V^2}} \arctg \left( \frac{U + V}{U - V} \right) \tag{4.24}
\]

where \( U = 2 + \gamma_o + \gamma_f \) and \( V = \gamma_o \cos (\Delta \Phi - \psi) + \gamma_f \cos (\Delta \omega \tau - \psi) \).

**Case III. Differently faded**

First we consider there is LOS path only for the transmitted signal, i.e., the transmitted DPSK signal is Rician faded and the interference tone is Rayleigh faded.

Let \( \kappa_f = 0 \) in (4.23), we can get the expression for \( G(\psi) \) as
\[
G(\psi) = \frac{\psi - \theta_0}{2\pi} - \frac{1}{4\pi} \int_{-\pi/2}^{\pi/2} \exp \left( \frac{-\kappa_o \gamma_o T(\theta) / (\kappa_o + 1)}{2 + \gamma_f S(\theta) + \gamma_o T(\theta) / (\kappa_o + 1)} \right) \times
\]
where \( \theta_0 \) can be calculated as

\[
\theta_0 = 2 \sqrt{\frac{\bar{\gamma}_o \sin (\Delta \Phi - \psi) / (\kappa_o + 1) + \bar{\gamma}_j \sin (\Delta \omega \tau - \psi)}{2 + \frac{\bar{\gamma}_o}{\kappa_o + 1} + \bar{\gamma}_j} - \left[ \frac{\bar{\gamma}_o \cos (\Delta \omega \tau - \psi) + \bar{\gamma}_o \cos (\Delta \Phi - \psi)}{\kappa_o + 1} \right]^2}
\]

\( \times \arctan \left( \frac{1 + \bar{\gamma}_o \cos \left( \frac{\Delta \Phi - \psi}{2} \right) / (\kappa_o + 1) + \bar{\gamma}_j \cos \left( \frac{\Delta \omega \tau - \psi}{2} \right)}{1 + \bar{\gamma}_o \sin \left( \frac{\Delta \Phi - \psi}{2} \right) / (\kappa_o + 1) + \bar{\gamma}_j \sin \left( \frac{\Delta \omega \tau - \psi}{2} \right)} \right). \tag{4.25}

For the case where transmitted DPSK signal is Rayleigh faded and the interference tone is Rician faded, a similar expression for \( G(\psi) \) can be obtained from (4.25) by interchanging the subscript "o" and \( \Delta \Phi \) with subscript "\( J \)" and \( \Delta \omega \), respectively.

### 4.4 Performance Analysis in Frequency Selective fading Channel

In the presence of frequency selective fading, as demonstrated in Section 4.2, the channels can be modeled as a tapped delay line (transversal) filter. We assume the channel for the transmitted DPSK signal has impulse response as

\[
h(t; \tau) = \sum_{l=0}^{L-1} \alpha_l e^{j \phi_l} \delta(t - \tau_l), \tag{4.26}
\]

where the time delays are assumed to be integer multiple of the symbol period of the signal. Without loss of generality, we assume that the time delay for the zeroth path is zero, i.e., \( \tau_0 = 0 \). Thus the received complex low-pass signal can be expressed as.
where the first term represents the faded signal component, the second term is so called inter-symbol interference (ISI) caused by multipath, the third term models the faded component of the interfering tone and \( n(t) \) is the background noise. We assume that \( \alpha_l; l=0, 2, \ldots, L-1 \) and \( \alpha_J \) are independently Rayleigh distributed.

Noting Hankel Exponential integral, i.e.,

\[
\int_0^\infty \exp\left(-p^2 t^2/2\right) J_0(at) \, dt = \frac{1}{p^2} \exp\left(\frac{a^2}{2p^2}\right)
\]

then, we can express the phase characteristic function of \( r(t) \) and \( r(t+\tau) \) as

\[
\Phi(u, v; \zeta) = \mathbb{E} \left[ \prod_{l=0}^{L-1} J_0\left( \alpha_j A_J J_0\left( u^2 + v^2 + 2u\nu \cos (\Delta \Phi_l + \zeta) \right) e^{-\frac{\sigma_0^2(u^2 + v^2)/2}{2}} \right) \right]
\]

\[= \exp\left(\frac{A^2}{4} \sum_{l=0}^{L-1} \Omega_l \left( u^2 + v^2 + 2u\nu \cos (\Delta \Phi_l + \zeta) \right) \right) \times \exp\left(\frac{A_j^2 \Omega_J}{4} \left( u^2 + v^2 + 2u\nu \cos (\Delta \omega \tau + \zeta) \right) \right) \exp\left(\frac{-\sigma_0^2(u^2 + v^2)/2}{2}\right)
\]

where \( \Delta \Phi_l = \phi(t+\tau - \tau_l) - \phi(t-\tau_l) \), and \( \Omega_l; l=0, 2, \ldots, L-1 \) and \( \Omega_J \) are the average power of \( \alpha_l; l=0, 2, \ldots, L-1 \) and \( \alpha_J \) respectively.

Therefore, the auxiliary function \( G(\psi_l) \) can be calculated as

2. Here, the channel for tone interference is modeled as frequency non-selective fading channel. This is because that the bandwidth of tone interference is zero.
\[ G(\psi_i) = \frac{\psi_i}{2\pi} + \frac{1}{2\pi} \int_{-\infty}^{\infty} \int_0^{2\pi} \frac{\partial \Phi(-u, v, \zeta)}{\partial \zeta} \bigg|_{\zeta = -\psi_i} \frac{1}{uv} dudv \]

\[ = \frac{\psi_i}{2\pi} - \frac{1}{4\pi} \int_{0}^{2\pi} \left( \exp \left( \frac{A^2}{4} \sum_{l=0}^{L} \Omega_l \left( u^2 + v^2 - 2uv \cos (\Delta \phi_l - \psi_i) \right) \right) \exp \left( \frac{-\sigma_0^2(u^2 + v^2)}{2} \right) \times \left( \sum_{n=0}^{L-1} A_n \Omega_n \sin (\Delta \phi_n - \psi_i) + A_j \Omega_j \sin (\Delta \phi_j - \psi_i) \right) \right) dudv \]  \quad (4.30)

Similarly, making a transformation to polar coordinates by means of

\[ u = \frac{R}{\sigma_0} \cos \frac{\theta'}{2} \quad v = \frac{R}{\sigma_0} \sin \frac{\theta'}{2} \]  \quad (4.31)

and then making the change \( \theta' = \frac{\pi}{2} - \theta \), we can express the auxiliary function \( G(\psi) \) as

\[ G(\psi_i) = \frac{\psi_i}{2\pi} - \frac{1}{4\pi} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \left[ \sum_{n=0}^{L-1} \tilde{\gamma}_n \sin (\Delta \phi_n - \psi_i) + \tilde{\gamma}_j \sin (\Delta \phi_j - \psi_i) \right] d\theta \]

\[ = \frac{\psi_i}{2\pi} \left[ \sum_{n=0}^{L-1} \tilde{\gamma}_n \sin (\Delta \phi_n - \psi_i) + \tilde{\gamma}_j \sin (\Delta \phi_j - \psi_i) \right] - \arctan \left( \frac{\sqrt{U+V}}{\sqrt{U-V}} \right). \]  \quad (4.32)

where \( U \) and \( V \) are defined as
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\[ U = 2 + \sum_{l=0}^{L-1} \gamma_l \cos(\Delta \Phi_l - \psi_l) + \gamma_j \cos(\Delta \omega \tau - \psi_j) \]

and \( \gamma_l \); \( l=0, 2, ..., L-1 \) and \( \gamma_j \) are defined as the average signal-to-noise ratios and average interference-to-noise ratio, respectively. Clearly, when \( L=1 \), (4.32) leads to the result for frequency non-selective Rayleigh fading channel, i.e., (4.24).

Based on the above results, the symbol error probability can be obtained given \( \Delta \Phi_l; i=1, 2, ..., L-1 \). Denote this conditional probability as \( P_s(e|\Delta \Phi_1, \Delta \Phi_2, ..., \Delta \Phi_{L-1}) \). Then, the average symbol error probability can be calculated as

\[ P_s = \frac{1}{M^{L-1}} \sum_{\Delta \Phi_1, ..., \Delta \Phi_{L-1}} P_s(e|\Delta \Phi_1, ..., \Delta \Phi_{L-1}), \tag{4.33} \]

where we assume \( M \) symbols of MDPSK are equally likely transmitted every time.

4.5 Numerical Results

In this section, numerical results are presented for SFH/DPSK in fading and tone interference based on the above analyses. Since the system under study involves a number of parameters such as \( E_b/N_0 \), \( E_b/N_f \), \( \kappa_0 \) and \( \kappa_f \), only selected results are given to offer key insight. The ranges of these parameters are chosen so as to illustrate in a general way, their influence on system performance. No attempt is made to provide an exhaustive study of all possible combinations of values. Similar to what was done in Chapter 3, binary DPSK and 4-ary are investigated in combination with two signalling schemes.

Figure 4.1-Figure 4.4 plot the BER performances of binary and 4-ary DPSK over frequency non-selective fading channels. These performances are measured by the worst case BER for given \( E_b/N_f \) and \( E_b/N_o \). When the transmitted signal and the tone interference are both Rician faded, we assume the signal and the tone are subject to the same depth of fading, i.e., they have the same Rician factors. The following conclusions can be drawn from these figures. First, binary DPSK is always superior to 4-ary DPSK regardless of \( E_b/N_o \), and the difference becomes most significant when the transmitted
signal is subject to Rician fading and the tone interference is subject to Rayleigh fading. This conclusion is quite different from that drawn on non-fading channel, where the performance of BDPSK are better only for small $E_b/N_o$. Second, the signalling schemes almost have no effect on the performance of either binary or 4-ary DPSK. In the non-fading case, different signalling schemes result in a performance difference of $2.4\text{dB}$ in $E_b/N_f$ at BER of $10^{-3}$ and $E_b/N_o = 28\text{dB}$ for binary DPSK and none for 4-ary DPSK. Third, Rayleigh fading is the worst fading case for signals. Comparing Figure 4.1 with Figure 4.4 shows that when the transmitted signal is Rayleigh faded, fading on the tone interference has little effect on performance. This result was found to be true for values of $\kappa_f$ as high as 20 dB. On the contrary, when the transmitted signal is Rician faded, the performance is largely decided by the fading on the tone interference. This observation can be readily made from Figure 4.2 and Figure 4.3.

Figure 4.5 and Figure 4.6 plot the effect of the frequency offset when the transmitted signal and interference are both Rayleigh faded and both Rician faded, respectively. In Figure 4.6, the results are shown for different depth of fading $\kappa$. From these figures, we observe that, when the signal channel approaches Rayleigh fading channel, the effect of the jamming frequency offset on the BER performance diminishes. When the signal is Rician faded, whether the frequency offset degrades or improves the BER performance depends on $\rho$ and the fading depth (see curves for $\rho=0.05$ in Figure 4.6).

The BER performances of binary and 4-ary DPSK over frequency selective fading channels is shown in Figure 4.7. In our computation, we choose the number of the resolvable paths to be 2 and the relative path strengths to be (0, -10dB) for simplicity. From this figure, it can be clearly seen that binary DPSK is superior to 4-ary DPSK. Furthermore, Figure 4.7 shows much higher error floors for the bit error probability than the corresponding ones in frequency non-selective fading channels. These floors are caused by the large value of the bit error probability when the hop is free of jamming. Frequency selective fading channels result in inter-symbol interference which can drastically degrade the BER performance. The effect of the frequency offset in frequency selective fading channel is shown in Figure 4.8. Same as what was observed for frequency non-
selective fading case, the frequency offset has very little effect on the BER performance.

![Graph showing Bit Error Rate vs. $E_b/N_0$ for different $E_b/N_0$ for binary DPSK and 4-ary DPSK in frequency non-selective fading.](image)

Figure 4.1 Worst case BER versus $E_b/N_0$ for different $E_b/N_0$ for binary DPSK and 4-ary DPSK in frequency non-selective fading (both signal and interference are Rayleigh faded).
Figure 4.2 Worst case BER versus $E_b/N_f$ for different $E_b/N_o$ for binary DPS and 4-ary DPSK in frequency non-selective fading (both signal and interference are Rician faded).
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Figure 4.3 Worst case BER versus $E_b/N_f$ for different $E_b/N_0$ for binary DPS and 4-ary DPSK in frequency non-selective fading (with Rician faded signal and Rayleigh faded tone interference).
Figure 4.4 Worst case BER versus $E_b/N_f$ for different $E_b/N_o$ for binary DPS and 4-ary DPSK in frequency non-selective fading (with Rayleigh faded signal and Rician faded tone interference).
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Figure 4.5 BER versus frequency offset for BDPSK in frequency non-selective fading (both signal and interference are Rayleigh faded).  

For the case where the transmitted signal is Rayleigh faded and the tone interference is Rician faded, results are almost the same as those shown in Figure 4.5.
Figure 4.6 BER versus frequency offset for BDPSK in frequency non-selective fading (both signal and interference are Rician faded).
Figure 4.7 Worst case BER versus $E_b/N_J$ for different $E_b/N_o$ for binary DPSK and 4-ary DPSK in frequency selective fading with relative path strengths (0, -10dB).
Figure 4.8 BER versus frequency offset for BDPSK in frequency selective fading with relative path strengths (0, -10dB).
4.6 Summary

In this chapter, we have evaluated the performance of SFH/MDPSK in fading and tone interference. Both frequency non-selective and selective fading channels have been investigated. The presented results indicate that, in fading, binary DPSK results a better performance than 4-ary DPSK. However, the choice of different signaling schemes of both binary and non-binary DPSK has little effects on performance improvement. To make the system robust against jamming tone with a deliberate frequency offset, (i.e., frequency jitter), a careful signalling design is required when the transmitted signal is subject to light fading (i.e., Rician fading). However, in the presence of deep fading, we have shown that DPSK becomes insensitive to the frequency offset between the signal and the jamming carrier frequencies.

4.7 Detailed Derivation

4.7.1 Derivation of (4.21)

We start with the following integral

\[
\int_0^\infty Q(ax, c) \frac{x^2}{\sigma^2} \exp \left( -\frac{x^2 + s^2}{2\sigma^2} \right) I_0 \left( \frac{sx}{\sigma^2} \right) dx
\]

\[
= \int_0^\infty \frac{x}{\sigma^2} \exp \left( -\frac{x^2 + s^2}{2\sigma^2} \right) I_0 \left( \frac{sx}{\sigma^2} \right) dx \int_c^\infty \exp \left( -\frac{z^2 + (ax)^2}{2} \right) I_0 (axz) dz
\]

\[
= \int_0^\infty \frac{z}{\sigma^2} \exp \left( -\frac{s^2}{2\sigma^2} - \frac{z^2}{2} \right) dz \int_c^\infty x \exp \left( -\frac{1 + a^2 \sigma^2}{2\sigma^2} x^2 \right) I_0 \left( \frac{sx}{\sigma^2} \right) I_0 (axz) dx
\]

(4.34)

If we change the order of integration and make use of the following equation[25]

\[
\int_0^\infty \exp \left( -p^2 t^2 / 2 \right) I_0 (at) I_0 (bt) dt = \frac{1}{p^2} \exp \left( \frac{a^2 + b^2}{2p^2} \right) I_0 \left( \frac{ab}{p^2} \right),
\]

(4.35)

integral (4.34) becomes
\[
\int_0^\infty Q(ax, c) \frac{x}{\sigma^2} \exp\left(-\frac{x^2 + s^2}{2\sigma^2}\right) I_0\left(\frac{sx}{\sigma}\right) dx
\]
\[
= \frac{1}{1 + a^2} \int_0^\infty \frac{z}{a^2} \exp\left(-\frac{a^2 s^2 + z^2}{2(1 + a^2 \sigma^2)}\right) I_0\left(\frac{asz}{1 + a^2 \sigma^2}\right) dz
\]
\[
= Q\left(\frac{as}{\sqrt{1 + a^2 \sigma^2}}, \frac{c}{\sqrt{1 + a^2 \sigma^2}}\right). \tag{4.36}
\]

Hence, using equation (4.36), we have
\[
\int_0^\infty \int_0^\infty Q(ax, by) \frac{x}{\sigma^1} \exp\left(-\frac{x^2 + s_1^2}{2\sigma_1^2}\right) I_0\left(\frac{s_1 x}{\sigma_1^2}\right) \frac{y}{\sigma^2} \exp\left(-\frac{y^2 + s_2^2}{2\sigma_2^2}\right) I_0\left(\frac{s_2 y}{\sigma_2^2}\right) dxdy
\]
\[
= \int_0^\infty Q\left(\frac{as_1}{\sqrt{1 + a^2 \sigma_1^2}}, \frac{by}{\sqrt{1 + a^2 \sigma_1^2}}\right) \frac{y}{\sigma_2^2} \exp\left(-\frac{y^2 + s_2^2}{2\sigma_2^2}\right) I_0\left(\frac{s_2 y}{\sigma_2^2}\right) dy \tag{4.37}
\]

Invoking the following relation in (4.37)
\[
Q(\alpha, \beta) + Q(\beta, \alpha) = 1 + \exp\left(-\frac{\alpha^2 + \beta^2}{2}\right) I_0(\alpha \beta) \tag{4.38}
\]

it follows that
\[
\int_0^\infty \int_0^\infty Q(ax, by) \frac{x}{\sigma^1} \exp\left(-\frac{x^2 + s_1^2}{2\sigma_1^2}\right) I_0\left(\frac{s_1 x}{\sigma_1^2}\right) \frac{y}{\sigma^2} \exp\left(-\frac{y^2 + s_2^2}{2\sigma_2^2}\right) I_0\left(\frac{s_2 y}{\sigma_2^2}\right) dxdy
\]
\[
= 1 + \int_0^\infty \exp\left(-\frac{b^2 y^2 + a^2 s_1^2}{2(1 + a^2 \sigma_1^2)}\right) I_0\left(\frac{abs_1}{\sqrt{1 + a^2 \sigma_1^2}}\right) \frac{y}{\sigma_2^2} \exp\left(-\frac{y^2 + s_2^2}{2\sigma_2^2}\right) I_0\left(\frac{s_2 y}{\sigma_2^2}\right) dy.
\]
\[
-\int_0^\infty Q\left(\frac{by}{\sqrt{1 + a^2 \sigma_1^2}}, \frac{as_1}{\sqrt{1 + a^2 \sigma_1^2}}\right) \frac{y}{\sigma_2^2} \exp\left(-\frac{y^2 + s_2^2}{2\sigma_2^2}\right) I_0\left(\frac{s_2 y}{\sigma_2^2}\right) dy \tag{4.39}
\]

Then the equations (4.35), (4.36) and (4.38) can be used to yield (4.21).
Chapter 5

Multiple Symbol Detection of MPSK in Narrowband Interference and AWGN

5.1 Introduction

In this chapter, we propose an alternative method for narrowband interference rejection for systems using M-ary phase shift keying (MPSK). It is based on multiple symbol detection scheme which was first proposed by Divsalar and Simon for improving the performance of DPSK (differential PSK) in wideband Gaussian noise[43]. Their motivation was to create a better phase reference for differential detection through multiple symbols. Indeed, a performance close to that of coherent detection can be achieved this way. In this chapter, our motivation is different in the following sense. Although we also involve multiple symbols in detection as in [43], we try to take advantage of them to cancel the narrowband interference. As we will show, unfortunately, the direct use of multiple symbol detection can not improve the performance if the narrowband interference is dominant (in the coherent case, it will actually degrade the performance). Therefore, we propose a new PSK multi-symbol signalling scheme or coding scheme with which narrowband interference can be significantly reduced. This scheme is optimum under certain conditions as explained later. To maintain the generality of our work, we have considered both coherent and noncoherent or differential MPSK for any M. To facilitate the evaluation of BER performance in all cases, we have derived a general formula for pairwise error probability which generalizes a formula given earlier in [43].

Since both narrowband interference and wideband interference (e.g., additive white
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Gaussian noise, AWGN) are considered in this chapter, it offers an insight to an interesting and yet difficult general problem, i.e., how to devise a detection scheme that is nearly optimum in both kinds of interference which represent two extremes in bandwidth.

This chapter is organized as follows. In Section 5.2, we consider the general multi-symbol maximum-likelihood (ML) detection of PSK in both AWGN and bandpass interference (a special case is narrowband interference which is of our interest). We identify the ML detector in AWGN (one for DPSK is what was used in [43]). However, the direct use of this ML detector leads to a poor performance in the presence of narrowband interference and background AWGN. This is shown in Section 5.3 where we also show that tone interference is the worst case narrowband interference against the “ML” detector in both coherent and differential cases. Therefore, in Section 5.4, we propose a signalling or coding scheme that makes the ML detector in AWGN also the ML detector in both AWGN (used to model the background noise) and the worst case tone interference. We prove that the coding scheme is asymptotically non-redundant and evaluate the BER performance which shows a dramatic improvement against narrowband interference. In Section 5.5, as an example of application, we apply the proposed signalling technique to the popular SFH/DPSK. The system has been used for high speed spread spectrum communications and is a strong candidate for wireless LAN over ISM bands in addition to its anti-jam use[15][8]. It, however, has been known to suffer severely from the worst case tone interference or jamming. We show that, with the use of our proposed technique, the performance can be drastically improved even in the worst case narrowband interference which is more general than tone jamming and takes tone jamming as a special case. Section 5.6 contains conclusions.

5.2 Maximum-likelihood Detection of PSK

To introduce our new signalling scheme, we start with the maximum-likelihood (ML) detection of MPSK. First, we consider the transmission of MPSK signal in unknown narrowband interference and AWGN. The transmitted signal in the interval $kT \leq t < (k + 1) T$ has the complex form
where $A$ denotes the constant signal power, $T$ the MPSK symbol interval and $\theta_k$ the transmitted phase in the $k$th signaling interval which normally takes on one of $M$ values $2\pi m/M$ for $m=0,1,\ldots,M-1$ around the unit circle. Then the corresponding received signal is

$$ r_k = s_k e^{j\phi} + J_k + n_k, $$

where $n_k$ is zero-mean uncorrelated complex Gaussian noise with variance $\sigma^2 = \frac{2N_0}{T}$, $\phi$ is a phase introduced by the channel and $J_k$ denotes the narrowband interference.

Without loss of generality, we consider a received sequence of MPSK symbols with length $N$ in the time interval $0 \leq t \leq NT$. Similar to (5.2), the received sequence $r$ is expressed as

$$ r = S e^{j\phi} + J + n $$

where $r_k, s_k, J_k$ and $n_k$ are the $k$th components of the length-$N$ sequences $r, S, J$ and $n$ respectively, where $k=0, 1, \ldots, N-1$.

### 5.2.1 Noncoherent Detection

For the assumed AWGN model, a posteriori probability density of $r$ given $S, \phi$ and $J$ is

$$ P \left( r | S, J, \phi \right) = \frac{1}{(2\pi\sigma^2)^N} \exp \left\{ \frac{\|r - S e^{j\phi} - J\|^2}{2\sigma^2} \right\}, $$

where

$$ \|r - S e^{j\phi} - J\|^2 = \sum_{k=0}^{N-1} \left| r_k - s_k e^{j\phi} - J_k \right|^2. $$

Expanding the right-hand side of (5.5), we have
\[
\| r - S e^{j\phi} - J \|^2 = \sum_{k=0}^{N-1} \left( |r_k - J_k|^2 + |s_k|^2 \right) - 2Re \left\{ \sum_{k=0}^{N-1} (r_k - J_k) s_k^* \right\} \cos \phi \\
-2Im \left\{ \sum_{k=0}^{N-1} (r_k - J_k) s_k^* \right\} \sin \phi \\
= \sum_{k=0}^{N-1} \left( |r_k - J_k|^2 + |s_k|^2 \right) - 2\left| \sum_{k=0}^{N-1} (r_k - J_k) s_k^* \right| \cos (\phi - \beta),
\]

where

\[
\beta = \arctg \frac{\text{Im} \left\{ \sum_{k} (r_k - J_k) s_k^* \right\}}{\text{Re} \left\{ \sum_{k} (r_k - J_k) s_k^* \right\}}.
\]

For noncoherent detection, we assume that $\phi$ is uniformly distributed over $(-\pi, \pi]$ , a posteriori probability density of $r$ given $S$ and $J$ is simply

\[
P(r|S, J) = \int_{-\pi}^{\pi} p(r|S, J, \phi) \, d\phi = \frac{1}{(2\pi \sigma^2)^N} \exp \left\{ -\frac{1}{2\sigma^2} \sum_{k=0}^{N-1} |r_k - J_k|^2 + |s_k|^2 \right\} I_0 \left( \frac{1}{\sigma^2} \sum_{k=0}^{N-1} (r_k - J_k) s_k^* \right).
\]

where $I_0(x)$ is the zeroth order modified Bessel function of the first kind.

Because $I_0(x)$ is a monotonically increasing function of its argument, $|r_k - J_k|^2$ and $|s_k|^2$ are constant for all transmitted signal phases, we have

\[
P(r|S, J) \propto I_0 \left( \frac{1}{\sigma^2} \sum_{k=0}^{N-1} (r_k - J_k) s_k^* \right).
\]
Without narrowband interference, i.e. \( J_k = 0 \), maximizing the posterior probability \( p(r|S) \) over \( S \) is equivalent to

\[
\max_{S} \left| \sum_{k=0}^{N-1} r_k s_k^* \right|
\]

which is the scheme proposed by D. Divsalar and M. K. Simon for multiple symbol differential detection of MPSK signal transmitted over AWGN[43]. If DPSK is employed, and vector \( \hat{\Omega} = (\alpha_1, \ldots, \alpha_{N-1}) \) denotes the differential phases transmitted in the interval \( T \leq t \leq NT \), (5.10) results in the decision rule,

\[
\max_{\hat{\Omega}} \Lambda(r, \hat{\Omega}) = \left| r_0 + \sum_{k=1}^{N-1} r_k e^{-j \sum \alpha_k} \right|
\]  

(5.11)

Intuitively, since the detector based on (5.11) is the ML detector in AWGN, it might be expected to outperform conventional differential detector even when it is used straightforwardly in narrowband interference. In Section 5.3, we will show whether this is true through an evaluation of the error performance of the multiple symbol detector.

Figure 5.1 is a simple serial implementation of the decision rule of (5.11).

### 5.2.2 Coherent Detection

In coherent detection, since the reference phase is known to the detector, we have

\[
\ln P(r|S, J) \propto Re \left\{ \sum_{k=0}^{N-1} (r_k - J_k) s_k^* e^{-j\phi} \right\}.
\]  

(5.12)

Without narrowband interference, i.e. \( J_k = 0 \), maximizing the posterior probability \( p(r|S) \) over \( \hat{\Omega} \) is then equivalent to
a). Serial implementation of multiple bit differential detector:

b). Implementation of multiple bit coherent detector:

Figure 5.1 Implementation of multiple bit detection; N=4.
\[
\max_{\Omega} \Lambda (r, \hat{\Omega}) = \text{Re}\left\{ \sum_{k=0}^{N-1} r_k s_k^* e^{-j\phi} \right\},
\]

where we re-define the vector \( \hat{\Omega} \) slightly differently as \( \hat{\Omega} = (\theta_1, \ldots, \theta_N) \), which denotes the phases transmitted in the interval \( 0 < t < NT \). The implementation of coherent detection is illustrated in Figure 5.1.

### 5.3 Bit Error Performance

Since we assume that the narrowband interference is unknown to the communicator which may often be the case in practice, a ML detector can not be obtained in the presence of the narrowband interference. Here we assume the rule (5.11) and (5.13), which correspond to the ML detection in AWGN only, are used even when the narrowband interference exists.

To obtain the upper bound on the average bit error probability of a multiple symbol detection scheme, we first evaluate the pairwise error probability. The pairwise error probability is an important fundamental measure of the error performance. Using a union bound analogous to that used for upper bounding the error performance of an error correction coded system, we can have a simple upper bound on the average bit error probability of the multiple symbol detection scheme in terms of the sum of the pairwise error probabilities weighted by the number of information bit errors due to a pairwise error in sequence detection as follows

\[
P_b \leq \frac{1}{\log k_v} \sum_{\Omega} p (\Omega) \sum_{\hat{\Omega} \neq \Omega} w (\Omega, \hat{\Omega}) Pr (\Omega \rightarrow \hat{\Omega} | \Omega)
\]

where \( p (\Omega) \) denotes the probability of \( \Omega \) being transmitted, \( Pr (\Omega \rightarrow \hat{\Omega} | \Omega) \) denotes the pairwise probability that \( \hat{\Omega} \) is incorrectly chosen when \( \Omega \) was actually sent, \( w (\Omega, \hat{\Omega}) \) is the number of information bit errors caused by the pairwise error event \( \Xi = \{ \Omega \rightarrow \hat{\Omega} | \Omega \} \), and \( k_v \) is the number of M-ary information vectors corresponding to
a length-$N$ sequence which is equal to $MN$ for coherent MPSK and $M(N-1)$ for differential PSK.

5.3.1 Evaluation of Pairwise Error Probability in Narrowband Interference

a) Noncoherent detection

To compute $Pr (\Omega \rightarrow \tilde{\Omega} | \Omega)$ for multiple symbol differential detection, it is convenient to define

$$Z_1 = \sum_{k=0}^{N-1} r_k \tilde{s}_k^* = \left( \sum_{k=0}^{N-1} r_k \tilde{s}_k^* \right) s_0$$

(5.15)

and

$$Z_2 = \sum_{k=0}^{N-1} r_k \tilde{s}_k^* = \left( \sum_{k=0}^{N-1} r_k \tilde{s}_k^* \right) \tilde{s}_0,$$

(5.16)

where $z_0 = 1$ and $z_k = e^{i \alpha_k}$, $k = 1, \ldots, N-1$, (i.e., $s_k = s_0 z_k$). $\tilde{s}_k$ and $\tilde{z}_k$ are corresponding parameters for $\tilde{\Omega}$.

In accordance with the decision rule (5.11), the pairwise probability that $\tilde{\Omega}$ is incorrectly chosen when $\Omega$ was actually sent can be expressed as

$$P (\Omega \rightarrow \tilde{\Omega} | \Omega) = Pr (\Lambda (r, \Omega) < \Lambda (r, \tilde{\Omega}) | \Omega)$$

$$= Pr (\Lambda (r, \Omega) - \Lambda (r, \tilde{\Omega}) < 0 | \Omega)$$

$$= Pr (f < 0 | \Omega),$$

(5.17)

where

$$f = \left| Z_1 \right|^2 - \left| Z_2 \right|^2.$$

(5.18)

If the narrowband interference is assumed to be Gaussian which is an assumption
most often made, then $Z_1$ and $Z_2$ are Gaussian random variables. Using the characteristic function of $f$, we can express the probability (5.17) in terms of its characteristic function $G_f(t)$ as [24]

$$
Pr (f < 0) = \frac{-1}{2\pi} \int_{-\infty}^{\infty} \frac{G_f(t)}{t} dt,
$$

(5.19)

where $\varepsilon$ is a small positive number. In Section 5.7.1, we derive the following results which is a generalization of a result in [43]

$$
Pr (f < 0) = \frac{t_1}{t_1 + t_2} Q(a, b) + \frac{t_2}{t_1 + t_2} (1 - Q(b, a)),
$$

(5.20)

where

$$
\begin{bmatrix}
  a^2 \\
  b^2
\end{bmatrix} = \frac{2\left(\sigma_2^2|E(Z_1)|^2 + \sigma_1^2|E(Z_2)|^2 - 2Re(\gamma E(Z_1)(E(Z_2))^*)\right)}{(\sigma_1^2 + \sigma_2^2)^2 - 4|\gamma|^2}
$$

(5.21)

and

$$
\begin{bmatrix}
  t_1 \\
  t_2
\end{bmatrix} = \frac{\sqrt{(\sigma_1^2 + \sigma_2^2)^2 - 4|\gamma|^2 + (\sigma_1^2 - \sigma_2^2)}}{2(\sigma_1^2 + \sigma_2^2 - 4|\gamma|^2)},
$$

(5.22)

where $\sigma_i^2 = var(Z_i), i = 1, 2$, and $\gamma = E((Z_1 - E(Z_1))(Z_2 - E(Z_2)))$.

By use of (5.2) and (5.15)-(5.16), we have the following parameters for the signal transmitted in narrowband interference and AWGN.

$$
E(Z_1) = \sum_{k=0}^{N-1} \sqrt{2}Ae^{j\phi} s_k z_k^* + E \left\{ \sum_{k=0}^{N-1} z_k^* (J_k + n_k) \right\}
$$

$$
= N\sqrt{2}Ae^{j\phi}s_0,
$$

(5.23)
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\[ E(Z_2) = \sum_{k=0}^{N-1} \sqrt{2Ae^{i\phi}}s_k \tilde{z}_k^* + E\left\{ \sum_{k=0}^{N-1} \tilde{z}_k^* (J_k + n_k) \right\} = \delta \sqrt{2Ae^{i\phi}} s_0 \]  

(5.24)

\[ \sigma_1^2 = E\left\{ \left( \sum_{i=0}^{N-1} z_i^* (n_i + J_i) \right)\left( \sum_{j=0}^{N-1} \tilde{z}_j^* (n_j + J_j) \right) \right\} = N \sigma_0^2 + Z^T \Re Z^* \sigma_f^2 \]  

(5.25)

\[ \sigma_2^2 = E\left\{ \left( \sum_{i=0}^{N-1} \tilde{z}_i^* (n_i + J_i) \right)\left( \sum_{j=0}^{N-1} \tilde{z}_j^* (n_j + J_j) \right) \right\} = N \sigma_0^2 + \tilde{Z}^T \Re \tilde{Z}^* \sigma_f^2 \]  

(5.26)

and

\[ \gamma = E\left\{ \left( \sum_{i=0}^{N-1} z_i^* (n_i + J_i) \right)\left( \sum_{j=0}^{N-1} \tilde{z}_j^* (n_j + J_j) \right) \right\} = \delta \sigma_0^2 + \tilde{Z}^T \Re \tilde{Z}^* \sigma_f^2 \]  

(5.27)

where

\[ Z^T = \begin{bmatrix} z_0 & z_1 & \cdots & z_{N-1} \end{bmatrix}, \]

\[ \tilde{Z}^T = \begin{bmatrix} \tilde{z}_0 & \tilde{z}_1 & \cdots & \tilde{z}_{N-1} \end{bmatrix}, \]

\[ \delta = \sum_{k=0}^{N-1} z_k \tilde{z}_k^*, \]

and
In (5.28), \( \rho_j(\tau) \) is the normalized autocorrelation function of narrowband interference.

b). Coherent detection

From the decision rule (5.13), we have

\[
P(\Omega \rightarrow \tilde{\Omega} | \Omega) = Pr(\Lambda (\hat{r}, \Omega) < \Lambda (\hat{r}, \tilde{\Omega}) | \Omega)
\]

\[
= Pr(V < 0 | \Omega),
\]

where

\[
V = Re \left\{ \sum_{k=0}^{N-1} r_k (s_k^* - \tilde{s}_k^*) e^{-j\theta} \right\}.
\]  

(5.30)

Since \( V \) is a Gaussian random variable when \( J_k \) is assumed to be Gaussian, then the probability (5.29) can be expressed as

\[
P(\Omega \rightarrow \tilde{\Omega} | \Omega) = \frac{1}{2} \text{erfc} \left( \frac{E(V)}{2 \text{var}(V)} \right),
\]

(5.31)

where by using (5.2) and (5.30), the expected value and variance of \( V \) can be calculated as

\[
E(V) = \sqrt{2A} \left( N - \text{Re} \left( \sum_{k=0}^{N-1} s_k^* \tilde{s}_k^* \right) \right)
\]

(5.32)

and

\[
\text{var}(V) = \frac{1}{2} \xi_T^T \left( \sigma_0^2 I + \sigma_J^2 \Re \right) \xi^*,
\]

(5.33)

where \( \xi_T = (s_0 - \tilde{s}_0, \ldots, s_{N-1} - \tilde{s}_{N-1}) \) and \( \sigma_J^2 \) is the variance of \( J_k \).
5.3.2 Numerical Results and Remarks

To demonstrate performance variation due to extending the observation interval for detection from the conventional case to multiple symbol case, some numerical results based on the analysis in the preceding section are presented here. In computing these results, we have assumed that the narrowband interference is bandpass Gaussian with a power spectral density $S(f)$ given by

$$S(f) = \begin{cases} \frac{\sigma_j^2}{2f_j} & |f| \leq f_j/2 \\ 0 & \text{else} \end{cases}, \quad (5.34)$$

where $f_j$ is the bandwidth of the narrowband interference.

Figure 5.2 shows the bit error rate versus $E_b/N_f$ for binary DPSK (BDPSK) with different levels of background thermal noise characterized by $E_b/N_o$, where $E_b$ is the energy per information bit and $N_f$ is an equivalent interference spectral density defined so that the variance of $J_k$ in (5.2) has a form of $\sigma_j^2 = \frac{2N_f}{T}$ that is in parallel to $\sigma^2 = \frac{2N_0}{T}$ for AWGN. That is, $N_f = \sigma_j^2 T/2$. Note that, due to the equivalent lowpass notation used in (3.2.2), the actual narrowband interference power is $\sigma_j^2/2$. This implies that $\frac{E_s}{N_f} = \frac{E_s/T}{N_f/T} = \frac{\text{signal power}}{\text{interference power}}$, where $E_s$ is the energy per PSK symbol. For 4-ary DPSK (QDPSK), BER results are given in Figure 5.3. In these two figures, the normalized bandwidth of narrowband interference is set to 0.1. At the first sight, one may observe that as $N$ increases, BER performance improves due to a longer observation interval used in detection. For example, for BDPSK, extending the observation interval from $N=2$ to $N=4$, we have a gain (in $E_b/N_f$) against narrowband interference of approximately 8 dB at BER.
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$10^{-3}$ with $E_b/N_o = 8 dB$. The corresponding gain at $E_b/N_o = 10 dB$ is about 1 dB. With the same $E_b/N_o = 10 dB$ for QDPSK, the corresponding gain in $E_b/N_f$ is more than 2 dB which is higher than that for BDPSK. A closer look at these BER curves suggests that multiple symbol differential detection offers a larger gain in $E_b/N_f$ near error floors of BER curves. This is because multiple symbol differential detection can effectively reduce the effect of background noise which causes the error floors. Nevertheless, when the narrowband interference is dominant, the improvement offered by the straightforward use of multiple symbol detection is somewhat disappointing. This calls for alternative techniques one of which is proposed below and shows nearly complete rejection of narrowband interference under certain conditions.

The BER results for N-symbol coherent detection of binary PSK (BPSK) are given in Figure 5.4. It can be seen that in the coherent case, the direct use of N-symbol detection can NOT improve the BER performance. In fact, when the narrowband interference is dominant, the multiple symbol detection actually degrades the BER performance. Nevertheless, in the next section, we will show that the use of our proposed signalling scheme can drastically reduce the effect of narrowband interference and, therefore, significantly improve the BER performance.

Figure 5.5 and Figure 5.6 show the BER performance of multiple symbol detection as a function of the bandwidth of the narrowband interference for BDPSK and QDPSK, respectively. For coherent detection, the results are give in Figure 5.7. It can be clearly seen from all these three figures that the BER performance degrades as the bandwidth decreases, or as $f_jT \to 0$, namely, when narrowband interference approaches tone interference which is shown to be the worst interference. Figure 5.6 also shows that multiple symbol detection of QDPSK is more vulnerable to narrowband interference than that of BDPSK.
Figure 5.2 BER versus $E_b/N_f$ for $N$-symbol differential detection of BDPSK with $E_b/N_o = 8, 10 \, dB$
Figure 5.3 BER versus $E_b/N_f$ for $N$-symbol differential detection of QDPSK with $E_b/N_o = 8, 10$ dB
Figure 5.4 BER versus $E_b/N_f$ for $N$-symbol coherent detection of BPSK
Figure 5.5 BER versus $E_b/N_j$ for multiple symbol differential detection of BDPSK in narrowband interference of different bandwidth: $f_jT=0$, $1/3$, $2/3$, $1$. 
Figure 5.6 BER versus $E_b/N_f$ for multiple symbol differential detection of QDPSK in narrowband interference of different bandwidth: $f_jT=0$, $1/3$, $2/3$, $1$. 
Figure 5.7 BER versus $E_b/N_j$ for $N$-symbol coherent detection of BPSK in narrowband interference with different bandwidth $f_jT$. 

$E_b/N_0 = 15$ dB
5.4 New Signalling Scheme

In this section, a new signalling scheme is proposed to improve the effectiveness of multiple symbol detection against narrowband interference. As shown above, the tone interference is the worst case narrowband interference. Therefore, we start with this asymptotic case. Note that tone interference is random interference due to its random initial phase. But the interference parameters (initial phase value and tone amplitude) are constant over a period of time. This indeed represents a typical kind of interference whose parameters can be considered to be invariant over a relatively short period of time of interest, e.g., a small detection window, a hop in a slow frequency hop (SFH) system (refer to the next section for more details), etc. Our motivation here is to devise a signalling scheme so as to eliminate tone interference completely by taking advantage of its special characteristics, meanwhile, it can also offer strong resistance to narrowband interference.

5.4.1 Noncoherent MDPSK

If transmitted differential phases, \( \Omega = (\alpha_1, \ldots, \alpha_{N-1}) \), are all selected from a "good" signalling set as follows

\[
C = \left\{ \Omega = (\alpha_1, \ldots, \alpha_{N-1}) \mid 1 + \sum_{k=1}^{N-1} j^k \sum_{j=1}^{N-1} \alpha_j = 0 \right\}, \quad (5.35)
\]

then, noting \( J_k \) is invariant with \( k \) for tone interference, we have

\[
\sum_{k=0}^{N-1} s_k J_k = 0. \quad (5.36)
\]

Therefore from (5.8) we have,

\[
P(r | S) = \int_J p(r | S, J) dJ
\]
This means that the detection based on rule (5.11) is the maximum-likelihood detection in this case.

### 5.4.2 Coherent MPSK

Similarly, we can choose signals from the following "good" signalling set

\[ C = \left\{ \Omega = (\theta_0, \ldots, \theta_{N-1}) \left| \sum_{k=0}^{N-1} e^{j\theta_k} = 0 \right\} \right\}. \tag{5.38} \]

Then the detection based on the rule (5.13) is the maximum-likelihood detection.

Now \( \Omega \) should be chosen from the set of signal patterns which satisfy (5.35) and (5.38) for noncoherent and coherent case respectively. This is equivalent to employing a coding scheme which spans over multiple symbol intervals with objective of generating a spectral null at frequency of the signal carrier for suppression of the narrowband interference. We define the code rate \( R = \log_2(\text{the number of such signal patterns})/(K \log_2 M) \), where \( K \) is the number of \( M \)-ary information symbols corresponding to a length-\( N \) sequence which is equal to \( N \) for coherent MPSK and \( N-1 \) for non-coherent MDPSK. For \( M=2 \), Table 5.1 lists the number of such signal patterns and corresponding code rates for various \( N \). From Table 5.1, we can see that when \( N \) is too small, there is a significant coding rate loss. Therefore, \( N>4 \) is preferred for binary PSK. In general, for \( M>2 \), let \( A_{2n}(M) \) and \( B_{2n}(M) \) denote the numbers of such signal patterns for MDPSK and MPSK with length \( 2n \) respectively, then as shown in Section 5.7.2, they can be obtained from the iteration

---

1. As shown in Section 5.7.3, for \( M=4 \), it has the same code rates as \( M=2 \). Thus the table can also be used for \( M=4 \).
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<table>
<thead>
<tr>
<th></th>
<th>Noncoherent BDPSK</th>
<th>Coherent BPSK</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number. of signal patterns</td>
<td>code rate</td>
</tr>
<tr>
<td>odd</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>≈ 1/3</td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>≈ 3/5</td>
</tr>
<tr>
<td>8</td>
<td>35</td>
<td>≈ 5/7</td>
</tr>
<tr>
<td>$2n$</td>
<td>$\binom{2n}{n}$</td>
<td>$\log_2 \frac{\binom{2n}{n}}{2n-1}$</td>
</tr>
</tbody>
</table>

Table 5.1. Coding for binary PSK.

$$A_{2n} (2^k) = \sum_i \binom{2i}{2n-1} B_{2i} \left(2^{k-1}\right) A_{2\left(n-i\right)} \left(2^{k-1}\right)$$

$$B_{2n} (2^k) = \sum_i \binom{2i}{2n} B_{2i} \left(2^{k-1}\right) B_{2\left(n-i\right)} \left(2^{k-1}\right)$$

(5.39)

with $A_{2n} (2) = \binom{2n}{n}$ and $B_{2n} (2) = \binom{2n}{2n}$. When N is odd, the number of signal patterns is 0. Moreover, we can show the following proposition holds for the proposed code, which suggests that to avoid significant coding rate loss, a longer encoding interval can be used.

**Proposition 5.1:**

The code given by (5.35) and (5.38) are asymptotically non-redundant, i.e., the code rate $R \to 1$, as $N \to \infty$.

**Proof:** See Section 5.7.3 for detail. ■

The code rates versus N for different M are shown in Figure 5.8. It shows that the code rate decreases with increasing M. Thus for a larger M, a longer observation interval is needed to avoid a significant coding rate loss.

In Figure 5.9-Figure 5.11, computational results are given to show the performance
improvement thanks to our proposed signalling or coding scheme. Table 5.2 lists the signalings used for our computational results. In Figure 5.10 and Figure 5.11, for the sake of comparison and demonstration of the superiority of our new signalling/coding scheme, we also include BER performance for soft decision-decoded (7,4) Hamming code which is the perfect code of a length comparable to our signalling sequence length (N=6). As expected, the good signalling set offers a very strong resistance to narrowband interference, even in the coherent case, when narrowband interference is dominant. Moreover, as seen from Figure 5.11, e.g., for f_T = 0.1, performance of soft decision decoded (7,4) Hamming code which has complexity comparable to our proposed N=6 scheme is about 8dB inferior at BER of, say, 10^{-4}. Consequently, additional complexity required to attain these extra 8dB coding gain can obviously be rather high. In Figure 5.10, it is interesting to note that using (7,4) Hamming code results in a better performance at large E_b/N_f. This is because that when the channel approaches AWGN channels the BER performance is mainly decided by the minimum distance of codes. Clearly, the proposed code has minimum distance of 2, while (7,4) Hamming code yields a minimum distance of 3.

Table 5.2. Signalling for binary PSK. (N=6)

<table>
<thead>
<tr>
<th>BDPSK</th>
<th>BPSK</th>
</tr>
</thead>
<tbody>
<tr>
<td>01110</td>
<td>011010</td>
</tr>
<tr>
<td>01011</td>
<td>001011</td>
</tr>
<tr>
<td>01001</td>
<td>001101</td>
</tr>
<tr>
<td>11010</td>
<td>001110</td>
</tr>
<tr>
<td>11101</td>
<td>010011</td>
</tr>
<tr>
<td>11111</td>
<td>010101</td>
</tr>
<tr>
<td>10101</td>
<td>010110</td>
</tr>
<tr>
<td>10111</td>
<td>011001</td>
</tr>
</tbody>
</table>

2. In BDPSK, we assume the differential phase for “0” is 0, and for “1” is π.
3. For the sake of illustration, we just randomly choose 8 out of all possible patterns. However, one may attain a better performance by selecting these patterns optimally.
Figure 5.8 Code rate for different $N$ and MDPSK.
Figure 5.9 BER versus $E_b/N_f$ for multiple symbol differential detection of BDPSK with the use of the proposed signaling scheme for $N=6$. 
Figure 5.10 BER versus $E_b/N_f$ for multiple symbol coherent detection of BPSK with the use of the proposed signaling scheme for $N=6$, where $E_b/N_0=5$ dB.
Figure 5.11 BER versus $E_b/N_f$ for multiple symbol coherent detection of BPSK with the use of the proposed signaling scheme for $N=6$. 

(7,4) Hamming code with soft decision decoding

multiple symbol coherent detection with the proposed signaling scheme
5.4.3 Frequency Offset

From a practical point of view, it appears too ideal to assume that the central frequency of the narrowband interference coincides with the signal carrier frequency. Let us now consider the situation where there is an angle frequency offset, denoted by \( \Delta \omega \), between them which is known through estimation or otherwise. For the reason explained earlier, we focus on the asymptotic case, i.e. the case with tone interference. Now, we have

\[ J_k = J e^{j k \Delta \omega T} \]  

which suggests that we need modify our signalling scheme given in the previous subsections. For our use here, we define addition between a scaler and a vector as

\[ \eta + (\alpha_1, \ldots, \alpha_{N-1}) = (\alpha_1 + \eta, \ldots, \alpha_{N-1} + \eta) \]  

and addition of two vectors as

\[ (\eta_0, \ldots, \eta_{N-1}) + (\theta_0, \ldots, \theta_{N-1}) = (\eta_0 + \theta_0, \ldots, \eta_{N-1} + \theta_{N-1}) \]  

We now can modify the signaling set as follows

for noncoherent MDPSK:

\[ C = \Delta \omega T + C \]  

for coherent MPSK:

\[ C' = (0, \Delta \omega T, \ldots, \Delta \omega T(N-1)) + C. \]  

It is noted that while transmitted phases or differential phases are now not necessarily a multiple of \( \frac{2\pi}{M} \), the pairwise difference between two phase sequences remains unchanged, which is most important and desirable from the error performance point of view. For MDPSK, (5.43) shows that all differential phases are skewed by the same constant. If we somehow wish to see the transmitted phases or differential phases to be a multiple of \( \frac{2\pi}{M} \), we can do the following approximation.
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Note that, for any $\Delta \omega T$, there exists a factor $\frac{d}{L_0}$, where $L_0 = 2^n$ with $n$ to be a non-negative integer and $d$ to be odd, that satisfies

$$\left| \Delta \omega T - \frac{2d\pi}{L_0} \right| < \varepsilon,$$  \hspace{1cm} (5.45)

where $\varepsilon$ represents a small approximation error. Thus, without loss of generality, we only consider such a frequency offset, $\Delta \omega T = \frac{2d\pi}{L_0}$. We then can modify the signalling set as in (5.43) and (5.44) with $\frac{2d\pi}{L_0}$ replacing $\Delta \omega T$ there, for $M \geq L_0$. If $M < L_0$, the transmitted phases or differential phases will simply be a multiple of $\frac{2\pi}{L_0}$.

In all these cases, (5.36) holds. Obviously, the code rate of $C'$ is the same as that of $C$. It is therefore seen that our signalling scheme can be easily modified to accommodate the frequency offset. For the simplicity of presentation, we omit the frequency offset in the rest of the chapter.

5.5 Application to SFH/DPSK

5.5.1 Performance in Worst Case Jamming

In addition to its wide use in anti-jamming communications[15][8], slow frequency hopped differential phase shift keying (SFH/DPSK) is also very attractive for commercial applications where cost effectiveness is an important consideration in selection of a spread spectrum technique. Improving the performance of SFH/DPSK in various kinds of interference has been the subject of much recent research. It has been found that, under worst case jamming, even when low rate error-control coding and ideal interleaving are employed, the error performance is still disappointing[47]. In this section, we consider the performance of SFH/DPSK under narrowband jamming when the multiple symbol dif-
ferential detection and the proposed signalling scheme are employed. We consider the

More general case of narrowband jamming than merely tone jamming which has been usually considered in the literature for simplicity. We focus on binary DPSK as an example. The system model considered is shown in Figure 5.12. A block of $k$-bit information is used to select a sequence of $N-1$ differential phases based on our proposed signalling scheme. Each differential phase sequence then generates DPSK signal which is transmitted over one hop at the frequency controlled by the FH pattern. The received signal is subject to the background noise modeled as AWGN and narrowband jamming optimized by the jammer. Since our concern is the anti-jam performance of the proposed system, the performance is measured by the worst case BER and compared with the conventional differential detection scheme in which the received differential phase is determined by the difference of only two successively received phases.

Suppose the signal is hopped over $L$ frequencies and jammed with probability $\rho$.

---

4. Here we use the word "jamming" instead of interference to emphasize that jamming can be optimized against communications, thus leading to the worst case interference.
At each jammed frequency, there is narrowband jamming of power $\sigma_j^2/2$. With a total jamming power $J$ available, the number of jammed frequency slots is

$$Q = \frac{J}{\sigma_j^2/2} = \frac{J\beta}{A},$$

(5.46)

where $A$ is the signal power and $\beta = \frac{A}{\sigma_j^2/2}$, i.e., power ratio of signal to jamming at a jammed frequency. Suppose $T_b$ is the bit period and $R = T/T_b$ where $T$ is the PSK symbol period.

Then we have the following equation,

$$\rho = \frac{Q}{L} = \frac{J\beta/A \cdot \frac{1}{T}}{L \cdot \frac{1}{T}} = \frac{\beta}{RE_b/N_j},$$

(5.47)

where $E_b$ is the signal energy per bit and $N_j$ is the equivalent broadband jamming power spectral density given by

$$N_j = \frac{J}{L \cdot \frac{1}{T}},$$

(5.48)

which generalizes the definition given in Section 5.3.2 for $L=1$.

Thus, the average error probability over the entire frequency band is

$$P = (1 - \rho) \times P_{AWGN} (E_b/N_0) + \rho \times P_J (E_b/N_0, \rho R (E_b/N_j)),$$

(5.49)

where $P_{AWGN} (E_b/N_0)$ is the BER when only AWGN (characterized by $E_b/N_0$) is present, and $P_J (E_b/N_0, \rho R (E_b/N_j))$ is the BER when both system background noise (AWGN characterized by $E_b/N_0$) and narrowband jamming (characterized by $\beta$ or $E_b/N_j$) are present. For simplicity, we assume, as an approximation, that $\rho$ is continuous.

Then the best strategy for jammer (worst case for communicator) is to choose $\rho^*$ to maxi-
5.5.2 Computational Results

In this section, selected numerical results are presented for SFH/DPSK. Since the system under study involves a number of parameters such as $E_b/N_o$, $E_b/N_j$, $f_j T$, we can only show results for certain values of these parameters in order to illustrate their influences on system performance. Here, no attempt is made to provide an exhaustive study of all possible combinations of parameter values.

Figure 5.13 and Figure 5.14 show the BER performance of binary DPSK in tone jamming and AWGN. The worst case BER is plotted as a function of signal-to-noise ratio, $E_b/N_o$, for different signal-to-jamming ratio, $E_b/N_j$, in Figure 5.13, and as a function of the signal-to-jamming ratio, $E_b/N_j$, for different signal-to-noise, $E_b/N_o$, in Figure 5.14, respectively. From these figures, we can see that the proposed system can completely reject the tone jamming. The BER performance does not vary appreciably with the $E_b/N_j$.

Figure 5.15 gives the worst case BER versus $E_b/N_j$ under narrowband jamming of different bandwidths. It shows that when the bandwidth of the narrowband jamming is narrow enough, (e.g. $f_j T=0.1$), at least 5 dB gain in $E_b/N_j$ can be obtained at a BER $10^{-3}$ for $E_b/N_o=10$ dB. In Figure 5.15, we can also see that increasing the bandwidth of jamming will result in a degradation in the performance of the proposed system. This forces the jammer to deviate from the otherwise most powerful narrowband jamming waveform, namely, tone jamming. In other words, in the jamming-antijam game, the proposed narrowband interference rejection scheme offers the communicator a powerful strategy to establish a new equilibrium in his favor.
Figure 5.13 Worst case BER versus $E_b/N_o$ for the proposed system with $N=6$ and the conventional system in tone jamming ($f_jT=0$) for various $E_b/N_j$ and AWGN.
Figure 5.14 Worst case BER versus $E_b/N_f$ for $E_b/N_0 = 7, 8, 9, 10$ (dB) in tone jamming and AWGN.
Figure 5.15 Worst case BER versus $E_b/N_0$ for the proposed system with $N=6$ and the conventional system in narrowband jamming and AWGN.
5.6 Summary

In this chapter, we have considered multiple-symbol detection for MPSK in narrowband interference. A new signalling scheme which offers strong resistance to narrowband interference has been proposed. It has been shown that when multiple symbol detection is employed with the proposed signalling scheme, we can significantly enhance the system robustness against narrowband interference, especially tone jamming which is otherwise the worst case interference. Specifically for SFH/DPSK, the worst case BER performance can be dramatically improved. While the proposed signalling scheme can be viewed as a coding scheme, its implementation is significantly simpler than other error correction coding schemes which might offer the same performance with complexity that might be prohibitively high.

5.7 Detailed Derivations

5.7.1 Derivation of (5.20)-(5.22).

We now evaluate the probability of $Pr\left(\left|Z_1\right|^2 < \left|Z_2\right|^2\right)$ for complex Gaussian random variables $Z_1$ and $Z_2$ with arbitrary variances, means and covariance.

Define

$$f = \left|Z_1\right|^2 - \left|Z_2\right|^2.$$  \hspace{1cm} (5.50)

Then we express it in the form of matrix

$$f = U^* F U$$  \hspace{1cm} (5.51)

where superscripts "*" and "T" denote complex conjugate and matrix transpose respectively and

$$U = \begin{bmatrix} Z_1 \\ Z_2 \end{bmatrix}, \quad F = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}.$$  \hspace{1cm} (5.52)
Since $f$ is a quadratic form of Gaussian random variables, its pdf (probability density function) is not an elementary function. Its characteristic function is given by [26]

$$G_f(t) = \frac{\exp\left(jt(U)^*^T F (I-2jtR^*F)^{-1} \langle U \rangle^T \right)}{\det(I-2jtR^*F)}$$  \hspace{1cm} (5.53)

where $\langle \cdot \rangle$, $I$ and $\det()$ denote expected value, identity matrix and determinant, respectively, and

$R = \frac{1}{2} \langle (U - \langle U \rangle)^* (U - \langle U \rangle)^T \rangle.$  \hspace{1cm} (5.54)

Thus, we can express the probability in terms of its characteristic function $G_f(t)$ [24] as

$$Pr(f < 0) = \frac{-1}{2\pi t} \int^{\infty +j\varepsilon}_{-\infty +j\varepsilon} \frac{G_f(t)}{t} dt,$$  \hspace{1cm} (5.55)

where $\varepsilon$ is a small positive number.

Denote

$$\sigma_i^2 = \text{var}(Z_i), \ i = 1, 2,$$

$$U_i = \langle Z_i \rangle, \ i = 1, 2,$$ and

$$\gamma = \langle (Z_1 - \langle Z_1 \rangle)^* (Z_2 - \langle Z_2 \rangle) \rangle.$$  \hspace{1cm} (5.56)

We have

$$R = \frac{1}{2} \begin{bmatrix} \sigma_1^2 & \gamma \\ \gamma^* & \sigma_2^2 \end{bmatrix}.$$  \hspace{1cm} (5.57)

Thus

$$G_f(t) = \frac{1}{t^2 \left( \sigma_1^2 \sigma_2^2 - |\gamma|^2 \right) - j t \left( \sigma_1^2 - \sigma_2^2 \right) + 1} \times$$
Express the exponential function in the form

$$\exp \left( -K_1 + \frac{jK_2}{t + jt_1} + \frac{jK_3}{t - jt_2} \right)$$  \hfill (5.59)

where $t_1$ and $t_2$ are the roots of $t^2 \left( \sigma_1^2 \sigma_2^2 - |\gamma|^2 \right) - jt \left( \sigma_1^2 - \sigma_2^2 \right) + 1 = 0$, and therefore,

$$\begin{bmatrix} t_1 \\ t_2 \end{bmatrix} = \frac{\sqrt{\left( \sigma_1^2 + \sigma_2^2 \right)^2 - 4|\gamma|^2 + \left( \sigma_1^2 - \sigma_2^2 \right)}}{2 \left( \sigma_1^2 \sigma_2^2 - |\gamma|^2 \right)} \hfill (5.60)$$

Then a conformal transformation is made from the $t$-plane onto the $z$-plane via the change in variable

$$z = \frac{t_1}{t_2} \times \frac{t - jt_2}{t + jt_1}. \hfill (5.61)$$

Define

$$a^2 = \frac{2}{\left( \sigma_1^2 + \sigma_2^2 \right)^2 - 4|\gamma|^2} \left( \sigma_1^2 |U_1|^2 + \sigma_2^2 |U_2|^2 - 2Re \left( \gamma U_1 U_2^* \right) \right) - \frac{\sqrt{\left( \sigma_1^2 + \sigma_2^2 \right)^2 - 4|\gamma|^2 - \left( \sigma_1^2 - \sigma_2^2 \right)^2 \left( |U_1|^2 - |U_2|^2 \right)}}{\left( \sigma_1^2 + \sigma_2^2 \right)^2 - 4|\gamma|^2}, \hfill (5.62)$$

$$b^2 = \frac{2}{\left( \sigma_1^2 + \sigma_2^2 \right)^2 - 4|\gamma|^2} \left( \sigma_1^2 |U_1|^2 + \sigma_2^2 |U_2|^2 - 2Re \left( \gamma U_1 U_2^* \right) \right) + \frac{\sqrt{\left( \sigma_1^2 + \sigma_2^2 \right)^2 - 4|\gamma|^2 + \left( \sigma_1^2 - \sigma_2^2 \right)^2 \left( |U_1|^2 - |U_2|^2 \right)}}{\left( \sigma_1^2 + \sigma_2^2 \right)^2 - 4|\gamma|^2}.$$
where $\Gamma$ is a circular contour enclosing the origin with radius less than unity.

It can be further simplified by use of the following relations which can be proved easily:

\[
\frac{1}{2\pi j} \int_\Gamma \frac{1}{p} \exp\left(\frac{a^2}{2p} + \frac{b^2}{2p}\right) = Q(a, b) \exp\left(\frac{a^2 + b^2}{2}\right),
\]

\[
\frac{1}{2\pi j} \int_\Gamma \frac{p}{1-p} \exp\left(\frac{a^2}{2} + \frac{b^2}{2p}\right) = Q(a, b) \exp\left(\frac{a^2 + b^2}{2}\right) - I_0(ab)
\]

and $Q(a, b) + Q(b, a) = 1 + \exp\left(\frac{a^2 + b^2}{2}\right)I_0(ab)$,

where $I_0(x)$ is the zeroth order modified Bessel function of the first kind and $Q(x, y)$ is the Marcum's Q-function.

Therefore, it follows that

\[
Pr\left(|Z_1|^2 < |Z_2|^2\right) = \frac{t_1}{t_1 + t_2} Q(a, b) + \frac{t_2}{t_1 + t_2} (1 - Q(b, a)).
\] (5.64)

As a special case when $\sigma_1^2 = \sigma_2^2 = \sigma^2$,

\[
Pr\left(|Z_1|^2 < |Z_2|^2\right) = \frac{1}{2} \left[1 - Q(b, a) + Q(a, b)\right],
\] (5.65)

where

\[
\begin{bmatrix}
  a^2 \\
  b^2
\end{bmatrix} = \frac{1}{2\sigma^2} \left[\frac{|U_1|^2 + |U_2|^2 - 2Re(\rho U_1 U_2^*)}{1 - |\rho|^2} \pm \frac{|U_1|^2 - |U_2|^2}{\sqrt{1 - |\rho|^2}}\right]
\]

(5.66)

and

\[
\rho = \frac{Y}{\sigma^2},
\] (5.67)

which is a result in [43].
5.7.2 Derivation of (5.39)

We start our derivation from the following Lemma.

**Lemma 5.1:**

Let \( f(x) \in \mathbb{Z}[x] \) and

\[
 f(x) = g_1(x^2) + xg_2(x^2),
\]

where \( \mathbb{Z}[x] \) denotes the ring of polynomials in the variable \( x \) with integer coefficients, \( g_1(x^2) \) and \( xg_2(x^2) \) are the polynomials which contain the items with even and odd power of \( x \), respectively. Then,

\[
 x^{2m} + 1 \mid f(x) \quad \text{if only if} \quad x^m + 1 \mid g_1(x) \quad \text{and} \quad x^m + 1 \mid g_2(x).
\]

where \( a \mid b \) denotes that \( a \) is a divisor of \( b \).

**Proof:**

If \( f(x) \) is divided by \( x^{2m} + 1 \), then

\[
 \exists h(x) \in \mathbb{Z}[x], \quad \text{and} \quad f(x) = \left( x^{2m} + 1 \right) h(x). \tag{5.68}
\]

Write \( h(x) \) in the form of

\[
 h(x) = h_1(x^2) + xh_2(x^2), \tag{5.69}
\]

where \( h_1(x), h_2(x) \in \mathbb{Z}[x] \).

Substituting (5.69) into (5.68), it follows

\[
 f(x) = g_1(x^2) + xg_2(x^2) = \left( x^{2m} + 1 \right) h_1(x^2) + x\left( x^{2m} + 1 \right) h_2(x^2), \tag{5.70}
\]

which implies that

\[
 g_1(x^2) = \left( x^{2m} + 1 \right) h_1(x^2) \quad \text{and} \quad g_2(x^2) = \left( x^{2m} + 1 \right) h_2(x^2).
\]

Thus, we have

\[
 x^m + 1 \mid g_1(x) \quad \text{and} \quad x^m + 1 \mid g_2(x).
\]
Conversely, it is obvious. ■

Now, we derived the iteration (5.39).

In MPSK, the transmitted phase have $M$ discrete values, typically given by

$$\theta = \frac{2\pi i}{M}; \quad i = 1, 2, \ldots, M.$$  \hfill (5.71)

Denote

$$\alpha = \exp\left(\frac{j 2\pi}{M}\right).$$

Clearly, (5.38) is equivalent to choosing $k_i; \ i=0, 1,\ldots, N-1$ so that

$$\sum_{i=0}^{L-1} \alpha^k_i = 0.$$  \hfill (5.72)

In other word, (5.72) can be expressed in terms of a polynomial of $\alpha$ with integer coefficients as

\[ f(\alpha) = 0, \]  \hfill (5.73)

where $f(x) \in Z[x]$.

Therefore, we have

\[ f(\alpha) = f_1(\alpha^2) + \alpha f_2(\alpha^2) = 0. \]  \hfill (5.74)
Since $\alpha$ is a root of the irreducible polynomial $x^{M+1}$, thus,

$$x^M + 1 | f(x).$$

From Lemma 5.1, we have

$$f_1(\alpha^2) = 0; \quad f_2(\alpha^2) = 0; \quad (5.75)$$

$$2|f_1(1), f_2(1). \quad (5.76)$$

If we partition the MPSK constellation into two sets as follows, (see Figure 5.16 for an example)

$$C_0 = \{ \alpha^{2i}; i = 0, 1, \ldots M/2 - 1 \} \quad \text{and} \quad C_1 = \{ \alpha^{2i+1}; i = 0, 1, \ldots M/2 - 1 \}.$$  

Clearly, $C_0$ is the constellation of $M/2$PSK. Therefore, (5.74) and (5.76) imply that the construction of signalling (5.38) can be completed by choosing $2i$ symbols from $C_0$ and $2(n-i)$ from $C_1$. Furthermore, (5.75) suggests that the symbols chosen from $C_0$ is also a "good" signalling for $M/2$PSK with length of $2i$, i.e., satisfies (5.38) with $N=2i$, and the symbols chosen from $C_1$ is a "good" signalling for rotated $M/2$PSK with length of $2(n-i)$. Consequently, the number of "good" signalling patterns, $B_{2n}(M)$, can be calculated as

$$B_{2n}(M) = \sum_i C_{2n}^{2i} B_{2i}(M/2) B_{2(n-i)}(M/2).$$

The results for MDPSK can be derived similarly.

### 5.7.3 Proof of Proposition 5.1

First, we show the following inequalities which will be used in our proof.

$$\binom{n+1}{2} < \binom{2n}{n+1} < 2^n, \quad (5.77)$$

where $\lfloor x \rfloor$ denotes the largest integer less than or equal to $x$.

Since $C_{2n-1}^n = \frac{(2n-1)(2n-2)\ldots2\cdot1}{n!(n-1)!}$. 

\[ \frac{((2n-1)(2n-3)\ldots3 \cdot 1) ((2n-2)(2n-4)\ldots4 \cdot 2)}{n!(n-1)!} = \frac{2^{n-1}((2n-1)(2n-3)\ldots3 \cdot 1)}{n!}, \]

and using the fact

\[ (2n-1)(2n-3)\ldots3 \cdot 1 > (2n-2)(2n-4)\ldots2 = 2^{n-1}(n-1)! \]  \hspace{1cm} (5.78)

and

\[ (2n-1)(2n-3)\ldots3 \cdot 1 < (2n)(2n-2)\ldots4 \cdot 2 = 2^n n! , \]  \hspace{1cm} (5.79)

we have

\[ \frac{2^{2n-2}}{n} < C_{2n-1}^n < 2^{2n-1}. \]  \hspace{1cm} (5.80)

Similarly, we have

\[ \frac{2^{2n-1}}{n} < C_{2n}^n < 2^{2n}. \]  \hspace{1cm} (5.81)

Now we are ready to prove that as \( n \to \infty, R \to 1 \) for any \( M = 2^k \).

A). \( M=2 \)

Since \( A_{2n}(2) = C_{2n-1}^n \),

using (5.80), we have

\[ \frac{(2n-2) - \log n}{2n-1} < \frac{\log C_{2n-1}^n}{2n-1} < 1. \]

Therefore, by noting \( \frac{(2n-2) - \log n}{2n-1} \to 1 \) as \( n \to \infty \),

we have \( R_{\text{DPSK}} \to 1 \) as \( n \to \infty \).

Similarly we can prove \( R_{\text{PSK}} \to 1 \).

B). \( M>2 \)
To show the rate $R \to 1$ as $n \to \infty$, we first show the following inequalities by induction on $k$ (i.e. $M$).

\[
\frac{2^k(2n-1) - a(k)}{n^{k-1}} < A_{2n}\left(2^k\right) < 2^k (2n-1) ; \quad k > 1
\]

\[
\frac{2^k (2n) - b(k)}{n^{k-1}} < B_{2n}\left(2^k\right) < 2^k (2n) ; \quad k > 1
\]

where $A_{2n}\left(2^k\right)$ and $B_{2n}\left(2^k\right)$ are given in (5.39); $a(k)$ and $b(k)$ are given by the iteration

\[
a(k+1) = a(k) + b(k) + 1
\]

\[
b(k+1) = 2b(k) + 1
\]

with $a(2) = b(2) = 2$.

i). $k=2$, i.e. $M=4$

\[
A_{2n}(4) = \sum_i \binom{n}{2n-1-i} \binom{2n-i}{2n-i-1} = \sum_i \frac{(2n-1)!}{i! \cdot i! \cdot (n-i)! \cdot (n-i-1)!}
\]

\[
= \binom{n}{2n-1} \sum_i \binom{n-i}{n-i} = \left(\binom{n}{2n-1}\right)^2.
\]

Similarly, we have

\[
B_{2n}(4) = \left(\binom{n}{2n}\right)^2.
\]

Thus, using (5.77), we have

\[
\frac{2^{2(2n-1)} - 2}{n^2} < A_{2n}(4) < 2^{2(2n-1)}
\]

and

\[
\frac{2^{2(2n)} - 2}{n^2} < B_{2n}(4) < 2^{2(2n)}.
\]

ii). As the induction hypothesis, suppose that (5.82) is true for $k$. Then for $k+1$, by the iteration (5.39), we have
\[ A_{2n}\left(2^{k+1}\right) = \sum_i C_{2n-1}^{2i} B_{2i}(2^k) A_{2(n-i)}(2^k) \]

\[ > \sum_i C_{2n-1}^{2i} \frac{2^{k(2i)}}{i^{2i-1}} \frac{2^{k(2n-2i-1)}}{(n-i)^{2i-1}} \quad \text{(by induction assumption)} \]

\[ > \frac{2^{k(2n-1)} - (a(k) + b(k))}{n^{2k}} \sum_i C_{2n-1}^{2i} = \frac{2^{k(2n-1)} - (a(k) + b(k))}{n^{2k}} 2^{2n-2} \]

\[ = \frac{2^{(k+1)(2n-1)} - a(k+1)}{n^{2k}}. \]

Similarly, we have \( A_{2n}\left(2^{k+1}\right) < 2^{(k+1)(2n-1)} \)

and

\[ \frac{2^{(k+1)(2n-1)} - b(k+1)}{n^{2k}} < B_{2n}\left(2^{k+1}\right) < 2^{(k+1)(2n)} . \]

Therefore, by induction on \( k \), we have proven (5.82). From (5.82), it is easy to show that

\[ R_{DPSK} = \frac{\log A_{2n}(M)}{(2n-1) \log M} \to 1 \]

and

\[ R_{PSK} = \frac{\log B_{2n}(M)}{2n \log M} \to 1 \quad \text{as } n \to \infty. \]

Thus, from A) and B), we have proven that,

for any \( M = 2^k \), \( R \to 1 \); as \( n \to \infty. \)
Chapter 6

Conclusions

In this chapter, a brief summary of results described in previous chapters is given, and suggestions for further research are made.

6.1 Summary of the Dissertation

This dissertation focused on analysis and cancellation of narrowband interference in wireless systems.

In Chapter 2, a novel method has been presented for determination of the general probability distribution of the differential phase between two random variables. The phase characteristics function has been defined and its properties have been studied.

In Chapter 3, an general expression has been derived for the probability distribution of a DPSK signal corrupted by tone interference and AWGN. It takes the previous results of Simon[11] and Pawula, Rice and Roberts[33] as special cases. Subsequently, we have investigated the performance of a general uncoded SFH/DPSK under partial-band multitone jamming. It has been observed that, without fading, the signaling schemes may affect the performance of SFH/DPSK under tone jamming and the choice of the best signaling scheme is dependent upon $M$. For example, different binary DPSK signalling can results a degradation in performance of approximately 2.4 dB at a BER of $10^{-3}$ and $E_b/N_o=28$dB. Based on the analysis on jamming strategies, we concluded that, to obtain a scheme which is robust against jamming tones with a deliberate frequency offset, DPSK signalling design should be carried out carefully. Furthermore, we have demonstrated that for BDPSK, the band single tone jamming is more effective than band multi-
tone, however, for QDPSK, the effectiveness of single tone jamming will depend on $E_b/N_f$. These results can provide the basis for signalling design in practical system implementation.

In Chapter 4, a further study of SFH/DPSK under tone interference and fading has been presented. First, we have described fading channel models which are of interests in this research. Based on these channel models, the performance of SFH/DPSK under tone interference has been evaluated in detail for different fading environments. It has been shown that, in fading, we can not expect performance improvement due to different signalling schemes. However, when the signal is subject to light fading, properly chosen signalling schemes are shown to be robust against jamming tone with a deliberate frequency offset. When the signal channel approaches deep fading (i.e., without LOS), the effect of frequency jitter is negligible.

In Chapter 5, we have proposed a new technique for rejection of narrowband interference based on multiple symbol detection of coherent or differential phase shift keying (PSK). We first show that the direct use of multiple symbol detection offers a poor performance when narrowband interference is dominant. Our proposed technique employs a special signalling or vector coding scheme which is shown to be optimum against narrowband interference under certain conditions. We then have evaluated its BER (bit error rate) performance in both narrowband interference and AWGN (additive white Gaussian noise) which may model the background noise. A significant improvement in BER performance has been found. Finally, we have applied our proposed technique to a slow frequency hopped differential PSK system which is suitable for high speed spread spectrum communications such as wireless LAN (local area network). It has been shown that even in the worst case narrowband interference, our proposed technique can offer a significant gain in the power ratio of signal to narrowband interference.

### 6.2 Suggestions for Further Work

Relevant research suggested as follows may be further pursued in the future.
Chapter 6. Conclusions

In addition to the narrowband interference analyzed in this dissertation, co-channels interference is also a common concern in wireless communications, especially in a mobile cellular environment. Clearly, Chapter 2 also provides a promising tool for analysis of such kind of interference. Furthermore, this study can be extended to performance analysis of other phase-shift keying modulation schemes, such as differential detection of GMSK which has been used as a modulation standard in pan-European GSM system.

As shown in Chapter 4, frequency selective fading can drastically degrade the system performance by introducing inter-symbol interference (ISI). Therefore, for the system where high data rate is required, equalization should be employed to eliminate ISI. Moreover, on account of the time-varying characteristics of wireless channels, some sophisticated adaptive equalization techniques, e.g. blind equalization, should be investigated in the future research.

In Chapter 5, a new signalling scheme has been proposed for rejection of narrowband interference. If we rewrite the decision metric of (5.10) and (5.13) as follows

$$\left| \sum_{k=0}^{N-1} \left( s_k e^{j\phi} + n_k \right) s^*_k + \sum_{k=0}^{N-1} J_k s^*_k \right|;$$

$$\text{Re} \left\{ \sum_{k=0}^{N-1} \left( s_k + n_k e^{-j\phi} \right) s^*_k + \left( \sum_{k=0}^{N-1} J_k s^*_k \right) e^{-j\phi} \right\}. \quad (6.2)$$

Clearly, the items caused by the narrowband interference $J_k$ can be considered as the responds of signals passing a narrowband filter with coefficients $J_k$. This suggests that purpose of signalling design is no more than to form certain special spectrum shape. Therefore, a class of coding techniques for spectral shaping of data[45] can be investigated for suppression of narrowband interference.

Furthermore, it has been shown that our new signalling scheme is powerful in its ability to reject narrowband interference. Nevertheless, it is not designed for error correction in general. This suggests that some error-control codes can be concatenated with such a signalling scheme to further improve the system performance.
Moreover, it was stated in Chapter 5 that, to avoid a significant coding rate loss, a longer observation interval is needed to make a multi-symbol decision, especially for a larger M. Since the complexity of demodulation increases drastically as the observation interval increases, research on the implementation of multiple symbol detection is necessary.
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Appendix A

Useful Integrals and formula

1. Weber’s second exponential integral

\[
\int_0^\infty e^{-\frac{t^2}{2}} J_0(at) J_0(bt) \, t \, dt = \frac{1}{p^2} \exp \left( \frac{a^2 + b^2}{2p^2} \right) I_0 \left( \frac{ab}{p^2} \right),
\]

where \( J_0(x) \) is the Bessel function and modified Bessel function of the first kind of order zero, and \( I_0(x) \) is the modified Bessel function of the first kind of order zero.

2. Hankel Exponential integral (which is a special case of (A.1))

\[
\int_0^\infty t e^{-\frac{t^2}{2}} J_0(at) \, dt = \frac{1}{p^2} \exp \left( \frac{a^2}{2p^2} \right).
\]

3. Generalisation of the Weber-Schafheitlin integral

\[
\int_0^\infty J_1(at) J_0(bt) J_0(ct) \, dt = \begin{cases} 
0; & a^2 < (b \pm c)^2 \\
\frac{1}{a}; & a^2 > (b \pm c)^2 \\
\frac{1}{\pi a} \arccos \frac{b^2 + c^2 - a^2}{2bc}; & \text{otherwise}
\end{cases}
\]

4. Weber’s infinite integral,

\[
\int_0^\infty J_\nu(t) t^{-(\nu+1)} \, dt = \frac{\Gamma \left( \frac{1}{2\mu} \right)}{2^{\nu+1} \Gamma \left( \nu - \frac{1}{2} \mu + 1 \right)}.
\]

5. Definition of Marcum’s Q-function
Appendix A

\[ Q(a, b) = \int_b^\infty x \exp \left( \frac{x^2 + a^2}{2} \right) I_0 (ax) \, dx. \]  
(A.5)

6. Some special values of Marcum's Q-function

\[ Q(a, 0) = 1; \quad Q(0, b) = \exp \left( \frac{b^2}{2} \right). \]  
(A.6)

7. Neumann's formula

\[ J_0 \left( \sqrt{x^2 + y^2 - 2xy \cos \theta} \right) = \sum_{r = -\infty}^{\infty} J_r (x) J_r (y) \cos (r \theta), \]  
(A.7)

where \( J_r (x) \) is the Bessel function of the first kind of order \( r \).

8. Basic relation between the Bessel function and modified Bessel function of the first kind.

\[ I_n (z) = \begin{cases} 
\frac{\pi n^i}{2} J_n (iz) & \quad -\pi < \arg z < \frac{\pi}{2} \\
\frac{\pi n^i}{2} J_n (-iz) & \quad \frac{\pi}{2} < \arg z < \pi 
\end{cases}. \]  
(A.8)

9. Basic relation between Marcum's Q-functions \( Q(a,b) \) and \( Q(b,a) \)

\[ Q(a, b) + Q(b, a) = 1 + \exp \left( \frac{a^2 + b^2}{2} \right) I_0 (ab). \]  
(A.9)

10.

\[ \frac{d}{dz} \{ z^{-\nu} J_\nu (z) \} = -z^{-\nu} J_{\nu+1} (z). \]  
(A.10)

11.

\[ \int \frac{1}{a + b \cos \theta} \, d\theta = \frac{2}{\sqrt{a^2 - b^2}} \arctan \left( \frac{(a-b) \tan \frac{\theta}{2}}{\sqrt{a^2 - b^2}} \right); \quad a^2 > b^2. \]  
(A.11)
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List of Acronyms

AWGN  additive white Gaussian noise
BER   bit error rate
BDPSK binary differential phase shift-keying
BPSK  binary phase shift-keying
CW    continuous wave
DS    direct sequence
FFH   fast frequency hopping
GSM   Global system for Mobile
ISI   intersymbol interference
ISM   industrial, scientific and medical
LAN   local area network
LOS   line-of-sight
MDPSK M-ary differential phase shift-keying
MFSK  M-ary frequency shift-keying
ML    maximum-likelihood
MPSK  M-ary phase shift-keying
NBI   narrowband interference
PCS   personal communication services
QDPSK quaternary differential phase shift-keying
SFH   slow frequency hopping
SS    spread spectrum