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It is shown that structural design optimization based on the linear analysis for structures with intrinsic geometric nonlinearites may lead to structural failure.

Finally, application of the group theoretic approach in structural optimization of geometrical nonlinear symmetric structures under system stability constraint has been investigated. It has been demonstrated that structural optimization of nonlinear symmetric structures using the group theoretic approach is computationally efficient and excellent agreement exists between the full space and the reduced subspace optimal solutions.
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NOMENCLATURE

The principal symbols used in the thesis are listed below.

Roman Letters

A Cross-sectional area of the element
A_i Cross-sectional area of the i^{th} element or member
A Vector of cross-sectional area of the elements
\bar{A} Lower bound on the vector of cross-sectional area
B Strain-displacement matrix
C Compatibility matrix
D Differential operator
d Vector of displacement function
E Elasticity matrix
E Modulus of elasticity
F Vector of element forces
F_\text{d} Vector of statically determinate element forces
F_r Vector of redundant element forces
f General representation of the objective function
G Flexibility matrix
g Vector of constraints
H Hessian matrix
I Identity matrix
i_s, i_d and i_f Number of stress, displacement and frequency constraints.
K System tangent stiffness matrix
k Element tangent stiffness matrix
K_E System linear stiffness matrix
K_G System geometric stiffness matrix
k_E Element linear stiffness matrix
\( k_G \)  
Element geometric stiffness matrix

\( k_{D1} \)  
Element displacement geometric stiffness (first order)

\( k_{D2} \)  
Displacement geometric stiffness matrix (second order)

\( k_c \)  
Element stress stiffness matrix

\( k_{oc} \)  
Element classical stress stiffness matrix

\( k^e \)  
Element stiffness matrix in global coordinates

\( K_r \)  
Reduced system tangent stiffness matrix

\( L_i \)  
Length of the \( i \)th element or member

\( L_{0i} \)  
Unreformed length of the \( i \)th element or member

\( L \)  
Lagrangian

\( l_x, l_y, l_z \)  
Direction cosines

\( M \)  
System mass matrix

\( M_r \)  
Reduced system mass matrix

\( m \)  
Element mass matrix

\( m \)  
Number of displacement degrees of freedom

\( m_r \)  
Reduced number of degrees of freedom

\( n \)  
Number of force degrees of freedom

\( n_a \)  
Number of active members in adaptive structures.

\( N \)  
Shape function

\( P \)  
Vector of external nodal forces

\( P_{ref} \)  
Reference load vector

\( P' \)  
Vector of the nodal resultant member forces at time step \( t \)

\( \Delta P \)  
Out-of-balance force vector

\( P_r \)  
Reduced external nodal load vector

\( Pr \)  
Projection matrix

\( Q \)  
Equilibrium matrix

\( R \)  
Rotation matrix

\( Rot \)  
3\times3 rotation matrix

\( Ref \)  
3\times3 reflection matrix

\( r \)  
Number of redundancy
\( S \)  
Combined equilibrium and compatibility matrix

\( S_G \)  
Symmetric group

\( s^v \)  
Direction vector in each iteration \( \nu \)

\( S_f \)  
Scale factor

\( T \)  
Orthogonal representation of the symmetric group on \( \mathbb{R}^{m \times m} \)

\( t \)  
Time step in nonlinear analysis

\( U \)  
Total nodal displacement vector

\( U_i, \bar{U}_i \)  
\( i^{th} \) constrained nodal displacement and its allowable limit value

\( \Delta U \)  
Vector of increment in nodal displacements

\( u \)  
Element nodal displacement vector

\( u, v, w \)  
Displacement functions in the \( x, y, z \)-directions, respectively

\( U_r \)  
Total nodal displacement vector in reduced sub-space problem

\( U \)  
Total potential energy

\( V \)  
Kinetic energy

\( W \)  
External work

\( W' \)  
Complementary work

\( X \)  
General representation of the design variable vector

\( X, Y, Z \)  
Global coordinate system

\( x, y, z \)  
Element or local coordinate system

**Greek Letters**

\( \alpha \)  
Load factor parameter at time step \( t \)

\( \alpha_{cr} \)  
Critical buckling load factor

\( \beta \)  
Step size parameter

\( \delta \)  
Variation

\( \varepsilon \)  
Strain vector

\( \varepsilon_D \)  
Displacement convergence tolerance

\( \varepsilon_F \)  
Out-of-balance convergence tolerance

\( \varepsilon_E \)  
Energy convergence tolerance
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \eta )</td>
<td>Adjoint vector</td>
</tr>
<tr>
<td>( \varphi )</td>
<td>Vector corresponds to the angles of the active members</td>
</tr>
<tr>
<td>( \lambda )</td>
<td>Lagrange multiplier</td>
</tr>
<tr>
<td>( \nu )</td>
<td>Iteration number for optimization</td>
</tr>
<tr>
<td>( \theta )</td>
<td>Angle of rotation</td>
</tr>
<tr>
<td>( \rho )</td>
<td>Density</td>
</tr>
<tr>
<td>( \sigma )</td>
<td>Stress vector</td>
</tr>
<tr>
<td>( \sigma_i, \sigma_{\bar{i}} )</td>
<td>( i^{th} ) constraint stress and its allowable limit value</td>
</tr>
<tr>
<td>( \tau )</td>
<td>Impulse</td>
</tr>
<tr>
<td>( \omega_i, \omega_{\bar{i}} )</td>
<td>( i^{th} ) constrained frequency and its allowable limit value</td>
</tr>
<tr>
<td>( \Delta )</td>
<td>Vector of element deformations</td>
</tr>
<tr>
<td>( \Phi )</td>
<td>Symmetry modes</td>
</tr>
<tr>
<td>( \Pi )</td>
<td>Virtual strain energy</td>
</tr>
<tr>
<td>( \Pi' )</td>
<td>Complementary virtual potential energy</td>
</tr>
<tr>
<td>( \Theta )</td>
<td>Basis eigenvector of the projection matrix</td>
</tr>
<tr>
<td>( \mathbb{R}^{m \times m} )</td>
<td>Space of ( m \times m ) dimensional matrices</td>
</tr>
</tbody>
</table>

**Acronyms**

- **DM** Displacement Method
- **FM** Force Method
- **FUD** Fully Utilized Design
- **FSD** Fully Stresses Design
- **FMCE** Force Method based on Complementary Energy
- **GTA** Group Theoretic Approach
- **IFM** Integrated Force Method
- **MP** Mathematical Programming technique
- **OC** Optimality Criterion technique
- **SFM** Standard Force Method
- **SQP** Sequential Quadratic Programming method
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Chapter 1

INTRODUCTION

1.1 Problem Statement and Motivation

Structural optimization is an important field in engineering with a strong foundation on continuum mechanics, structural finite element analysis, computational techniques and optimization methods. Research in structural optimization of linear and geometrically nonlinear problems using the force method has not received appropriate attention by the research community. The objective of the present thesis is to present a comprehensive and complete investigation on structural analysis and optimization of linear and nonlinear problems using the finite element method.

1.2 State of the Art

The concept of structural optimization is not new, but the development of structural optimization as a nonlinear, equality or inequality constrained, mathematical programming problem has a relatively short history. Most research in structural optimization has been carried out for linear problems using the displacement method. A few of the excellent published review papers on structural optimization include the articles by Sheu and Prager [1], Niordson and Pierson [2], Venkayya [3], Krishnamoorthy and Mosi [4], Hafika and Prasad [5], Schmit [6,7], Vanderplaatsand [8] and Grandhi [9].

In 1869, Maxwell [10] published a landmark paper on pin-jointed frameworks and this work is considered to be an important contribution to the theory of optimal structures. Michell [11] extended Maxwell’s work and investigated the design of minimum weight, stress-constrained, pin-jointed frameworks subjected to a single load condition.

With the advent of the simplex method [12] for solving linear programs, structural optimization advanced in the area of structural systems with the development of the digital computer and the finite element method. In 1960, Schmit [13] posed the structural
optimization problem as a nonlinear, inequality-constrained mathematical programming problem. Mathematical programming algorithms require the evaluation of the objective, constraint functions and their gradients, and in turn this requires a complete structural analysis each time the design variables are modified.

The primary difficulty with the mathematical programming algorithms is the evaluation of large numbers of functions, constraints and constraint gradients that requires a complete finite element analysis each time the design variables are modified. Sander and Flurry [14] pointed out that the number of structural analysis increases with the number of design variables. Since the cost of a single analysis for a large dimension structure is significant, numerical optimization was not computationally feasible. Frind and Wright [15] and Pappas [16] concluded that the mathematical programming methods were not suited to the structural optimization problem because of the heavy computational burden and the large number of structural re-analyses required.

At about the same time, as the mathematical programming approach to structural optimization was looked upon as impractical; the optimality criteria method emerged as a workable alternative. Optimality criteria methods are capable of providing solutions to large-scale problems while requiring fewer structural analyses than the mathematical programming methods. In the optimality criteria approach, a set of conditions are derived which must be satisfied at the optimum. These conditions are used to derive a recursive redesign procedure that derives the current design towards that which satisfies the optimality criterion. The stress ratio method is derived from a very special type of optimality criterion, namely the fully stressed design criterion. Here, the conditions of optimality are such that each member must be fully stressed in at least one load condition. The stress ratio formula is designed to resize the member so that the optimality criterion is satisfied. The method cannot handle constraints on global behavior quantities like displacements, although the fully stressed design can be scaled up uniformly to satisfy any violated displacement constraints. Furthermore, the method does not necessarily converge to the optimum design, especially when materials with different mass densities and stress limits are used, as Fleury [17] pointed out. Also, in some cases, the method diverges. Despite these disadvantages, the method has enjoyed widespread use. Wright et
al [18-20] have used the technique for plane frames to generate a design which is reasonably close to the optimum. Iserb [21] and Svanberg [22] have also used the fully stressed design criterion for the design of three-dimensional beam structures.

A more powerful optimality criterion has been derived by invoking the Karush-Kuhn-Tucker (KKT) conditions of mathematical programming. Optimality criteria methods based on KKT conditions have been developed primarily for structures, which can be modeled with truss, membrane, and shear panel elements. These elements are characterized by element stiffness matrices which are proportional to their transverse dimensions (cross-sectional area for trusses and thickness for membranes and shear panels). Khot. [23] has developed the optimality criterion for these types of structures subjected to stress and displacement constraints. The virtual load technique was used to generate explicit constraint approximations to the actual stress and displacement constraints.

The central problem in the optimality criteria methods involves calculating the Lagrange multipliers. Numerous techniques for calculating the Lagrange multipliers have been presented by Dobbs and Nelson [24], Khan, Willmert, and Thonton [25], Khot, Berke, and Venkayya [26], Allwood and Chung [27], and Tabak and Wright [19]. Templeman [28] has pointed out that the optimality criteria methods indirectly minimize the weight by using a recurrence relation which forces the design towards that which satisfies the optimality criterion, in contrast to the direct approach of mathematical programming methods where the optimum is sought blindly by some pure numerical search.

However, the outlook for the mathematical programming approach did not deter researchers from attempting to improve the situation. Schmit and Farshi [29] and Schmit and Miura [30-32] recognized that the application of mathematical programming techniques to structural optimization presented the following problems: too many independent design variables, too many behavior constraints, and too many structural analyses. In the context of structural optimization, "too many" meant more than necessary to generate a practical optimum design. Instead of condemning the mathematical programming approach, Schmit and Muira [33] contended that it was the blind combination of mathematical programming techniques and finite element structural
analysis programs that led to these difficulties. Schmit and his co-workers sought to alleviate these problems by introducing several approximation concepts such as: design variable linking, constraint deletion, and explicit approximation of constraints. Design variable linking reduced the number of independent design variables by making groups of elements linearly dependent upon a single generalized design variable. Design variable linking can also be used to impose structural symmetry and to reduce the number of design variables when the number of finite elements used to model a structure exceeds the actual number of structural components, which can be independently sized. Constraint deletion procedures can be used to temporarily ignore behavior constraints, which would have no influence in the upcoming design step. Finally, Schmit and his co-workers proposed to reduce the number of structural analyses by employing explicit constraint approximations. These are generated using first order Taylor series expansions in the generalized reciprocal design variable to approximate the behavior constraints. The selection of first order Taylor series approximations in the reciprocal design variables is motivated by the fact that for statically determinate structures modeled with elements in which the element stiffness matrix is proportional to the transverse element size and the element stresses are dependent upon nodal displacements only (for example, trusses, membranes, and shear panels), the stress and displacement constraints are strictly linear in the reciprocal design variables. Thus, stress and displacement constraints will also be linear in reciprocal design variables. For moderately statically indeterminate structures, using the reciprocals of the design variables proved to be a useful device in making the constraints more linear [34,35].

A common disadvantage present in the algorithms discussed so far is their inability to distinguish local and global minima. Many structural design problems have several local minima, and depending on the starting point, these algorithms may converge to one of these local minima. The simplest way to check for a better local solution is to restart the optimization from randomly selected initial points to check if other solutions are possible. However, for problems with a large number of variables, the possibility of missing the global minimum is high unless an impractically large number of optimization runs are performed. Simulated annealing [36] and genetic algorithms [37] have emerged more recently as tools ideally suited for optimization problems where global minimum is
sought. In addition to being able to locate near global solutions, these two algorithms are also powerful tools for problems with discrete-valued design variables. Both algorithms are based on naturally observed phenomena and their implementation calls for the use of a random selection process that is guided by probabilistic decisions. Elperin [38] applied the simulated annealing technique to the design of a ten-bar truss problem where member cross-section dimensions were to be selected from a set of discrete values. Kincaid and Padula [39] used it for minimizing the distortion and internal forces in a truss structure. A 6-story 156-member frame structure with discrete valued variables was considered by Balling and May [40]. Optimal placement of active and passive members in a truss structure was investigated by Chen et al. [41] to maximize the finite-time energy dissipation to achieve increased damping properties. The first application of a genetic algorithm to a structural design problem was presented by Goldberg and Samtani [42] who applied it to the 10-bar truss weight minimization problem. Hajela [43] used genetic search for several structural design problems. Rao et al. [44] addressed the optimal selection of discrete actuator locations in actively controlled structures via genetic algorithms as well.

The more recent works in structural optimization include the homogenization method, pioneered by Bendsoe [45] in 1995, and the evolutionary structural optimization technique proposed by Xie and Steven [46] in 1997. These methods have proved to be successful in generating optimum topologies for continuum structures.

### 1.3 Structural Optimization and the Finite Element Force Method

The concepts of equilibrium of forces and compatibility of deformations are fundamental to analysis methods for solving problems in structural mechanics. The underlying principle behind the equilibrium equations is force balance. The equilibrium equations, expressed in terms of forces, are sufficient to calculate member forces for statically determinate structures. However, equilibrium equations are not sufficient to solve general structural analysis problems, as they have to be augmented by the compatibility conditions. In other words, equilibrium equations are indeterminate in nature, and
determinacy for a continuum is achieved by adding the compatibility conditions. Two theoretical approaches, the force and the displacement methods, have been developed to analyze indeterminate structures and these are the foundations of the analytical mechanics.

Clebsch [47] noticed that, if the equilibrium equations are written in terms of nodal displacements, the number of equations and the displacement unknowns are identical. With that observation the displacement method was born, but it was not useful because there was no practical way to solve the potentially large number of simultaneous equations by hand, except perhaps by relaxation methods.

A more useful method was introduced by Maxwel [47], who proposed cutting redundant members and introduced unknown redundant forces at the cuts. The remaining determinate structure was solved for both applied and redundant loads in order to obtain the internal forces and the relative displacements at the cuts for all the load systems. Because the equilibrium equations for determinate trusses essentially represent a triangular system of equations, their solution is easily obtained. Next, in order to re-establish compatibility, the analyst sets up simultaneous equations that express the conditions at which the relative displacements due to the external loads are closed by the redundant loads. The solution of these equations yields the redundant force, and superposition of the two sets of internal loads gives the final solution. This method is known as the Standard Force Method (SFM). This method became the analysis method of choice for generations of engineers, as the number of simultaneous equations was usually small for the truss structures studied. With the advent of the digital computer, the displacement method became practical and amenable to computer automation in the form of the stiffness method.

A structure in the force method of analysis can be designated as structure \((n, m)\), where \((n, m)\) are the force and displacement degrees of freedoms \((\text{fod}, \text{dof})\), respectively. The \(n\) component force vector \(\mathbf{F}\) must satisfy the \(m\) equilibrium equations along with \(r = (n - m)\) compatibility conditions. If \(n = m\), the structure is determinate and its analysis is trivial. The emphasis here is on the analysis of indeterminate structure for
which $n > m$. There are at present two force formulations, the Standard (or classic) Force Method (SFM) and the Integrated Force Method (IFM). Both the SFM and IFM use the same equilibrium equations. The elemental equilibrium matrices for bar and beam elements can be obtained from the direct force balance principle [48]. For continuous structures, such as plates or shells, very few equilibrium matrices are reported in the literature [47,49]. The equilibrium matrix is a $(m \times n)$ banded rectangular matrix, which is independent of the material properties and design parameters of the indeterminate structure $(n, m)$. For finite element analysis this matrix is assembled from elemental equilibrium matrices. The equilibrium matrices for the plate flexure problem have been given by Przemieniecki [47] and Robinson [49]. Przemieniecki generated the matrix for a rectangular element in flexure from direct application of the force balance principle at nodes. Robinson utilized the concept of virtual work to derive the matrix for a rectangular plate element in flexure. The generation of the compatibility conditions is the most cumbersome part of the SFM. In SFM first equilibrium equation is satisfied and then using compatibility conditions, the $r$ redundant forces will be obtained.

In the classical force method, the compatibility conditions are generated by splitting the structure $(n, m)$ into a determinate basis structure $(m, m)$ and $r$ redundant members. The compatibility conditions are written in the redundant members by establishing the continuity of deformations between the $r$ redundant members and the basis structure $(m, m)$ for the external loads, thus the redundant members are the primal variables of the compatibility conditions in the SFM. This procedure was originally developed by Navier [50] for the analysis of indeterminate trusses. Prior to the 1960’s, the basis structure and redundant members were generated manually. In the post-1960’s, several schemes have been devised to automatically generate redundant members and the basis determinate structure [51-56], however with limited success.

Patnaik [57-64] developed the IFM method. In IFM, the compatibility matrix is obtained by extending St. Venant’s principle of elasticity strain formulation to discrete structural mechanics [65-68]. Both equilibrium equations and compatibility conditions are satisfied simultaneously. The compatibility conditions are generated without any recourse to redundant members and the basis determinate structure.
Commercial finite element programs are based on the displacement method and very few investigations have been reported in structural optimization using the finite element force method. The displacement method is an efficient approach, however for stress-displacement constraint, it loses its advantages for size optimization when the number of stress constraints are larger than the displacement constraints and for topology optimization when the structural strength is the primary design concern. Additionally, when the structure is not highly redundant i.e. the number of redundant elements is lower than the displacement degrees of freedom \((r < m)\), analysis through the force method is more efficient than the displacement method. Application of available force method techniques to structural optimization is limited to size optimization in truss structures under stress and displacement constraints with small design variables.

The application of the integrated force method to structural optimization problems was first proposed by Patnaik [69-72]. However, the automation of the force method is the main obstacle in the application of force method in the structural optimization, nevertheless the IFM has provided automation for simpler structures.

### 1.4 Nonlinear Finite Element Method in the Structural Optimization

The finite element literature is vast and it is well documented in many text books [73-77]. A number of element and solution methods have been developed for the analysis of structures exhibiting nonlinear behavior. Total Lagrangian and updated Lagrangian have been successfully implemented in many commercial and research codes [78,79], to predict the nonlinear behavior. In the total Lagrangian approach, all variables are referred to the reference configuration while in the updated Lagrangian they are referred to the last known configuration. A co-rotational (or convected coordinates) approach [80-82] has been used to solve large rotation /small strain problems. This approach is based on the simple decomposition of the total displacements into a rigid body and a strain-producing component. The earliest paper on nonlinear finite element analysis appears to be that by Turner et al. [83] which dates from 1960. For genuine geometric non-linearity, 'incremental' procedures were originally adopted by Turner et al. [83] and Argyris
using the 'geometric stiffness matrix' in conjunction with an updating of coordinates and, possibly, an initial displacement matrix. A similar approach was adopted with material non-linearity.

Unfortunately, the incremental approach can lead to an unquantifiable build-up of error. To counter this problem, the Newton-Raphson iteration was used by Mallet and Marcel and Oden. A modified Newton-Raphson procedure was also recommended by Oden, Haisler et al. and Zienkiewicz. In contrast to the full Newton-Raphson method, the stiffness matrix was not continuously updated in the modified Newton-Raphson procedure. Acceleration procedures were also considered. The concept of combining incremental (predictor) and iterative (corrector) methods was introduced by Brebbia and Connor and Murray and Wilson who thereby adopted a form of 'continuation method'.

In stability problems, standard finite element procedures allow the nonlinear equilibrium path to be traced until a point just before limit point, but at this stage the iterations will probably fail. Several procedures have been used by different investigators to overcome this difficulty. Zienkiewic suggested a form of the displacement control method. Haisler et al. used it by partitioning the stiffness matrix. A simplified displacement control method has been introduced by Batoz and Dhatt where one of the displacement components is incremented at each time step and the solution is iterated. Arc-length methods and automatic time stepping procedures are among the more sophisticated techniques available today for post buckling solution.

Rosen and Schmit investigated the optimization of truss structures having local and system geometric imperfections. They developed an approximate analysis for imperfect truss elements. Though the analysis procedure considered geometric stiffness effects, it did not allow for large displacements of the nodal points. The optimization was carried out by a Sequence of Unconstrained Minimization Technique (SUMT) algorithm based on the penalty function method. It was shown that small imperfections affect the optimum design considerably and lead to optimum designs with material distributions distinctly different from those obtained when imperfections are ignored.
Teixeira de Freitas [106] presented an interesting and rather general formulation of the structural synthesis problems for elastic truss structures. The formulation considered large displacements and nonlinear force displacement relations to account for the initial imperfections. The problem was posed in the combined space of the design variables as well as the static and kinematics variables. The general mathematical problem was reduced to an incremental one, by using incremental equilibrium and compatibility relations. A perturbation based solution procedure was suggested to solve the resulting mathematical programming problem. The use of the perturbation procedure, with the help of the equality constraints, resulted in eliminating all the variables in the problem except the design variables (member size). This procedure is equivalent to solving a weight minimization problem for each load increment.

Khot [107] described an optimality criterion method for finding the minimum weight design of space trusses subject to system stability constraints. Linear stability analysis was carried out during the optimization process. The resulting optimum designs were analyzed using incremental nonlinear analysis, with the load control technique, to account for geometric nonlinearities. Constraints were specified to ensure that the eigenvalues associated with all critical buckling modes are either equal or separated by a specified factor. The effect of specified geometric imperfections on the optimum design was also studied. It was concluded that a nonlinear analysis should be considered when optimizing structures subject to system stability constraints.

Kamat et al. [108-110] studied optimization of shallow trusses and arches. In the first paper, two special cases were considered, a two-bar shallow truss and a four-bar shallow space truss. An explicit relation for the critical load was obtained in terms of design variables and then maximized subject to a given volume, analytically. It was shown that optimized trusses satisfy the constant-strain energy density criteria and the problem of maximization of the critical load, for a fixed volume, is the dual of the problem of minimization of the weight for a given critical load. Numerically, two different solution strategies were used. The first was a mathematical programming approach in which, the equality constraint was used to eliminate one of the design variables. Powell's conjugate directions algorithm for unconstrained minimization was used to solve the resulting
unconstrained problem. The second approach used an optimality criterion, requiring a uniform strain energy density in all the elements. In the second paper, a simple method based on mathematical programming technique was used to maximize the critical load of an arch subjected to a constant volume constraint. It was demonstrated that for very low-rise arches, which exhibit symmetrical limit point instability, the optimality criterion reduces to that of a uniform strain energy density. Finally, they showed that there is a duality between the minimum weight design for a specified critical load and the volume constrained design for a maximum critical load. In the third paper, the calculation of the sensitivity derivatives of the critical load parameter using the ad joint method was introduced for the arch problem. However, this method is based on the implicit differentiation of equilibrium equations and the Hessian of the total potential energy, making it computationally expensive.

Methods for obtaining optimum designs of truss structures, while guarding against instability and considering geometric nonlinearities, were presented by Khot and Kamat [111] based on the optimality criterion approach. A recurrence relation, based on equal strain energy density in all the members, was used to develop an algorithm. The nonlinear critical load was determined by finding the load level at which the Hessian of the potential energy ceases to be positive definite. Kamat and Raungasilasingha [112] also studied the optimum design of truss structures by addressing the problem of maximizing the critical load of shallow space trusses of given configuration and volume. A sequential quadratic programming method was used to solve the resulting mathematical program. Sensitivity derivatives of the critical load parameters were developed through implicit differentiation of the nonlinear equilibrium equations.

Levy and Perng [113] studied the optimal design of trusses subject to system stability requirements by considering equality constraints in which the lowest buckling load factor was set equal to a specified buckling load factor. A two-phase iterative procedure of analysis and redesign was proposed for the stability optimization problem. Phase one utilizes an incremental technique up to the point of instability and phase two utilizes a recurrence relation based on optimality criteria for redesign. The derivation of the
recurrence relation was made for the linear stability problem. The need for nonlinear type solutions was demonstrated for the problems investigated.

An integrated approach in structural optimization with geometric nonlinearity was introduced by Smaui and Schmit [114,115]. They used this approach to determine the minimum weight design of dome-truss structures with and without geometric imperfections. In the integrated approach, design and response quantities were considered as independent variables and the equilibrium equations for the finite element model were considered as equality constraints. The advantage of this approach is that the nonlinear structural analysis and the optimization are merged in a single process. The resulting integrated problem was solved directly using the generalized gradient projection approach. It was found that the algorithm was able to detect and guard against system as well as element stability, without having to explicitly impose the system stability constraint.

Wu and Arora [116,117] implemented optimization and sensitivity calculations into a nonlinear finite element analysis code. Stress, strain, displacement and buckling constraints were considered. After nonlinear analysis for a specified base load, linear buckling analysis was implemented to estimate the nonlinear buckling load.

Carduso and Arora [118,119] presented a variational approach for calculating design sensitivity information for nonlinear structural analysis using the reference volume and the adjoint structure concept.

Choi and Santos [120,121] presented a design sensitivity analysis procedure based on the virtual work for nonlinear structural systems. The incremental virtual work equations were implicitly differentiated to obtain the sensitivity derivatives.

Haftka [122] used the integrated approach for design optimization of structures that require nonlinear analysis. In his approach, the optimization process begins with a linearized structural response, and the amount of nonlinearity is increased, as one gets closer to the optimum design. The procedure was demonstrated on two truss problems subject to stress and minimum gauge constraints. It was found that the analysis cost required for the design could be reduced close to that of a single nonlinear analysis.
Orozco and Ghattas [123] compared the efficiency of simultaneous (integrated) approach with the traditional approach of nesting the analysis and design phases for geometrically nonlinear structures. It was shown that when projected Lagrangian methods are used, the simultaneous method is computationally more efficient than the nested, when the sparsity of the Jacobian matrix is exploited.

Saka [124] presented optimal design of space trusses beyond the elastic limit. The nonlinear load-deflection relationships of members were used and approximated from the nonlinear stress-strain diagrams of the members both in tension and compression by linear segments. Each segment was used to represent the changes in the axial stiffness of the member. This made it possible to predict the post critical behavior of the members as the load increases. The nonlinear response of the truss was employed by optimality criteria technique to update the variables in every design step. It was noticed from the numerical examples solved that most of the computation time was used in the nonlinear analysis routine.

Saka and Ulker [125] considered optimum design of geometrically nonlinear space trusses with displacement, stress and cross-sectional area constraints. It was shown that the consideration of nonlinear behavior of the space trusses in their optimum design makes it possible to achieve further reduction in the overall weight.

Lin et al. [126] studied weight optimization of nonlinear truss structures with static response under displacement, stress and cross sectional area constraints. The incremental finite element procedure was used for structural analysis and the linear approximation concept, using reciprocal variables, was used for optimization. Both geometric and material nonlinearities were considered. It was concluded that the optimal volume of a structure with geometric nonlinearities can be less than the optimal volume in the absence of geometric nonlinearities. It was found that with a small limitation for displacement constraints, the effect of geometric nonlinearity can be neglected. However if the larger tolerance for displacement constraints is applied, the effect of geometric nonlinearities can become evident.
Levy [127] considered optimization of a two-bar truss structure subject to nonlinear stability constraints analytically. It was shown that the optimal design for nonlinear stability exhibit for both nonshallow and shallow trusses require equal cross-sectional areas for high unsymmetries.

Levy [128] also considered inequality constraints in which the lowest buckling load factor should be equal to or greater than a specified buckling load factor. He considered linear stability constraints for which he defined a generalized eigenvalue problem. Orozco and Ghattas [129] presented a Sequential Quadratic Programming method based on reduced Hessian matrix for simultaneous analysis and design of nonlinearly behaving structures and compared it with the conventional nested analysis and design methods.

The present literature review presents the state of the art in structural analysis and optimization and it provides a platform for further development of a comprehensive study carried out in this thesis where issues, concerns and shortcomings are addressed and solutions are proposed.

1.5 Present Work

The present thesis constitutes a comprehensive study in the area of structural analysis and optimization. Development of new analysis methods, optimization algorithms and their integration into a structural analysis and optimization tool to study linear and nonlinear structural problems are among the most important contributions of this thesis.

Relatively few investigations have been reported in the literature on formulation and application of the finite element force method in structural optimization. Here, a structural analysis technique using the finite element force method based on the complementary strain energy (FMCE) is introduced. Similar to the SFM and the IFM, the FMCE uses the same equilibrium equations. However, the compatibility conditions in the FMCE are satisfied through the complementary energy [130]. The Gauss elimination technique has been employed successfully to automatically generate a basis determinate structure and redundant members for truss and frame type structures. The advantages of
the FMCE and the IFM in optimization of structures with low redundant members have been studied.

The application of the force method to study structures with small redundancies has proved to be computationally more efficient than the displacement method. The formulation is developed for static analysis and is compared to the classical force method and the more recent integrated force method. An efficient approach based on single-value-decomposition technique has been developed to generate the compatibility matrix in the integrated force method for truss and beam structures. Application of the force method in size structural optimization problems (minimizing the weight of the structure with size design variables) with displacement and stress constraints and topology structural optimization problems (maximizing the structural strength with geometry design variables) are considered and are extended to structural problems with frequency constraints. Efficient computer codes have been developed for size and topology structural optimization of linear problems under stress, displacement, frequency and geometric constraints. Furthermore, the application of the integrated force method in topology optimization of adaptive structures under dynamic load is investigated. Also, a new force method based on the complementary Hamilton principle (compatibility dynamic equation) has been formulated for frequency analysis.

In nonlinear analysis, the nonlinear finite element method based on the force and the displacement control techniques is considered. An efficient approach is formulated to account for the effect of element imperfections. A strategy has been formulated and implemented for calculating the limit load and sensitivity of the limit load using the information obtained from nonlinear buckling analysis based on the displacement method. Effect of different geometry stiffness matrices on final optimum solution has been investigated.

In optimization, optimization algorithms based on optimality criterion technique have been developed and their accuracy compared to that of the SQP technique.

In structurally symmetric problems, the introduction of the Group Theoretic Approach (GTA) to the field of structural optimization allows the reduction in the number of
degrees of freedom resulting in considerable computational savings. The GTA is used in conjunction with the nonlinear finite element based on the displacement control method to obtain the limit load, post buckling behavior of structures and optimization of geometrical nonlinear problems under system stability constraints.

1.6 Thesis Organization

The present thesis contains six chapters. Chapter 1 introduces the problem under investigation and the motivation. A historical perspective to the field of structural analysis and optimization is presented with the most important and relevant contributions to the field to date, with an in-depth review on the linear and nonlinear finite element analysis, the displacement and the force methods and their applications in structural optimization. The chapter concludes by identifying the most important and relevant contributions of the present study and the layout of the monogram.

Chapter 2 presents the general formulations for the classical (standard) force and the integrated force methods. Next, the new force method formulation based on the complementary energy is introduced and its merit and limitations are compared with the classical and integrated force methods. Towards the end of the chapter, the extension of the force method to dynamics is addressed and a new impulse method for frequency analysis is introduced.

Chapter 3 introduces the nonlinear finite element analysis. First, a general formulation for the nonlinear structural analysis is introduced. Next, the energy and the perturbation methods are used to obtain the geometric stiffness matrices based on stress or displacement arguments. Then, the solution of the nonlinear finite element equations based on the force control and displacement control techniques are presented. Also, the nonlinear buckling analysis using the finite element analysis based on the displacement control technique and the strategy for capturing the limit load are also introduced and discussed. Finally, the nonlinear finite element analysis of symmetric problems using the Group Theoretic Approach is investigated.
Chapter 4 pertains to the optimization aspects of the research. First, optimization statements are mathematically formulated for size and geometry optimization and the solution procedures are presented and discussed. Finally, the optimization algorithm based on the optimality criterion technique is formulated and applied to nonlinear structural problems.

Chapter 5 contains a large array of numerical benchmark tests and examples to illustrate, evaluate and verify the application of the proposed formulations and methodologies in structural analysis and optimization. The numerical simulations are classified into the following categories: (i) structural size optimization under stress and displacement constraints; (ii) structural size optimization under frequency constraints, (iii) structural size optimization under stability constraints, and (iv) structural geometry optimization. For geometry optimization, the concept of adaptive structures is introduced and a truss structure with active elements is optimized for varying static and dynamic loading conditions.

Finally, Chapter 6 concludes with a synthesis of the most important findings and contributions of the present investigation and various recommendations are put forward for future work.
Chapter 2

FORCE METHOD FORMULATIONS

2.1 Introduction

The force method of analysis is based on the equations of equilibrium expressed in terms of the element forces. For particular and simple structures, these equations are sufficient to determine all the forces and subsequently the element stresses and displacements. Such structures are said to be *statically determinate*. However, for general and complex structures, the number of element forces exceeds the number of available equations of equilibrium, and the structure is said to be *statically indeterminate* (or redundant). For such cases, the equations of equilibrium are insufficient to obtain solutions for the element forces, and therefore additional equations are required. These additional equations are in the form of compatibility conditions on displacements. In Chapter 2, the general formulations of the standard (classical) force and integrated force methods are presented. Next, the development of the formulation for the force method based on the *complementary strain energy* is introduced. The advantages and limitations of the three methods are discussed and a comparison of the force and displacement methods is carried out. At the end of the chapter, the application of the force method in frequency and dynamic problems is studied, and in this context, a new methodology based on the impulse technique is introduced for calculation of the natural frequencies.

2.2 The Standard Force Method (SFM)

The standard (classical) force method is based on the virtual force method and more specifically, on the unit load theorem. For the virtual force method, virtual work is obtained by multiplying *virtual forces by real displacements*. Implementation of virtual work principle based on the virtual forces (complementary virtual work) enables one to calculate deflection (or rotation) of any point on a deformed body. The complementary virtual work can be simply stated as
\[ \delta W^* = \delta \Pi^* \]  

(2-1)

where \( W^* \) and \( \Pi^* \) are the complementary virtual work and complementary virtual strain energy, respectively.

Let us assume now that a virtual load \( \delta P \) in the direction of the displacement \( U \) is applied in a discrete or discretized structure \((n,m)\), where \textit{structure} denotes a type of structure (truss, frame, plate, shell, or a combination) under the action of a system of forces that induce internal element forces \( F \). The complementary virtual work is then

\[ \delta W^* = U \delta P. \]  

(2-2)

Now, due to the virtual force \( \delta P \), the virtual complementary energy of total deformation on the \( i \)-th element is given by

\[ \delta \Pi^* = \delta F^{(i)} \Delta^{(i)}, \]  

(2-3)

and for the complete structure,

\[ \delta \Pi^* = \delta F^T \Delta \]  

(2-4)

where \( \Delta \) is the deformation vector and

\[ \delta F = \begin{bmatrix} \delta F^{(1)} \\ \vdots \\ \delta F^{(i)} \\ \vdots \end{bmatrix} \quad \text{and} \quad \Delta = \begin{bmatrix} \Delta^{(1)} \\ \vdots \\ \Delta^{(i)} \end{bmatrix}. \]  

(2-5)

For linear elasticity, \( \delta F \) in Eq. (2-5) can be expressed as

\[ \delta F = \hat{F} \delta P, \]  

(2-6)
where \( \hat{\mathbf{F}} \) represents the vector of element forces due to \( \delta P = 1 \). Now, substituting Eq. (2-6) into Eq. (2-4) and subsequently Eqs (2-4) and (2-2) into Eq. (2-1), we obtain

\[
U \delta P = \hat{\mathbf{F}}^T \Delta \delta P \quad \text{or} \quad U = \hat{\mathbf{F}}^T \Delta. \tag{2-7}
\]

The deformation vector \( \Delta \) may be related to the element forces using the following relation:

\[
\Delta = \mathbf{G} \mathbf{F} \tag{2-8}
\]

where \( \mathbf{G} \) is the \((n \times n)\) flexibility matrix of the structure. Substituting Eq. (2-8) into Eq. (2-7), we obtain

\[
U = \hat{\mathbf{F}}^T \mathbf{G} \mathbf{F} \tag{2-9}
\]

Eq. (2-9) represents the matrix form of the unit-load theorem for a single displacement \( U \).

The unit-load theorem introduced above has been applied to external forces. However, it may be generalized so as to be applicable to internal forces as well. In this case, the resulting displacements represent internal relative displacements which must be equal to zero in order to satisfy continuity of deformations (compatibility conditions). To illustrate this point, consider a two-dimensional redundant truss structure subject to external loads \( P \) at nodes 2 and 4, as shown in Fig. 2-1. The relative displacement \( \Delta \), on the individual elements due to \( P \) are given by Eq. (2-8). Let us assume that a fictitious cut is introduced in the diagonal member 9 near joint 2. The force \( F_i \) (which existed in the member before the cut was introduced) must be supplied by some external means in order to maintain equilibrium with the external loading. It is noted that this particular structure is redundant with degree of redundancy \( r = n - m = 10 - 8 = 2 \). When introducing the cut in the diagonal member 9, it is reduced to the degree of redundancy \( r = n - m = 9 - 8 = 1 \).
Figure 2-1  Redundant ten-bar truss structure.

If a unit load $P_a$ is applied at the cut in the direction $\Theta \Rightarrow \Theta$ (from node 3 to node 2), as shown in Fig. 2-1, the unit load theorem gives a deflection $U_a$, obtained using Eq. (2-9) as

$$U_a = \hat{F}_a^T G F,$$  \hspace{1cm} (2-10)

where $\hat{F}_a$ represents the vector of statically equivalent element forces due to $P_a = 1$. If instead of $P_a$, a unit force $P_b$ is applied in the direction $\Theta \Rightarrow \Theta$, again from Eq. (2-9) it follows that

$$U_b = \hat{F}_b^T G F$$  \hspace{1cm} (2-11)

where $\hat{F}_b$ represents the vector of statically equivalent element forces for $P_b = 1$. In order to preserve the continuity of deformations at the point of the cut, we must have

$$U_a = -U_b \quad \text{or} \quad U_a + U_b = 0.$$  \hspace{1cm} (2-12)
Substituting Eqs. (2-10) and (2-11) into Eq. (2-12) we may have

\[(\hat{F}_a + \hat{F}_b)^T G F = 0 \quad \text{or} \quad \hat{F}_c^T G F = 0 \]

(2-13)

where \( \hat{F}_c = \hat{F}_a + \hat{F}_b \). The matrix \( \hat{F}_c \) can be interpreted as an internal-force system representing statically equivalent forces due to a unit force applied across the fictitious cut.

A number of cuts equal to the degree of redundancy can be introduced until the structure is reduced to a statically determinate system. For a structure with \( r = n - m \) degree of redundancy, \( r \) cuts are required. For each cut, according to Eq. (2-13), the following set of equations is obtained

\[
\begin{align*}
\hat{F}_{c1}^T G F & = 0 \\
\hat{F}_{c2}^T G F & = 0 \\
\vdots \\
\hat{F}_{cr}^T G F & = 0
\end{align*}
\]

(2-14)

The above equations are \( r \) compatibility equations, and these can be combined into a single matrix equation:

\[C G F = 0 \]

(2-15)

where \( C = [\hat{F}_{c1} \quad \hat{F}_{c2} \quad \cdots \quad \hat{F}_{cr}]^T \) is the \((r \times n)\) compatibility matrix.

For derivation of the equilibrium equations, the components of the element forces in the directions of all the displacement degrees of freedom at the nodes of the discrete or discretized structure are algebraically summed up and subsequently equated to the corresponding components of the externally applied loads. The \( m \) equilibrium equations can be combined into a single matrix equation as

\[Q F = P \]

(2-16)
where $Q$ is the $(m \times n)$ equilibrium matrix whose coefficients are the direction cosines used in resolving the element forces $F$, and $P$ is a vector of external forces applied in the direction of displacement degrees of freedom. If the structure is statically determinate (i.e. $m = n$ and the rank of the matrix $Q = m$), the element forces $F$ can be calculated directly from Eq. (2-16). For this special case,

$$F = Q^{-1} P.$$  \hspace{1cm} (2-17)

For statically indeterminate structures (i.e. $m < n$ and the rank of the matrix $Q = m$), the equations of equilibrium are not sufficient to determine the forces $F$. The required additional equations are supplied by the $r$ compatibility conditions given by Eq. (2-15).

The element forces $F$ may be partitioned symbolically into statically determinate forces $F_d$ and redundant forces $F_r$, that is

$$F = \begin{bmatrix} F_d \\ F_r \end{bmatrix}$$  \hspace{1cm} (2-18)

Also, the equilibrium matrix $Q$ may be consistently partitioned for $F_d$ and $F_r$ as

$$Q = \begin{bmatrix} Q_d & Q_r \end{bmatrix}$$  \hspace{1cm} (2-19)

Thus, one can re-write the equilibrium equation (2-16) as

$$\begin{bmatrix} Q_d & Q_r \end{bmatrix} \begin{bmatrix} F_d \\ F_r \end{bmatrix} = P$$  \hspace{1cm} (2-20)

Solving for $F_r$,

$$F_r = \begin{bmatrix} Q_r^{-1} - Q_r^{-1} Q_r \end{bmatrix} P$$  \hspace{1cm} (2-21)

Combining $F_r$ from Eq. (2-21) and $F_r$, we obtain

$$F = \begin{bmatrix} F_d \\ F_r \end{bmatrix} = \begin{bmatrix} Q_d^{-1} - Q_d^{-1} Q_r \\ 0 \end{bmatrix} P$$  \hspace{1cm} (2-22)
where $I_r$ is the identity matrix of order $r$, and

$$F = A_r P + A_r F_r$$

(2-23)

where

$$A_r = \begin{bmatrix} Q^{-1}_r & 0 \\ 0 & I \end{bmatrix} \quad \text{and} \quad A_r = \begin{bmatrix} -Q^{-1}_r Q_r \\ I \end{bmatrix}.$$  

(2-24)

Substituting Eq. (2-23) in the compatibility Eq. (2-15), we obtain

$$C G A_r P + C G A_r F_r = 0$$

(2-25)

From Eq. (2-25), the redundant forces $F_r$ are derived from the following equations:

$$(C G A_r) F_r = -(C G A_r P).$$

(2-26)

The determinate forces $F_r$ are obtained from Eq. (2-21). It is noted that the matrices $Q$, $C$ and $G$ are banded and have full-row ranks of $m$, $r$ and $n$, respectively. The matrices $Q$, $C$ depend on the geometry of the structure and are independent of design variables and material properties. For a finite element idealization, the generation of the equilibrium matrix $Q$ and the flexibility matrix $G$ is straightforward and its application is found in Refs.[47-49,131]. However, the automatic generation of the compatibility matrix $C$ is a laborious and difficult task using the standard force method.

It has been noted that the primary variables in the SFM are the redundant forces. A limitation of this method is the difficulty in automatic selection of the consistent redundant elements. Another limitation is the explicit generation of compatibility matrix $C$. Summarizing, the automatic generation of the compatibility matrix $C$ is cumbersome and difficult in the SFM since it is needed to cut the redundant members and write the unit load theorem for each cut.
2.3 The Integrated Force Method (IFM)

In the integrated force method, the \( m \) equilibrium equations in Eq. (2-16) and the \( r \) compatibility conditions in Eq. (2-15) are coupled to yield the integrated force formulation, expressed jointly as

\[
\begin{bmatrix}
Q \\
\cdots \\
CG
\end{bmatrix}
F =
\begin{bmatrix}
P' \\
\cdots \\
0
\end{bmatrix}
\quad \text{or} \quad S \cdot F = P' \tag{2-27}
\]

where \( S = \begin{bmatrix}
Q \\
\cdots \\
CG
\end{bmatrix} \) and \( P' = \begin{bmatrix}
P \\
\cdots \\
0
\end{bmatrix} \).

The \((n \times n)\) matrix \( S \) is banded and has full-row rank of \( n \). In the IFM, the primary variables are the forces in the elements. Eliminating the displacements from the strain-displacement relationships without any recourse to the redundant members and the basis determinate structure generates the compatibility conditions. Following St. Venant’s procedure, the compatibility conditions in the IFM are generated by eliminating the displacements from the deformation-displacement relationship of the structure (in discrete analysis, deformations are analogous to strains).

In the IFM, the selection of redundant forces and basis determinate structure is not necessary, however the automatic generation of compatibility equation is not straightforward.

2.3.1 Generation of the Compatibility Equations in the IFM

The compatibility matrix \( C \) is obtained by extending St. Venant’s principle of elasticity strain formulation [64] to discrete structural mechanics [65,66]. This procedure is illustrated by taking the plane stress elasticity problem as an example. The strain-displacement relations are:
In Eq. (2-28), three strains \((\varepsilon_x, \varepsilon_y, \gamma_{xy})\) are expressed as functions of two displacements \((u_x, u_y)\). The compatibility constraint on strains is obtained by eliminating the two displacements from the three relations in Eq. (2-28), resulting in the single compatibility condition:

\[
\frac{\partial^2 \varepsilon_x}{\partial y^2} + \frac{\partial^2 \varepsilon_y}{\partial x^2} - \frac{\partial^2 \gamma_{xy}}{\partial x \partial y} = 0. \tag{2-29}
\]

The two-step St. Venant’s procedure used to generate compatibility conditions establishes the strain-displacement relations; and subsequently eliminates displacements from the strain-displacement relations to obtain the compatibility conditions.

The equivalent relations of strain-displacement relations in the mechanics of discrete structures are the deformation-displacement relations. Deformations \((\Delta)\) of the discrete analysis are analogous to strain \((\varepsilon)\) of the elasticity analysis. Thus, the deformation-displacement relations can be obtained using the following energy argument. The equality, relating internal strain energy and external work for a discrete structure \((n,m)\) can be written in the following form:

\[
\frac{1}{2} \mathbf{F}^T \Delta = \frac{1}{2} \mathbf{P}^T \mathbf{U} \tag{2-30}
\]

where \(\mathbf{U}\) is the nodal displacements vector. Eq. (2-30) can be re-written by eliminating the applied loads vector \(\mathbf{P}\) in lieu of the element force vector \(\mathbf{F}\) using the equilibrium equation (Eq. 2-16), to obtain the following relationship:

\[
\frac{1}{2} \mathbf{F}^T \mathbf{Q}^T \mathbf{U} = \frac{1}{2} \mathbf{F}^T \Delta \quad \text{or} \quad \frac{1}{2} \mathbf{F}^T (\mathbf{Q}^T \mathbf{U} - \Delta) = 0. \tag{2-31}
\]

Since the force vector \(\mathbf{F}\) is not a null space, we obtain the following relation between member deformations and nodal displacements:
The expression given by Eq. (2-32) is the general deformation-displacement relation applicable to the finite element models whose equilibrium equations are given by Eq. (2-16). In the deformation-displacements relation, \( n \) deformations are expressed in terms of \( m \) displacements. Thus, there are \( r = n - m \) constraints on deformations that represent the compatibility conditions of the structure \((n, m)\). The \( r \) compatibility conditions, which are obtained by eliminating \( m \) displacements from \( n \) deformation-displacement relations, can be expressed in matrix form as

\[
C \Delta = 0 \quad \text{or} \quad CGF = 0 \tag{2-33}
\]

Eq. (2-33) is exactly the Eq. (2-15). The procedure is independent of the redundant members and the basis determinate structure. The indirect generation of the \((r \times n)\) banded compatibility matrix \( C \) through selection of independent rows is amenable to computer automation and has been documented in Refs. [65, 66].

One of the contributions of the present research has been to develop a new technique to directly generate the compatibility matrix \( C \) in the IFM using the deformation-displacement relations (Eq. 2-32) and the Singular Value Decomposition (SVD) method [132]. This enhancement to the IFM method is presented next.

### 2.3.2 A New Method to Directly Generate the Compatibility Matrix in the IFM

Expressing displacements in terms of deformations using Eq. (2-32), we obtain

\[
U = (Q Q^T)^{-1} Q \Delta = (Q^T)^{pinv} \Delta. \tag{2-34}
\]

The matrix \((Q^T)^{pinv}\) denotes the Moore-Penrose pseudo-inverse of \(Q^T\). Substituting displacements \(U\) (Eq. 2-34) into Eq. (2-32), we obtain

\[
\Delta = Q^T (Q^T)^{pinv} \Delta \quad \Rightarrow \quad [I - Q^T(Q^T)^{pinv}]\Delta = 0 \tag{2-35}
\]
or

$$\mathbf{A} \Delta = 0$$

(2-36)

where

$$\mathbf{A} = \left[ \mathbf{I}_n - \mathbf{Q}^T (\mathbf{Q}^T)^{\text{pinv}} \right].$$

(2-37)

The \((n \times n)\) matrix \(\mathbf{A}\) is of rank \(r\). It is noted that \(r < n\). This means that some of the rows of matrix \(\mathbf{A}\) are dependent on each other. In order to extract the \((r \times n)\) compatibility matrix \(\mathbf{C}\) from the matrix \(\mathbf{A}\), i.e. in order to reduce the matrix \(\mathbf{A}\) to matrix \(\mathbf{C}\), the singular value decomposition (SVD) method is employed. A basic theory of the SVD method can be found in Ref. [132].

Applying SVD to \(\mathbf{A}\), we obtain

$$\mathbf{A} = \mathbf{A}_u \ A_o \ A_v^T$$

(2-38)

where \(\mathbf{A}_u\) and \(\mathbf{A}_v\) are \((n \times n)\) orthogonal matrices and

$$\mathbf{A}_o = \begin{bmatrix} \Lambda & 0 \\ 0 & 0 \end{bmatrix}_{(n \times n)}$$

(2-39)

with \(\Lambda = \text{diag}\{\Lambda_1, \Lambda_2, \ldots, \Lambda_r\}\), and \(\Lambda_1 \geq \Lambda_2 \geq \cdots \geq \Lambda_r > 0\). It follows that

$$\mathbf{A} = \mathbf{A}_v \begin{bmatrix} \mathbf{C} \\ 0 \end{bmatrix}.$$  

(2-40)

Subsequently, the \((r \times n)\) compatibility matrix \(\mathbf{C}\) can be represented as

$$\mathbf{C} = \Lambda [\mathbf{A}_{v1} \ \mathbf{A}_{v2} \ \cdots \ \mathbf{A}_{vi} \ \cdots \ \mathbf{A}_{vn}]^T$$

(2-41)

where \(\mathbf{A}_{vi}\) denotes the \(i\)-th column of matrix \(\mathbf{A}_v\). The compatibility matrix introduced in Eq. (2-41) may not be banded. This does not raise any problem for relatively small size problems, however it may be numerically expensive for very large size problems.

The direct generation of the compatibility matrix proposed and developed here to enhance the IFM method has been implemented successfully for analysis of truss and beam type structures.
2.3.3 Direct Displacement-Force Relations

Although Eq. (2-32) is sufficient to obtain the element deformations using nodal displacements, it is not sufficient to obtain nodal displacements using element deformations or forces because redundant structures are represented by rectangular equilibrium matrix $Q$ with no inverse. This implies that the compatibility equations should be merged with the equilibrium equations. For this reason, using $S$ instead of $Q$ in Eq.(2-32) and solving for nodal displacements $U$, we obtain

$$ U = J \Delta \quad \text{or} \quad U = J G F \quad (2-42) $$

where

$$ J = m \text{ rows of } S^{-T}. \quad (2-43) $$

2.4 The Force Method Based on the Complementary Strain Energy

A force method based on the complementary strain energy (FMCE) is proposed here. The $m$ equilibrium equations are satisfied and subsequently the complementary energy is minimized with respect to the $r$ redundant forces to satisfy the $r$ compatibility equations. Similarly to the SFM, it is required to identify the redundant elements and the basis determinate forces. However, the generation of the compatibility matrix $C$ is circumvented, making the proposed method more amenable to automation. Consider Eq. (2-20):

$$ Q_r F_r + Q_d F_d = P, \quad (2-44) $$

and solving for $F_d$, we obtain

$$ F_d = H_1 - H_2 F_r \quad (2-45) $$

where

$$ H_1 = Q_d^{-1} P \quad \text{and} \quad H_2 = Q_d^{-1} Q_r \quad (2-46) $$

The flexibility matrix $G$ may be consistently partitioned for $F_d$ and $F_r$ as
where \( G_d \) and \( G_r \) are \((m \times m)\) and \((r \times r)\) flexibility matrices related to the basis determinate structure and the redundant elements. Thus, the complementary strain energy can be expressed as

\[
\Pi^* = \frac{1}{2} F^T \Delta \quad \text{or} \quad \Pi^* = \frac{1}{2} F^T G F.
\]  

(2-48)

Substituting Eq. (2-18) and Eq. (2-47) into Eq. (2-48), we obtain

\[
\Pi^* = \frac{1}{2} F_d^T G_d F_d + \frac{1}{2} F_r^T G_r F_r.
\]  

(2-49)

Substituting Eq. (2-45) into Eq. (2-49), it can be obtained

\[
\Pi^* = \frac{1}{2} (H_1 - H_2 F_r)^T G_d (H_1 - H_2 F_r) + \frac{1}{2} F_r^T G_r F_r \quad \Rightarrow
\]

\[
\Pi^* = \frac{1}{2} F_r^T G_r F_r + \frac{1}{2} F_r^T (H_2^T G_d H_2) F_r - \frac{1}{2} F_r^T (H_2^T G_d H_1)
\]

\[
- \frac{1}{2} (H_1^T G_d H_2) F_r + \frac{1}{2} H_1^T G_d H_1
\]  

(2-50)

The matrix \( G_d \) is symmetric, \( F_r^T (H_2^T G_d H_1) = (H_1^T G_d H_2) F_r \), and thus Eq. (2-50) can be expressed as

\[
\Pi^* = \frac{1}{2} F_r^T G_r F_r + \frac{1}{2} F_r^T (H_2^T G_d H_2) F_r - F_r^T (H_2^T G_d H_1) + \frac{1}{2} H_1^T G_d H_1.
\]  

(2-51)

Minimization of the Eq. (2-51) with respect to redundant forces \( F_r \) gives the \( r \) compatibility equations:

\[
\frac{\partial \Pi^*}{\partial F_r} = 0 \quad \Rightarrow \quad (H_2^T G_d H_2 + G_r) F_r = H_2^T G_d H_1.
\]  

(2-52)
Here, the \( r \) redundant forces are obtained and subsequently the \( m \) basis determinate forces are determined from Eq. (2-45). It is emphasized that the proposed technique presents a marked advantage over the other force methods since it does not require the explicit generation of the compatibility matrix \( C \).

2.4.1 Selection of the Redundant Members and Basis Determinate Structure

The selection of the redundant members is not unique and there are multiple combinations of matrices \( Q_e \) and \( Q_r \) for an indeterminate structure. For example, a simple structure with \( m = 5 \) and \( n = 20 \) can have a maximum of 15504 probable combinations of \( Q_e \) and \( Q_r \). Redundant forces should be selected so that the remaining determinate structure is not a mechanism. In other words, the selection of the consistent set of redundant members and basis determinate structure is such that the rank of the matrix \( Q_e \) is equal to \( m \). The violation of this condition makes the matrix \( Q_e \) singular.

Here, a robust technique based on the Gauss elimination technique is applied to automatically identify the consistent set of redundant members and basis determinate structure. The technique was introduced by Robinson [54] for identifying dependent and independent equations among a system of static equations including external, joint and element equilibrium equations. Here, this technique has been applied to redundant structures to identify the consistent set of redundant members and basis determinate structure. The technique is outlined as follows:

1) Augment the equilibrium matrix \( Q \) with the external load \( P \) as \([Q \ P] \)

2) Select one of the non-zero elements in the first row of the augmented matrix and divide all elements in this row by this number.

3) Multiply the first row by the coefficient of the corresponding element in the second row (if it is not zero) and subtracted from the second row.

4) Continue this procedure for each of the remaining rows.
5) The column corresponding to that element has now a one in the first row and zeros in all other rows.

6) Repeat the same process from steps 2 through 4, in turn for the remaining rows until either all of the rows are exhausted or all of the remaining rows have all zeros as elements.

7) All the \( m \) unit columns are independent and they correspond to the basis determinate structure. The remaining columns correspond to the consistent redundant members.

8) The consistent redundant members selected are not unique since the redundancy is dependent on the order in which the equations are generated and by the selection of the non-zero element in each row when applying the Gaussian elimination procedure. This point is illustrated next.

### 2.4.2 Illustrative Example

Consider a 10-bar truss structure shown in the Fig. 2-1. This structure has \( r = n - m = 10 - 8 = 2 \) redundant members. It is required to identify the redundant members and eliminate them so that the basis determinate structure is stable (the rank of the basis matrix is \( m \)). The equilibrium matrix \( Q \) for this structure is

\[
Q = \begin{bmatrix}
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & \sqrt{2}/2 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & \sqrt{2}/2 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & \sqrt{2}/2 \\
0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & -\sqrt{2}/2 \\
1 & -1 & 0 & 0 & 0 & 0 & \sqrt{2}/2 & -\sqrt{2}/2 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & \sqrt{2}/2 & \sqrt{2}/2 \\
0 & 0 & 0 & 1 & -1 & 0 & 0 & \sqrt{2}/2 & 0 & 0 & -\sqrt{2}/2 \\
0 & 0 & 0 & 0 & 0 & -1 & 0 & -\sqrt{2}/2 & 0 & 0 & -\sqrt{2}/2 \\
0 & 0 & 0 & 0 & -1 & 0 & -\sqrt{2}/2 & 0 & 0 & -\sqrt{2}/2 & 0
\end{bmatrix}
\]  \hspace{1cm} (2-53)

Now, select the maximum non-zero element in each row. At the end of the Gauss elimination procedure, the matrix \( Q \) is transformed into
Here, the columns 1 and 2 corresponding to the elements 1 and 2, respectively, represent the consistent redundant members. The columns 3-10 corresponding to the elements 3-10 represent the consistent determinate basis structure. As the columns 3-10 are independent, the rank of the determinate basis structure is $m=8$.

Now, select the first non-zero element in each row. At the end of the Gauss elimination, the matrix $Q$ is transformed into

$$
Q = \begin{bmatrix}
0 & \sqrt{2} & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & -1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & \sqrt{2} & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & -1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
\sqrt{2} & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
-1 & -1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
\sqrt{2} & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
-1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}.
$$

(2-54)

Here, the columns 8 and 10 corresponding to the elements 8 and 10, respectively, represent the consistent redundant members. The columns 1,2,3,4,5,6,7,9 corresponding to the elements 1,2,3,4,5,6,7,9 represent the consistent determinate basis structure. It is observed that the columns 1,2,3,4,5,6,7,9 are independent. Thus, the rank of the determinate basis structure is $m=8$ again.

Summarizing, it is possible to identify the consistent redundant elements and basis determinate structure using the Gauss elimination procedure. This method is easily
implemented computationally. The consistent redundant members are not unique and depend on which non-zero element is selected in each row.

### 2.5 Comparison of the Force Methods

The merits and limitations of the force methods presented and discussed previously are identified in Table 2-1.

**Table 2-1** Advantages and Limitations of the Force Methods.

<table>
<thead>
<tr>
<th></th>
<th>Advantages</th>
<th>Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>SFM</strong></td>
<td>$r$ equations need to be solved instead of the $m$ equations in the displacement method.</td>
<td>Primary variables are redundant members $\Rightarrow$ consistent set of redundant members need to be selected.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Generation of compatibility matrix needs cutting the redundant members $\Rightarrow$ difficult to automate.</td>
</tr>
<tr>
<td><strong>IFM</strong></td>
<td>No need to select redundant members</td>
<td>Generation of compatibility matrix.</td>
</tr>
<tr>
<td></td>
<td>Compatibility matrix can be obtained automatically and directly.</td>
<td>$n$ equations need to be solved simultaneously in comparison to the $m$ equations in the displacement method.</td>
</tr>
<tr>
<td><strong>FMCE</strong></td>
<td>No need to generate compatibility matrix</td>
<td>Selection of the consistent redundant members and determinate basis structure</td>
</tr>
<tr>
<td></td>
<td>It can be automated easily by Gaussian elimination procedure.</td>
<td>$r$ equations need to be solved simultaneously.</td>
</tr>
</tbody>
</table>
2.6 Comparison between the Force and Displacement Methods

In the displacement method, the compatibility equations are implicitly satisfied when the nodal equilibrium equations are written. The governing equation in the displacement method (load-nodal displacement relations) may be derived using the force method given by Eqs. (2-8), (2-16) and (2-32) promptly, and the reverse is not true. Substituting deformation $\Delta$ from Eq. (2-32) into Eq. (2-8) and solving for the element forces, we obtain

$$F = G^{-1} Q^T U. \quad (2-56)$$

Now substituting Eq. (2-56) into the equilibrium Eq. (2-16):

$$(Q G^{-1} Q^T)U = P \Rightarrow KU = P \quad (2-57)$$

where

$$K = Q G^{-1} Q^T. \quad (2-58)$$

Here, the matrix $K$ is the stiffness matrix used in the displacement method. It is noted that since the equilibrium and the compatibility equations are satisfied explicitly in the force method, it is not possible to derive the governing equation in the force method (Eq. 2-16) from Eq. (2-57), confirming the non-commutative property of the two formulations.

In the force method, the element forces $F$ are calculated directly from the loads. On the other hand, in the displacement method, one has to calculate the nodal displacements $U$ from the loads using the load-displacement relation (Eq.2-57). In practical design and optimization problems, it is required to obtain element forces in all elements and fewer nodal displacements may be necessary. To illustrate this point, consider structural optimization problems, in general. Here, the number of stress constraints is usually greater than the number of displacement constraints. The computation time is considerably reduced using force method. This is attributed to the following factors:

The displacement method requires a series of transformations and back substitutions (from local to global system to generate displacements and then from global to local
system to calculate the forces). In the force methods, these transformations are not required.

In the displacement method, \( m \) equations are solved simultaneously, while only \( r \) equations are solved using the force method.

In the force method, the equilibrium matrix \( Q \) for the general determinate structure, after some rearrangement of rows and columns can be represented as a triangular matrix. The stiffness matrix in the displacement method is not a triangular matrix for the determinate structure. The triangular system of equations requires insignificant computation, and it can be solved even manually irrespective of the size or complexity of the problem. This feature of the force method made it the popular analysis method in the pre-computer era.

In the force method, the coefficients of the equilibrium matrix \( Q \) and the compatibility matrix are dimensionless numbers, making them numerically stable. On the other hand, the coefficients of the stiffness matrix in the displacement method have the dimensions of force per unit length. Since the coefficients depend on material properties and design parameters, an ill conditioned stiffness matrix can result with a numerically unfavourable combination of these properties.

### 2.7 Extension of the Force Method to Dynamics

The force method can be extended to analyze dynamic problems. In the displacement method, the basic equation in dynamics problems in the absence of damping is

\[
M \ddot{U} + K U = P
\]  

where \( M \) is the stiffness matrix of system. Using Eq. (2-42) and noting that \( K U \) in the displacement method is equivalent to \( S \dot{F} \) in the force method, Eq. (2-59) may be written as

\[
M' \ddot{F} + S F = P'
\]  

(2-60)
where \( M^* = \begin{bmatrix} MJG \\
\ldots \\
0 \end{bmatrix} \) \hspace{2cm} (2-61)

In forced vibration problems, \( P^* \) is a function of time. There are a few time integration techniques in the literature \([82,83]\) for solving Eq. (2-60). One of the most powerful techniques is the Newmark direct integration method \([133]\). It is assumed that the initial values of force vector \( F \) and the vector \( \dot{F} \) at time \( t=0 \) is known. The vector \( \dot{F} \) at \( t=0 \) is obtained from Eq. (2-60). Considering a time increment \( \Delta t \), the predictor parameters, \( \ddot{F}_{n+1} \) and \( \dot{F}_{n+1} \) at time \((n + 1)\Delta t\) in terms of the known vectors at time \( n \Delta t \) are computed as

\[
\ddot{F}_{n+1} = F_n + \Delta t \dot{F}_n + 0.5 \Delta t^2 (1 - 2\beta) \ddot{F}_n \\
\dot{F}_{n+1} = \dot{F}_n + \Delta t (1 - \gamma) \ddot{F}_n
\]

Now, the vector \( \ddot{F} \) at time \((n + 1) \Delta t\), \( \ddot{F}_{n+1} \) is obtained from the following equation

\[
(M^* + \beta \Delta t^2 S) \ddot{F}_{n+1} = P_{n+1}^* - S \ddot{F}_{n+1}.
\]

(2-63)

Knowing \( \ddot{F}_{n+1} \), the force vector \( F \) and the vector \( \dot{F} \) at time \((n + 1)\Delta t\) are obtained from the following relations

\[
F_{n+1} = \ddot{F}_{n+1} + \beta \Delta t^2 \ddot{F}_{n+1} \\
\dot{F}_{n+1} = \dot{F}_{n+1} + \gamma \Delta t \ddot{F}_{n+1}
\]

(2-64)

Constants \( \beta \) and \( \gamma \) in the above equations are the accuracy and stability parameters in the Newmark method. The Newmark method is unconditionally stable if \( 0.5 \leq \gamma \leq 2\beta \).

In free vibration, it is assumed that element forces are harmonics in time \((F = \bar{F}\sin(\omega t))\) where \( \omega \) and \( \bar{F} \) are frequency and force mode shape, respectively. Considering Eq. (2-60):

\[
S \bar{F} - \omega^2 M^* \bar{F} = 0
\]

(2-65)
To overcome some computational difficulties during the analysis, the \((n \times n)\) system of equations (2-65) can be reduced to a \((m \times m)\) system by taking advantage of the null matrices. To obtain these matrices, the matrices in Eq. (2-65) are partitioned as the redundant and basis determinate structure as

\[
\begin{bmatrix}
S_{dd} & S_{dr}
\end{bmatrix}
\begin{bmatrix}
\bar{F}_d
\end{bmatrix} - \omega^2
\begin{bmatrix}
\bar{M}_r & \bar{M}_d
\end{bmatrix}
\begin{bmatrix}
\bar{F}_d
\end{bmatrix} = 0
\]

or

\[
S_{dd} \bar{F}_d + S_{dr} \bar{F}_r - \omega^2 (\bar{M}_d \bar{F}_d + \bar{M}_r \bar{F}_r) = 0
\] (2-67)

Eliminating \(F_r\) from the \((n \times n)\) system of equations (2-67) results in the reduced \((m \times m)\) subsystem:

\[
(S_{dd} - S_{dr} S_{rr}^{-1} S_{rd}) \bar{F}_d - \omega^2 (\bar{M}_d - \bar{M}_r S_{rr}^{-1} S_{rd}) \bar{F}_d = 0
\] (2-68)

and

\[
\bar{F}_r = S_{rr}^{-1} S_{rd} \bar{F}_d.
\] (2-69)

Selection of consistent redundant members ensures the existence of the inverse of \(S_{22}\).

The solution of the reduced eigenvalue problem expressed by Eq. (2-68) gives all the eigenvalues, whereas both Eqs. (2-68) and (2-69) are used to calculate the force eigenvectors. Once the force mode shapes are known, the displacement mode shapes can be generated by using Eq. (2-42).

### 2.8 Development of the Impulse Method in Frequency Analysis

Here, the complementary Hamilton equation is expressed in the form of an impulse and then the frequency equation is derived in the form of impulse for truss element using the finite element technique.

The complementary Hamilton equation may be represented as [130]
\[ \delta \int_{t}^{T} (\Pi' - \nu) dt = 0 \quad (2-70) \]

where \( \Pi' \) and \( \nu \) are complementary energy and kinetic energies [130], respectively. For a one-dimensional element with constant area \( A \), constant density \( \rho \), constant Young's modulus \( E \), length of \( L \) and the \( x \)-axis along the element axis:

\[ \tau_x = F = \sigma_x A \quad (2-71) \]

where \( \tau_x \), \( F \) and \( \sigma_x \) are impulse, force and stress in the element. Using Eq. (2-71) and considering that

\[ \sigma_x = \rho \dot{u}_x \quad (2-72) \]

where \( u_x \) is the displacement function along the \( x \)-axis, we obtain

\[ \frac{\tau_{x,x}}{A} = \rho \ddot{u}_x \quad (2-73) \]

or assuming that \( \tau_{x,x} \big|_{t=0} = \rho A \dot{u}_x \big|_{t=0} \), we obtain

\[ \frac{\tau_{x,x}}{A} = \rho \ddot{u}_x. \quad (2-74) \]

In linear elasticity, potential energy is equal to the complementary energy. Considering Eqs. (2-71) and (2-74):

\[ V = \frac{1}{2} \int_{0}^{L} A \rho \dot{u}_x^2 dx = \frac{1}{2 \rho A} \int_{0}^{L} \tau_{x,x}^2 dx \quad (2-75) \]

and

\[ \Pi = \Pi' = \int_{0}^{L} \frac{\sigma_x^2}{2E} dx = \frac{1}{2AE} \int_{0}^{L} \tau_{x,x}^2 dx. \quad (2-76) \]

Substituting Eqs. (2-75) and (2-76) into Eq. (2-70), we obtain
2.8.1 Finite Element Formulation for a Truss Element with Nodal Impulses

Consider a truss element with nodal impulses shown in Figure 2-2:

Assuming a linear shape function, an impulse can be represented as

\[ \tau_x = \begin{bmatrix} 1 - \frac{x}{L} \\ \frac{x}{L} \end{bmatrix} \begin{bmatrix} \tau_1 \\ \tau_3 \end{bmatrix} \]  

(2-78)

where \( \tau_1 \) and \( \tau_3 \) are nodal impulses along the x-axis at node i and j, respectively. From Eq.(2-78):

\[ \tau_{x,x} = \begin{bmatrix} -1/L \\ 1/L \end{bmatrix}[\tau_1, \tau_3] \quad \text{and} \quad \hat{\tau}_x = \begin{bmatrix} 1 - \frac{x}{L} \\ \frac{x}{L} \end{bmatrix}[\hat{\tau}_1, \hat{\tau}_3]. \]  

(2-79)

Substituting Eq.(2-79) into Eqs. (2-75) and (2-76), we obtain

\[ V = \frac{1}{2 \rho A L} \begin{bmatrix} \tau_1 & \tau_3 \end{bmatrix} \begin{bmatrix} 1 \\ -1 \\ -1 \\ 1 \end{bmatrix} \begin{bmatrix} \tau_1 \\ \tau_3 \end{bmatrix} \]  

(2-80)

\[ \Pi' = \frac{L}{2AE} \begin{bmatrix} \tau_1 & \tau_3 \end{bmatrix} \begin{bmatrix} 1/3 \\ 1/6 \\ 1/6 \\ 1/3 \end{bmatrix} \begin{bmatrix} \tau_1 \\ \tau_3 \end{bmatrix} \]
Substituting Eq. (2-80) into Eq. (2-77), performing variation and assuming that \( \delta x = 0 \) at \( t = t_1 \) and \( t = t_2 \), the following equation for free vibration is obtained:

\[
\frac{L}{A E} \begin{bmatrix} 1/3 & 1/6 \\ 1/6 & 1/3 \end{bmatrix} \begin{bmatrix} \ddot{\tau}_1 \\ \ddot{\tau}_3 \end{bmatrix} + \frac{1}{\rho A L} \begin{bmatrix} 1 & -1 \\ -1 & 1 \end{bmatrix} \begin{bmatrix} \tau_1 \\ \tau_3 \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \end{bmatrix}.
\]  
(2-81)

Assuming a sinusoidal impulse in free vibrations, the following is obtained:

\[
\tau = \begin{bmatrix} \tau_1 \\ \tau_3 \end{bmatrix}^T = \bar{\tau} \sin(\omega t)
\]  
(2-82)

where \( \bar{\tau} \) is the impulse modes shape. Considering Eqs. (2-81) and (2-82), we have

\[
m_{lm} \bar{\tau} - \omega^2 k_{lm} \bar{\tau} = 0
\]  
(2-83)

where

\[
k_{lm} = \frac{L}{6 A E} \begin{bmatrix} 1 & 2 \\ 2 & 1 \end{bmatrix} \quad m_{lm} = \frac{1}{\rho A L} \begin{bmatrix} 1 & -1 \\ -1 & 1 \end{bmatrix}.
\]  
(2-84)

Eq. (2-83) is the free vibration equation of linear system in the impulse formulation. This is compared to the equation from the displacement formulation, given by

\[
k \bar{u} - \omega^2 m \bar{u} = 0
\]  
(2-85)

where \( \bar{u} = \begin{bmatrix} \bar{u}_1 \\ \bar{u}_2 \end{bmatrix} \) is the displacement mode shape and

\[
k = \frac{AE}{L} \begin{bmatrix} 1 & -1 \\ -1 & 1 \end{bmatrix} \quad m = \frac{\rho A L}{6} \begin{bmatrix} 1 & 2 \\ 2 & 1 \end{bmatrix}.
\]  
(2-86)

It is noted that using the displacement formulation, the mass matrix \( m \) is obtained using the kinetic energy. However, in the impulse method, the matrix \( k_{lm} \) is obtained using the complementary energy. Similarly, in the displacement formulation, the stiffness matrix \( k \) is obtained via the potential energy, and in the impulse formulation, the matrix \( m_{lm} \) is obtained via the kinetic energy.
To take into account the degrees of freedom along the element y-axis \((u_2 \text{ and } u_4)\) for displacement formulation and \(\tau_2 \text{ and } \tau_4\) for impulse formulation, the above matrices can be expanded. For example, the expanded form of the mass and stiffness matrices in the displacement formulation can be found in Refs. [74, 75, 134] and are written here

\[
\mathbf{k} = \frac{AE}{L} \begin{bmatrix}
1 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 \\
-1 & 0 & 1 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}
\quad \text{and} \quad
\mathbf{m} = \frac{\rho AL}{6} \begin{bmatrix}
1 & 0 & 2 & 0 \\
0 & 1 & 0 & 2 \\
2 & 0 & 1 & 0 \\
0 & 2 & 0 & 1
\end{bmatrix}.
\tag{2-87}
\]

To develop the mass matrix given in Eq. (2-87), a similar linear shape function has been used for both the \(x\) and \(y\) -axis. Similarly, for impulse formulation, using the same linear shape function for both \(x\) and \(y\) -axis, the following is obtained:

\[
\mathbf{k}_{im} = \frac{L}{6AE} \begin{bmatrix}
1 & 0 & 2 & 0 \\
0 & 0 & 0 & 0 \\
2 & 0 & 1 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}
\quad \text{and} \quad
\mathbf{m}_{im} = \frac{1}{\rho AL} \begin{bmatrix}
1 & 0 & -1 & 0 \\
0 & 1 & 0 & -1 \\
-1 & 0 & 1 & 0 \\
0 & -1 & 0 & 1
\end{bmatrix}.
\tag{2-88}
\]

Here, it has been found that frequencies obtained through Eq. (2-83) using \(\mathbf{k}_{im}\) and \(\mathbf{m}_{im}\) in Eq. (2-88) are slightly different from those obtained from displacement formulation. The reason for this discrepancy is found to be in the \(\mathbf{m}_{im}\) in Eq. (2-88). It is found that in the impulse formulation, the correct kinetic energy along the \(y\) -axis is different from that in Eq. (2-88).

The kinetic energy along the \(y\) -axis for the truss element shown in Figure 2-3, may be written as

\[
V = \frac{\tau_y^2}{2M} + \frac{\tau_\theta^2}{2I}
\tag{2-89}
\]

where \(\tau_y\) and \(\tau_\theta\) are traverse and rotational impulse acting in the center of the truss. \(M = \rho AL\) and \(I = \rho AL^3 / 12\) are mass and moment of inertia about the center of the
truss, respectively. Considering nodal impulses at nodes i and j equivalent to the 
\(\tau_y\) and \(\tau_0\) as it is shown in the Fig. (2-3), for equilibrium we may have

\[
\tau_y = \tau_4 - \tau_2 \quad \text{and} \quad \tau_0 = (\tau_4 + \tau_2) L / 2. \tag{2-90}
\]

Substituting Eq. (2-90) into Eq. (2-89), we obtain

\[
V = \frac{1}{2\rho A L} (\tau_4^2 - 2\tau_4 \tau_2 + \tau_2^2) + \frac{3}{2\rho A L} (\tau_4^2 + 2\tau_4 \tau_2 + \tau_2^2). \tag{2-91}
\]

Eq. (2-91) can be cast in matrix form like the Eq. (2-80) as follows

\[
V = \frac{1}{2\rho A L} \begin{bmatrix} \tau_2 & \tau_4 \end{bmatrix} \begin{bmatrix} 4 & 2 \\ 2 & 4 \end{bmatrix} \begin{bmatrix} \tau_2 \\ \tau_4 \end{bmatrix} \tag{2-92}
\]

From Eq. (2-92), we may say that \(m_{lm}\) along the y-axis should be equal to \(\frac{1}{\rho AL} \begin{bmatrix} 4 & 2 \\ 2 & 4 \end{bmatrix}\).

Therefore, the matrix \(m_{lm}\) in Eq. (2-88), may be modified to

\[
m_{lm} = \frac{1}{\rho AL} \begin{bmatrix} 1 & 0 & -1 & 0 \\ 0 & 4 & 0 & 2 \\ -1 & 0 & 1 & 0 \\ 0 & 2 & 0 & 4 \end{bmatrix}. \tag{2-93}
\]

Frequencies obtained using the impulse formulation and using \(m_{lm}\) in Eq. (2-93) are exactly equal to those obtained using the displacement formulation.
2.8.2 Illustrative Example

Consider a three-bar planar truss shown in the Figure 2-4. The system has $n = 3$ elements (force degrees of freedom) and $m = 2$ displacement degrees of freedom. Therefore, the number of redundancy is $r = 1$. The area of the elements 1, 2 and 3 are $A_1 = 1 \text{ in}^2$, $A_2 = 1 \text{ in}^2$ and $A_3 = 2 \text{ in}^2$, respectively. The structure has both structural masses with density $\rho = 0.1 \text{ lbm/in}^3 = 0.1/386 \text{ lb - s}^2/\text{in}^4$ and non-structural mass (lumped) $M_0 = 0.68 \text{ lb - s}^2/\text{in}$. The Young modulus for the material is $E=30000 \text{ ksi}$.

![Figure 2-4](image)

Figure 2-4 The 3-bar planar truss structure.

The system has two natural frequencies for the two displacement degrees of freedom. Using the displacement formulation, (Eq. 2-85), these natural frequencies are found to be: $\omega_1 = 99.6782 \text{ Hz}$ and $\omega_2 = 150.8909 \text{ Hz}$ and the displacement mode shapes are

$$\overline{U}_1 = \begin{bmatrix} 1.0000 \\ -0.3178 \end{bmatrix} \quad \text{and} \quad \overline{U}_2 = \begin{bmatrix} 0.3178 \\ 1.0000 \end{bmatrix}. \quad (2-94)$$

Using the force method (Eq. 2-65), the natural frequency are found to be $\omega_1 = 99.6782 \text{ Hz} \omega_2 = 150.8909 \text{ Hz}$, as well. The force mode shapes are
\[ \mathbf{F}_1 = \begin{bmatrix} 0.9659 \\ 0.4659 \\ -1.0000 \end{bmatrix} \quad \text{and} \quad \mathbf{F}_2 = \begin{bmatrix} 0.2588 \\ 0.7588 \\ 1.0000 \end{bmatrix}. \]  

Using Eq. (2-42), we can easily obtain displacement mode shape from force mode shapes in Eq. (2-95). The first displacement mode shape develops a compression force in the element 3 and a tensile force in elements 1 and 2. The second displacement mode shape develops tensile force in all three elements.

Now, since we have three force degrees of freedom, we expect to have three natural frequencies. In fact, if we use the Eq. (2-62), we can obtain three natural frequencies as \( \omega_1 = 99.6782 \) Hz, \( \omega_2 = 150.8909 \) Hz and \( \omega_3 = \infty \) (large number). Here, the third natural frequency is infinite, implying that the structure is not vibrating and it is in equilibrium. The force mode shape relative to this infinite natural frequency is

\[ \mathbf{F}_3 = \begin{bmatrix} 0.7071 \\ -1.0000 \\ 0.7071 \end{bmatrix}. \]  

Here, it can be seen that, in this mode, the element forces are in equilibrium, confirming that the structure is in equilibrium.

Using the impulse method, we have considered four impulses (two in each node) for each element, giving 12 impulses for the overall system. Like the force method, we expect to have 12 natural frequencies, but only two of these natural frequencies are meaningful. These two natural frequencies are found to be exactly equal to those obtained using the displacement or force methods. Computationally, the impulse method is more expensive than the other two methods.
3.1 Introduction

In the presence of large deflections, geometrical nonlinearity becomes important. In such cases although the strains are small and the material behaves linearly, the response of the structure becomes nonlinear as a result of finite rotations and displacements. It is therefore necessary to write the joint equilibrium in terms of the final geometry of the structure. To accomplish this, an incremental form of the nonlinear finite element equation is used. Since linear approximations are used, the equilibrium at the next step will not be exactly satisfied. Therefore, a load increment (in load control technique) or displacement increment (in displacement control technique) coupled with iterations is used to satisfy equilibrium. In this chapter, using a principle of virtual work a general geometrically nonlinear finite element equation is derived and then cast into a displacement incremental form. In the case of large displacements, the strain-displacement relationships include nonlinear terms. Considering these terms the stress and displacement geometric stiffness matrices have been obtained using energy and perturbation methods. Next the solution of the nonlinear finite element equations based on the load and displacement control techniques is presented. Then linear and nonlinear buckling analyses are discussed. At the end, nonlinear analysis of symmetric structures using Group Theoretic Approach is studied.

3.2 The Geometrically Nonlinear Finite Element

The principle of virtual work applied to a structural element can be expressed as

\[ \delta \Pi^{(e)} = \delta W^{(e)} \]  
(3-1)
where $\delta\Pi^{(e)}$ is the virtual strain energy due to internal stresses, and $\delta W^{(e)}$ is the virtual work due to the external forces applied on the structural element. The internal virtual strain energy can be expressed as

$$\Pi^{(e)} = \int_{\Omega} \delta \varepsilon^T \sigma \, d\nu. \quad (3-2)$$

The internal strain energy is due to internal stresses $\sigma$ moving through virtual strains $\delta \varepsilon$, while the external virtual work is due to nodal, surface, and body forces. The external virtual work can be expressed as

$$\delta W^{(e)} = \delta \mathbf{u}^{(e)^T} f_p^{(e)} + \int_{\Gamma} \delta \mathbf{d}^T \chi^s \, ds + \int_{\Omega} \delta \mathbf{d}^T (\chi^b - \rho \ddot{d}) \, d\nu \quad (3-3)$$

where $\delta \mathbf{u}$ is the vector of virtual nodal displacement in local axis, $f_p$ is the nodal load vector in local axis, $\delta \mathbf{d}$ is the vector of virtual displacement functions $\delta u$, $\delta v$ and $\delta w$ in local axis, $\chi^s$ is the surface force vector per unit area acted on surface $ds$ and $\chi^b$ is the body force vector per unit volume $d\nu$. Substituting Eqs. (3-2) and (3-3) into Eq. (3-1), we obtain

$$\int_{\Omega} \delta \varepsilon^T \sigma \, d\nu = \delta \mathbf{u}^{(e)^T} f_p^{(e)} + \int_{\Gamma} \delta \mathbf{d}^T \chi^s \, ds + \int_{\Omega} \delta \mathbf{d}^T (\chi^b - \rho \ddot{d}) \, d\nu. \quad (3-4)$$

The application of D'Alembert's principle yields effective inertial forces $-\rho \ddot{\mathbf{u}} \, d\nu$, $-\rho \ddot{\mathbf{v}} \, d\nu$ and $-\rho \ddot{\mathbf{w}} \, d\nu$ where the double dot indicates second derivative with respect to time of the displacement translations $u$, $v$ and $w$ in the $x$, $y$ and $z$ element-axis directions, respectively.

In order to formulate the finite element, the approximation field must be defined. This may be assumed to be of a Kantorovich-type in which the displacement function vector $\mathbf{d}(\mathbf{x},t)$ at point $\mathbf{x}$ and time $t$ within the $i$th element can be expressed, in matrix form, as

$$\mathbf{d}(\mathbf{x},t) = N(\mathbf{x}) \mathbf{u}(t) \quad (3-5)$$

where $N(\mathbf{x})$ is a matrix of the element shape functions. The strain vector $\varepsilon$ can be written as
\begin{equation}
\varepsilon = D \mathbf{d} = (D_L + D_{NL}) \mathbf{d}
\end{equation}

where the matrix \( D \) is called a differential operator and \( D_L \) and \( D_{NL} \) are the linear and nonlinear parts of \( \mathbf{d} \). Now, using Eqs. (3-5) and (3-6), we have

\begin{equation}
\varepsilon = B \mathbf{u}
\end{equation}

where

\[
B = D N = B_E + B_G,
\]

and

\[
B_E = D_L N , \quad \text{and} \quad B_G = D_{NL} N
\]

where \( B \) is the strain-displacement matrix, \( B_E \) is its linear part, and \( B_G \) is the nonlinear contribution to \( B \), written as a function of displacements. Recalling the small strain assumption, the stress vector may be written as

\begin{equation}
\sigma = E \varepsilon
\end{equation}

where \( E \) is the elasticity matrix. Substituting for the strain,

\begin{equation}
\sigma = E B \mathbf{u},
\end{equation}

and substituting for \( \mathbf{d} \), \( \varepsilon \) and \( \sigma \) into Eq. (3-4),

\[
\int \delta \mathbf{u}^T B^T DB \mathbf{u} \, dv = \delta \mathbf{u}^{(e)} T f_p^{(e)} + \int \delta \mathbf{u}^T N^T \chi^T \, ds + \int \delta \mathbf{u}^T N^T (\chi^b - \rho N \ddot{u}) \, dv.
\]

Since \( \mathbf{u} \) is the vector of nodal displacements independent of integration, Eq. (3-12) is rewritten as

\[
\delta \mathbf{u}^{(e)} T \int B^T DB \mathbf{u} \, dv = -\delta \mathbf{u}^{(e)} T f_p^{(e)} - \delta \mathbf{u}^{(e)} T \int N^T \chi^T \, ds - \delta \mathbf{u}^{(e)} T \int N^T (\chi^b - \rho N \ddot{u}) \, dv.
\]

The term \( \delta \mathbf{u}^{(e)} T \) is an arbitrary virtual nodal displacement vector common to each term, and it can be cancelled out from both sides of Eq. (3-13). Assembling all elements in the global coordinates \((X, Y, Z)\), the following equations of motion are obtained:
For static problems,

\[ K U = P \quad (3-15) \]

where

\[ M = \sum_{e=1}^{n} m^{(e)} = \sum_{e=1}^{n} \int \rho N^T N \, dv \]

\[ K = \sum_{e=1}^{n} k^{(e)} = \sum_{e=1}^{n} (k_E^{(e)} + k_G^{(e)}) = \sum_{e=1}^{n} \int B^T E B \, dv = K_E + K_G \quad (3-16) \]

\[ f_s = \sum_{e=1}^{n} \int N^T \chi^s \, ds \quad f_b = \sum_{e=1}^{n} \int N^T \chi^b \, dv \quad f_p = \sum_{e=1}^{n} f_p^{(e)} \]

\[ P = f_p + f_s + f_v \quad U = \sum_{e=1}^{n} u^{(e)} \]

Here, \( U \) is the system nodal displacements; \( M \) is system consistent mass matrix; \( K \) and \( k \) are system and local tangent stiffness matrix, respectively; \( K_E \) and \( K_G \) are system linear and geometric stiffness matrix, respectively; and \( k_E \) and \( k_G \) are local linear and geometric stiffness matrices, respectively. \( P \) is the total nodal load vector; \( f_s \) is the vector of equivalent nodal loads due to surface forces; and \( f_b \) is the vector of equivalent nodal loads due to body forces; and \( n \) is the total number of elements for the system.

\( K_E \) represents the conventional linear elastic stiffness matrix and is given by

\[ K_E = \sum_{e=1}^{n} \int B_E^T E B_E \, dv. \quad (3-17) \]

The matrix \( K_E \) does not depend on the geometry of the structure and can be found in Refs.[82,83]. The matrix \( K_G \) in Eq. (3-16) is due to the large displacements and rotations and is called the geometric stiffness matrix. \( K_G \) depends on the geometry and initial stress, and is given by:
Using the Green-Lagrange strain \([74,75]\) relation, the complete nonlinear form of the \(K_G\) matrix can be expressed as

\[
K_G = \sum_{\epsilon=1}^{\epsilon(n)} \int (B_E^T E B_G + B_G^T E B_G + B_G^T E B_E) \, dv. \tag{3-18}
\]

where \(K_{D1}\) and \(K_{D2}\) are the geometric stiffness matrices, and they are a linear and quadratic functions of the nodal displacement vector \(U\), respectively \([135]\). When considering the nonlinear problem as a sequence of linear steps during the analysis process, the \(K_{D2}\) matrix may be neglected. Thus, Eq. (3-15) can be cast into an incremental form as follows:

\[
(K_E + K_{D1})\Delta U = \Delta P. \tag{3-20}
\]

Also, the system stress stiffness matrix \(K_o\) can be represented as a function of the stress in the element. Ignoring the quadratic stiffness terms, two forms of incremental equations are obtained:

\[
(K_E + K_{D1})\Delta U = \Delta P \quad (K_E + K_o)\Delta U = \Delta P. \tag{3-21}
\]

Next, the element geometric stiffness matrices \((K_{D1}\) and \(K_o\) ) are derived for truss and beam type elements, using both the energy method and the perturbation technique.

3.2.1 The Geometric Stiffness Matrix – The Energy Method

When applying the energy method, the strain energy is obtained first and subsequently the equilibrium equations are derived using the first Castigliano’s theorem (applicable to large deflections). This leads to the consistent linear and nonlinear stiffness matrices.
i) **Truss Element:**

Consider the two-dimensional pin-jointed truss element as shown in Figure (3-1). The displacements in the local x and y directions of the end i are \( u_1 \) and \( u_2 \) and at the end j are \( u_3 \) and \( u_4 \), respectively. The cross-sectional area of the element is \( A \), its length is \( L \), and the Young's modulus of the bar material is \( E \).

![Figure 3-1 Truss element with positive displacements in local axis.](image)

The strain \( \varepsilon_x \) in the direction of the bar axis is determined from the large-deflection strain-displacement equation (Green-Lagrange Strain) as follows:

\[
\varepsilon_x = u_{x,x} + \frac{1}{2}(u_{x,x}^2 + u_{y,x}^2)
\]

where the second and the third terms are nonlinear. Using a linear shape function, the displacement functions \( u_x \) and \( u_y \) are obtained as:

\[
d = \begin{bmatrix} u_x \\ u_y \end{bmatrix} = \begin{bmatrix} 1-\zeta & 0 & \zeta & 0 \\ 0 & 1-\zeta & 0 & \zeta \end{bmatrix} \begin{bmatrix} u_1 \\ u_2 \\ u_3 \\ u_4 \end{bmatrix} = Nu
\]
where
\[ \zeta = \frac{x}{L}, \quad N = \begin{bmatrix} 1 - \zeta & 0 & \zeta & 0 \\ 0 & 1 - \zeta & 0 & \zeta \end{bmatrix} \quad \text{and} \quad \mathbf{u} = \begin{bmatrix} u_1 \\ u_2 \\ u_3 \\ u_4 \end{bmatrix}. \quad (3-24) \]

It follows that
\[ u_{xx} = \frac{1}{L}(-u_1 + u_3) \quad \text{and} \quad u_{yx} = \frac{1}{L}(-u_2 + u_4). \quad (3-25) \]

The strain energy \( \Pi^{(e)} \) stored in the bar (e) for small strain (linear stress-strain) and large rotation can be determined as follows:

\[ \Pi^{(e)} = \frac{1}{2} \int_{v(e)} E \varepsilon_x^2 \, dv = \frac{1}{2} \int_0^L E \varepsilon_x^2 \, dx = \quad (3-26) \]

\[ \frac{1}{2} A E \int_0^L \left( u_{xx}^2 + \frac{1}{4} u_{xx}^4 + \frac{1}{4} u_{yx}^4 + u_{xx}u_{xx}^2 + u_{yx}u_{yx}^2 + \frac{1}{4} u_{xx}^2 u_{yx}^2 \right) dx. \]

The higher-order terms (order four) originates the stiffness matrix \( k_{D2}(u^2) \). Substituting Eq. (3-25) into Eq. (3-26) and then neglecting the higher-order terms,

\[ \Pi^{(e)} = \frac{AE}{2L}(u_3 - u_1)^2 + \frac{AE}{2L^2}(u_3 - u_1)(u_3 - u_1)^2 + \frac{AE}{2L^2}(u_3 - u_1)(u_4 - u_2)^2. \quad (3-27) \]

Applying the first Castigliano’s theorem (which is applicable to large deflections) to Eq. (3-27), the following element force-displacement relations are obtained:

\[ p_1 = \frac{\partial \Pi^{(e)}}{\partial u_1} = \frac{AE}{L} (u_1 - u_3) + \frac{AE}{2L^2} (6u_1u_3 - 3u_3^2 - 3u_1^2) + \frac{AE}{2L^2} (-u_2^2 + 2u_2u_4 - u_4^2) \]

\[ p_2 = \frac{\partial \Pi^{(e)}}{\partial u_2} = \frac{AE}{L^2} (u_2u_3 - u_3u_4 - u_1u_2 + u_1u_4) \]

\[ p_3 = \frac{\partial \Pi^{(e)}}{\partial u_3} = \frac{AE}{L} (u_3 - u_1) + \frac{AE}{2L^2} (-6u_3u_3 + 3u_3^2 + 3u_1^2) + \frac{AE}{2L^2} (u_2^2 - 2u_2u_4 + u_4^2) \]

\[ p_4 = \frac{\partial \Pi^{(e)}}{\partial u_4} = \frac{AE}{L^2} (-u_2u_3 + u_3u_4 + u_1u_2 - u_1u_4) \]
The incremental form of Eq. (3-28) can be obtained by differentiating both sides of Eq. (3-28). Collecting the incremental forms into a single matrix equation,

\[
(k_E + k_{D1}) \Delta \mathbf{u} = \Delta \mathbf{p}
\]  

(3-29)

where

\[
k_E = \frac{AE}{L} \begin{bmatrix} 1 & 0 & -1 & 0 \\ 0 & 0 & 0 & 0 \\ -1 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}, \quad k_{D1} = \frac{AE}{L^2} \begin{bmatrix} 3(u_3 - u_1) & u_4 - u_2 & 3(u_1 - u_3) & u_2 - u_4 \\ u_4 - u_2 & u_3 - u_1 & u_2 - u_4 & u_1 - u_3 \\ 3(u_1 - u_3) & u_2 - u_4 & 3(u_3 - u_1) & u_4 - u_2 \\ u_2 - u_4 & u_1 - u_3 & u_4 - u_2 & u_3 - u_1 \end{bmatrix}
\]  

(3-30)

Note that if the higher-order terms (order four) in Eq. (3-26) are not neglected, \( k_{D2} \) is obtained in the following form:

\[
k_{D2} = \frac{AE}{2L^2} \begin{bmatrix} \bar{k}_{D2} & -\bar{k}_{D2} \\ -\bar{k}_{D2} & \bar{k}_{D2} \end{bmatrix}
\]  

(3-31)

where

\[
\bar{k}_{D2} = \begin{bmatrix} 3(u_3 - u_1)^2 + (u_4 - u_2)^2 & 2(u_3 - u_1)(u_4 - u_2) \\ 2(u_3 - u_1)(u_4 - u_2) & 3(u_3 - u_1)^2 + (u_4 - u_2)^2 \end{bmatrix}
\]  

(3-32)

The quantity \( AE \frac{u_3 - u_1}{L} \) in Eq. (3-27) may be treated as a constant equal to the axial force in the bar (for relatively large deflections as well). Introducing

\[
F = \frac{AE}{L} (u_3 - u_1)
\]  

(3-33)

into Eq. (3-27):

\[
\Pi = \frac{AE}{2L} (u_3 - u_1)^2 + \frac{F}{2L} (u_3 - u_1)^2 + \frac{F}{2L} (u_4 - u_2)^2,
\]  

(3-34)
and applying the first Castigliano's theorem to Eq. (3-34), and writing the result in an incremental and single matrix form, we obtain

\[(k_E + k_a)\Delta u = \Delta p\]  \hspace{1cm} (3-35)

where

\[
k_a = \begin{bmatrix} 1 & 0 & -1 & 0 \\ 0 & 1 & 0 & -1 \\ -1 & 0 & 1 & 0 \\ 0 & -1 & 0 & 0 \end{bmatrix}.
\]  \hspace{1cm} (3-36)

Neglecting the term \(u_{x,x}\) in comparison to \(u_{y,y}\), the classical form of the stress stiffness matrix for the truss element used in large deformation or buckling analysis [82] is obtained as

\[
k_{ac} = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & -1 \\ 0 & 0 & 0 & 0 \\ 0 & -1 & 0 & 1 \end{bmatrix}.
\]  \hspace{1cm} (3-37)

It is noted that \(k_a\) is similar to \(k_{ac}\). However, it contains four more nonzero terms. The additional nonzero terms occupy the same positions as the nonzero terms in the conventional linear stiffness matrix. Thus, in the total stiffness matrix \(k_E + k_a\), the coefficients \((AE + F)/L\) (corresponding to \(u_1\) and \(u_2\)) and \(F/L\) (corresponding to \(u_2\) and \(u_4\)) are present. Since the relation \(AE >> F\) is true for any practical large rotation problems, the extra \(F/L\) in \(k_a\) can be discarded and \(k_a\) reduces to \(k_{ac}\).

The matrices \(k_E\), \(k_{DI}\), \(k_a\) and \(k_{ac}\) have been defined in the local element axis \((x,y)\). These can be transformed to global coordinates \((X,Y)\) using the rotation matrix \(R\), such that

\[
k^g = R^T k R
\]  \hspace{1cm} (3-38)
where $k^g$ is the elemental stiffness matrix in global coordinates. The rotation matrix for the truss element is

$$R = \begin{bmatrix} \text{Rot} & 0 \\ 0 & \text{Rot} \end{bmatrix}$$

where

$$\text{Rot} = \begin{bmatrix} l_x & l_y \\ -l_y & l_x \end{bmatrix}$$

where

$$l_x = \cos(\theta) = \frac{X_j - X_i}{L}, \quad l_y = \sin(\theta) = \frac{Y_j - Y_i}{L}.$$  \hspace{1cm} (3-39)

are the direction cosines of a typical element relative to the global X and Y axes, respectively. Using Eqs. (3-38)-(3-40):

$$k^g = \frac{F}{L} \begin{bmatrix} 1 & 0 & -1 & 0 \\ 0 & 1 & 0 & -1 \\ -1 & 0 & 1 & 0 \\ 0 & -1 & 0 & 1 \end{bmatrix}, \quad k_{ac} = \frac{F}{L} \begin{bmatrix} 1-l_x^2 & l_x l_y & -1+l_x^2 & l_x l_y \\ -l_x l_y & 1-l_y^2 & l_y & -l_x^2 \\ l_x l_y & 1-l_x^2 & l_x l_y & -1+l_y^2 \\ l_x l_y & -1+l_x^2 & -l_x l_y & 1-l_y^2 \end{bmatrix}$$

Here, $k_o$ does not depend on the element orientation while $k_{ac}$ is dependent on the element orientation. $k_o$ is both simpler and more accurate than $k_{ac}$.

Appendix A presents an extension of the truss element formulation to account for imperfections.

ii) Beam Element:

Consider the two-dimensional beam element as shown in Figure (3-2). The displacements along the local x and y axis and the rotation about the local z-axis at the end i are $u_1, u_2$ and $u_3$ respectively, while those at the end j are $u_4, u_5$ and $u_6$. A linear shape function for axial displacement and cubic shape function for lateral displacement are assumed. Thus, the displacement distribution for a beam element may be given as
In the expression for the strain energy $\Pi$, the contributions from the shearing strains are neglected. Thus, only normal strains $\varepsilon_x$ are included. These strains, for a beam with large deflections in bending, are given by:

$$\varepsilon_x = u_{x,x} - y u_{y,xx} + \frac{1}{2} (u_{x,x}^2 + u_{y,x}^2)$$

where $y$ is measured from the neutral axis of the beam.

Considering Eq. (3-43), and neglecting the higher order terms (order 4), the strain energy $\Pi^{(e)}$ stored in the beam for small strains (linear stress-strain law) and large rotations takes the form:
\[ \Pi^{(e)} = \frac{1}{2} \int_{y_{(e)}} E \varepsilon_y \, dy = \frac{1}{2} AE \int_0^L \varepsilon_y \, dx = \]

\[ \frac{1}{2} E \int_0^L (u_{xx}^2 + y^2 u_{yy}^2 - 2u_{xx} u_{yy} + u_{xx} u_{xx}^2 + u_{yy} u_{yy} - u_{yy} u_{xx}^2 - u_{yy} u_{xx}^2) \, dx \, dA. \]  

(3-44)

Integrating over the cross-sectional area \( A \) and noting that \( y \) is measured from the neutral axis, all integrals of the form \( \int y \, dA \) vanish. Thus,

\[ \Pi^{(e)} = \frac{1}{2} EA \int_0^L u_{xx}^2 \, dx + \frac{1}{2} EI \int_0^L u_{yy}^2 \, dx + \frac{1}{2} EA \int_0^L u_{xx} u_{xx}^2 \, dx + \frac{1}{2} EA \int_0^L u_{xx} u_{xx}^2 \, dx \]  

(3-45)

where \( I \) denotes the moment of inertia of the cross-section. The first two integrals in Eq. (3-45) represent the linear strain energy while the third and the fourth integrals are the contributions from the nonlinear components of the strain. Additionally, recalling Eq. (3-42),

\[ u_{x,x} = \frac{1}{L} (u_4 - u_1) \]

\[ u_{y,x} = \frac{1}{L} [6(-\zeta + \zeta^2)u_2 + (1 - 4\zeta + 3\zeta^2)u_3 + 6(\zeta - \zeta^2)u_5 + (-2\zeta + 3\zeta^2)Lu_6] \]  

(3-46)

\[ u_{y,xx} = \frac{1}{L^2} [6(-1 + 2\zeta)u_2 + 2(-2 + 3\zeta)Lu_3 + 6(1 - 2\zeta)u_5 + 2(-1 + 3\zeta)Lu_6] \]

Substitution of Eq. (3-46) into (3-45) and subsequent integration leads to

\[ \Pi^{(e)} = \frac{EA}{2L} (u_1^2 - 2u_1 u_4 + u_4^2) + \frac{2EI}{L^3} (3u_2^2 + L^2 u_3^2 + 3u_5^2 + L^2 u_6^2) \]

\[ +3Lu_2 u_3 - 6u_2 u_5 + 3Lu_2 u_6 + 3Lu_3 u_5 + L^2 u_3 u_6 - 3Lu_5 u_6) \]  

(3-47)
Finally, applying the first Castigliano’s theorem to the strain energy expression, the following relations are obtained:

\[ p_1 = \frac{\partial \Pi^{(e)}}{\partial u_1} = \frac{L}{EA} (u_1 - u_4) - \frac{3L^2}{2EI} (u_4 - u_1)^2 - \frac{L^2}{30EI} (18u_2^2 + 2L^2 u_3^2 + 18u_5^2 + 2L^2 u_6^2 + 3Lu_2 u_3 - 36u_2 u_5 + 3Lu_2 u_6 - 3Lu_3 u_5 - L^2 u_3 u_6 - 3Lu_5 u_6) \]

\[ p_2 = \frac{\partial \Pi^{(e)}}{\partial u_2} = \frac{3L^3}{EI} (2u_2 - 2u_5 + Lu_3 + Lu_6) + \frac{L^2}{30EI} (u_4 - u_1)(36u_2 - 36u_5 + 3Lu_3 + 3Lu_6) \]

\[ p_3 = \frac{\partial \Pi^{(e)}}{\partial u_3} = \frac{L^2}{30EI} (u_4 - u_1)(4L^2 u_3 - L^2 u_6 + 3Lu_2 - 3Lu_5) + \frac{L^3}{EI} (2L^2 u_3 + L^2 u_6 + 3Lu_2 - 3Lu_5) \]

\[ p_4 = \frac{\partial \Pi^{(e)}}{\partial u_4} = \frac{L}{EA} (u_4 - u_1) + \frac{3L^2}{2EI} (u_4 - u_1)^2 + \frac{L^2}{30EI} (18u_2^2 + 2L^2 u_3^2 + 18u_5^2 + 2L^2 u_6^2 + 3Lu_2 u_3 - 36u_2 u_5 + 3Lu_2 u_6 - 3Lu_3 u_5 - L^2 u_3 u_6 - 3Lu_5 u_6) \]

\[ p_5 = \frac{\partial \Pi^{(e)}}{\partial u_5} = \frac{3L^3}{EI} (2u_5 - 2u_2 - Lu_3 - Lu_6) + \frac{L^2}{30EI} (u_4 - u_1)(36u_5 - 36u_2 - 3Lu_3 - 3Lu_6) \]

\[ p_6 = \frac{\partial \Pi^{(e)}}{\partial u_6} = \frac{L^2}{30EI} (u_4 - u_1)(4L^2 u_6 - L^2 u_3 + 3Lu_2 - 3Lu_5) + \frac{L^3}{EI} (2L^2 u_6 + L^2 u_3 + 3Lu_2 - 3Lu_5) \]

\[(3-48)\]

Analogous to the truss element formulation, the incremental form of Eq. (3-48) can be obtained by forming expressions for \(\Delta p_1, \Delta p_2, \Delta p_3, \Delta p_4, \Delta p_5\), and \(\Delta p_6\). Collecting these
incremental forms into a single matrix equation, the stiffness matrices are obtained in the form:

\[
\mathbf{k}_\mathbf{L} = \frac{EIL}{L^3} \begin{bmatrix}
\frac{AL^2}{L^3} & 0 & 12 & \text{SYM} \\
0 & 6L & 2L^2 & 0 & -6L & 4L^2 \\
\end{bmatrix},
\]

and

\[
\mathbf{k}_{\mathbf{D}i} = \frac{AE}{L^2} = \begin{bmatrix}
3(u_4 - u_1) & -6(u_2 - u_5) - L(u_3 + u_6) & 6(u_4 - u_1) \\
-6(u_2 - u_5) - L(u_3 - u_6) & 6(u_4 - u_1) & 2L^2(u_4 - u_1) \\
-3(u_4 - u_1) & 6(u_2 - u_5) + L(u_3 + u_6) & L(u_2 - u_5) + L^2(4u_3 - u_6) \\
6(u_2 - u_5) + L(u_3 + u_6) & 6(u_4 - u_1) & -L(u_4 - u_1) \\
-L(u_2 - u_5) + L^2(u_3 - 4u_6) & L(u_4 - u_1) & -L^2(u_4 - u_1) \\
\end{bmatrix}
\]

Introducing the variable \( F \):
and substituting into Eq. (3-47), the strain energy expression becomes:

\[ \Pi^{(e)} = F^2 / 2 + \frac{2EI}{L^3} (3u_2^2 + L^2u_3^2 + 3u_5^2 + L^2u_6^2 + 3Lu_2u_3 - 6u_2u_5 + 3Lu_2u_6 - 3Lu_3u_5 + L^2u_3u_6 - 3Lu_5u_6) + \frac{F^3}{2L} + \frac{F}{30L} (18u_2^2 + 2L^2u_3^2 + 18u_5^2 + 2L^2u_6^2 + 3Lu_3u_6 - 36u_2u_5 + 3Lu_2u_6 - 3Lu_3u_5 - L^2u_3u_6 - 3Lu_5u_6) \]

(3-51)

Applying the first Castigliano's theorem to Eq. (3-51), the geometric stiffness for the beam element takes the form:

\[
k_g = \frac{F}{30L} \begin{bmatrix}
30 & 36 & \text{SYM} \\
0 & 3L & 4L^2 \\
-30 & 0 & 30 \\
0 & -36 & -3L & 0 & 36 \\
0 & 3L & -L^2 & 0 & -3L & 4L^2
\end{bmatrix}.
\]

(3-52)

Neglecting the term \( u_{z,x} \) in comparison to \( u_{y,x} \) in Eq. (3-45), the classical form of the stress stiffness matrix for the beam element is obtained. This is the matrix used for structures with large deformations and in buckling analyses [82]. It has the form:

\[
k_{\alpha} = \frac{F}{30L} \begin{bmatrix}
0 & 36 & \text{SYM} \\
0 & 3L & 4L^2 \\
0 & 0 & 0 \\
0 & -36 & -3L & 0 & 36 \\
0 & 3L & -L^2 & 0 & -3L & 4L^2
\end{bmatrix}.
\]

(3-53)

The matrix \( k_{\alpha} \) is similar to \( k_{\alpha,c} \), however it contains four more nonzero terms. These nonzero terms occupy the same position as the nonzero terms in the conventional linear
stiffness matrix. In the total stiffness matrix $k_E + k_o$, coefficients $(AE + F)/L$ (corresponding to d.o.f. $u_1$ and $u_4$) and $F/L$ (corresponding to d.o.f. $u_2$ and $u_3$ and $u_5$) are observed. Since $AE \gg F$ in most practical large rotation problems, the extra $F/L$ in $k_o$ can be discarded, and $k_o$ reduces to $k_{oc}$.

To transform the locally defined matrices to the global coordinates, Eq. (3-38) is recalled. For the beam element, the rotation matrix is

$$R = \begin{bmatrix} \text{Rot} & 0 \\ 0 & \text{Rot} \end{bmatrix} \quad \text{and} \quad \text{Rot} = \begin{bmatrix} l_x & l_y & 0 \\ -l_y & l_x & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad (3-54)$$

and $l_x$ and $l_y$ are direction cosines which are defined in (3-41). For example

$$k_E^o = \frac{F}{30L} \begin{bmatrix} 30l_x^2 + 36l_y^2 & 0 & 0 & 0 & 0 & 0 \\ -6l_x l_y & 30l_y^2 + 36l_x^2 & 0 & 0 & \text{SYM} & 0 \\ -3l_y & 3l_x L & 4L^2 & 0 & 0 & 0 \\ -30l_x^2 - 36l_y^2 & 6l_x l_y & 3l_y & 30l_x^2 + 36l_y^2 & 0 & 0 \\ 6l_x l_y & -30l_y^2 - 36l_x^2 & -3l_x & -6l_y & 30l_x^2 + 36l_y^2 & 0 \\ -3l_y & -3l_x L & -L^2 & 3l_y L & -3l_x & 4L^2 \end{bmatrix}. \quad (3-55)$$

### 3.2.2 Perturbation Technique

The perturbation method is based on differentiating the equilibrium equation. The method consists of applying a perturbation load to a structure in equilibrium and linearizing the equations of equilibrium [77,136-138].

i) **Truss Element**

Let us assume that Eq. (2-16) describes the equation of equilibrium in the deformed configuration. In the presence of a perturbation, the equation takes the form
\[
\Delta \mathbf{Q} \mathbf{F} + \mathbf{Q} \Delta \mathbf{F} = \Delta \mathbf{P}
\]  
(3-56)

Here, the term \( \mathbf{Q} \Delta \mathbf{F} \) describes the change in the member forces while keeping the equilibrium matrix \( \mathbf{Q} \) fixed, implying a simple linear elastic analysis. The term \( \Delta \mathbf{Q} \mathbf{F} \) describes the effect of varying the structural geometry while keeping the member force fixed, implying that \( \Delta \mathbf{Q} \mathbf{F} \) represents the geometric stiffness.

\[
\Delta (\mathbf{Q} \mathbf{F})|_{|_{\mathbf{F}}^{\text{fixed}}} = \mathbf{K}_\sigma \Delta \mathbf{U}
\]  
(3-57)

Since the geometric stiffness matrix depends on the force in the elements, the stress stiffness matrix is given by Eq. (3-57). The equilibrium matrix \( \mathbf{Q} \) has \( n \) columns, corresponding to the number of elements. These can be obtained through the balance of forces at each node. Now consider the term \( (\mathbf{Q} \mathbf{F})^{(e)} \) of Eq. (3-57), which is the contribution of element \( e \) to the equilibrium equations. For a typical space truss with the direction cosines vector \( \mathbf{l} \) and element force \( \mathbf{F} \) as shown in the Figure 3-3, this term can be written as

\[
(\mathbf{Q} \mathbf{F})^{(e)} = [\cdots -l_x -l_y -l_z \cdots l_x l_y l_z \cdots]^T \mathbf{F}
\]  
(3-58)

**Figure 3-3** Typical truss element with element force \( \mathbf{F} \).
where \( l_x, l_y \) and \( l_z \) are the direction cosines of the element with respect to the global \( X, Y, \) and \( Z \) directions, respectively. \( F \) is the force in the element. Since \( \mathbf{Q}^{(e)} \) is a function of the coordinates \( X_i, Y_i, Z_i \) in node \( i \) and \( X_j, Y_j, Z_j \) in node \( j \), the chain rule of differentiation yields:

\[
\Delta(\mathbf{Q} F)^{(e)} \bigg|_{F_{\text{fixed}}} = [(\nabla \mathbf{Q})^{(e)} \Delta \mathbf{X}] F
\]

\[
= \left( \frac{\partial \mathbf{Q}}{\partial X_i} \Delta X_i + \frac{\partial \mathbf{Q}}{\partial Y_i} \Delta Y_i + \frac{\partial \mathbf{Q}}{\partial Z_i} \Delta Z_i + \frac{\partial \mathbf{Q}}{\partial X_j} \Delta X_j + \frac{\partial \mathbf{Q}}{\partial Y_j} \Delta Y_j + \frac{\partial \mathbf{Q}}{\partial Z_j} \Delta Z_j \right)^{(e)} F
\]

where \( \nabla \mathbf{Q} \) is the gradient of the \( \mathbf{Q} \). The perturbed coordinates \( \Delta X_i, \Delta Y_i, \Delta Z_i \) are interpreted as perturbed nodal displacements and substituting the expression \( (\mathbf{Q} F)^{(e)} \) from Eq. (3-58) into Eq. (3-59), the element geometric stiffness matrix in global coordinates \( (k_{\sigma}^g) \) can be written as:

\[
k_{\sigma}^g = \frac{F}{L} \left[ \begin{array}{cc} \tilde{K}_{\sigma} - \check{K}_{\sigma} \\ -\check{K}_{\sigma} & \tilde{K}_{\sigma} \end{array} \right]
\]

where

\[
\tilde{K}_{\sigma} = \begin{bmatrix} 1-l_x^2 & -l_x l_y & -l_x l_y \\ -l_x l_y & 1-l_y^2 & -l_x l_y \\ -l_x l_y & -l_x l_y & 1-l_x^2 \end{bmatrix}
\]

and for a two-dimensional case

\[
k_{\sigma}^g = \begin{bmatrix} 1-l_x^2 & -l_x l_y & -1+l_y^2 & l_x l_y \\ -l_x l_y & 1-l_y^2 & l_x l_y & -1+l_x^2 \\ -1+l_y^2 & l_x l_y & 1-l_x^2 & -l_x l_y \\ l_x l_y & -1+l_y^2 & -l_x l_y & 1-l_y^2 \end{bmatrix}
\]

Eq. (3-60) follows directly from the differentiation of the direction cosines of the element. For example, \( l_x \) can be written in terms of nodal coordinates as:
\[ l_x = \cos(\theta) = \frac{X_j - X_i}{L} = \frac{X_j - X_i}{\sqrt{(X_j - X_i)^2 + (Y_j - Y_i)^2 + (Z_j - Z_i)^2}}. \quad (3-63) \]

The differentiation of \( l_x \) with respect to \( X_j, Y_j \) and \( Z_j \) yields

\[ \frac{\partial l_x}{\partial X_j} = \frac{1 - l_x^2}{L}, \quad \frac{\partial l_x}{\partial Y_j} = -\frac{l_x l_y}{L}, \quad \frac{\partial l_x}{\partial Z_j} = -\frac{l_x l_z}{L}. \quad (3-64) \]

The derivatives of \( l_y \) and \( l_z \) with respect to \( X_j, Y_j \) and \( Z_j \) follow in a similar fashion. The derivatives with respect to the coordinates at the end \( i \) are the negative of the derivatives with respect to the coordinates at the end \( j \).

Comparing Eq. (3-62) with Eq. (3-41), calculated using the energy method, it is observed that the geometric matrix obtained using the perturbation method is the classical stress stiffness matrix, obtained previously using the energy method with a few assumptions. Thus, it is concluded that the energy method provides a more accurate and a simpler form of the stress stiffness matrix.

\[ \text{ii) Beam Element} \]

To derive the geometric stiffness matrix for plane beams using the perturbation technique, the contribution of member \( i \) to the equilibrium equations is formulated first and subsequently the gradient of the contributions is used to generate the element geometric stiffness matrix.

Figure (3-4) describes a typical member of plane frame in local axis. At each end there is a shear force, a moment and an axial force.
The equilibrium equations for this typical member have the form:

\[ p_3 + p_5 + p_6 L = 0 \]
\[ p_2 + p_3 = 0 \]
\[ p_1 + p_4 = 0 \]  \hspace{1cm} (3-65)

According to Eq. (3-65), three member forces can be considered as independent. The choice of independent member forces is arbitrary. Here the two end moments \((p_3 \text{ and } p_6)\) and the axial force of the end \(j (p_4)\) are selected as the independent element forces, i.e.:

\[ m^- = p_3 \quad m^+ = p_6 \quad \text{and} \quad F = p_4. \]  \hspace{1cm} (3-66)

The other three quantities i.e. the two end-shear forces and the axial force at the end \(i\) are related to the first three quantities via Eq. (3-65). Therefore, the element force vector can be written as

\[ F = [F \ m^+ \ m^-]^T. \]  \hspace{1cm} (3-67)

The nodal force vectors at both ends of the beam can be expressed as:
Considering Eqs. (3-65)-(3-68), the following relations are obtained:

\[ \mathbf{p}^+ = \mathbf{Q}^+ \mathbf{F} \quad \text{and} \quad \mathbf{p}^- = \mathbf{Q}^- \mathbf{F} \tag{3-69} \]

where

\[
\mathbf{Q}^+ = \begin{bmatrix}
1 & 0 & 0 \\
0 & -1/L & -1/L \\
0 & 1 & 0
\end{bmatrix} \quad \text{and} \quad \mathbf{Q}^- = \begin{bmatrix}
-1 & 0 & 0 \\
0 & 1/L & 1/L \\
0 & 0 & 1
\end{bmatrix}. \tag{3-70}
\]

In order to express end nodal forces in the global coordinate system, a rotation matrix given by Eq. (3-54) is required. The transformation takes from a local to a global system (X, Y) whereas the rotation matrix \( \mathbf{Rot} \) takes vectors from the global to a local system. The inverse rotation is performed using the transpose of \( \mathbf{Rot} \) to yield \( \mathbf{Rot}^T \mathbf{N}^+ \mathbf{F} \) and \( \mathbf{Rot}^T \mathbf{N}^- \mathbf{F} \). Therefore, the term \( (\mathbf{QF})^{(e)} \) for the plane frame is given by

\[
(\mathbf{QF})^{(e)} = \left[ \cdots \mathbf{Rot}^T \mathbf{Q}^+ \mathbf{F} \cdots \mathbf{Rot}^T \mathbf{Q}^- \mathbf{F} \cdots \right]^T. \tag{3-71}
\]

Expanding out the terms:

\[
(\mathbf{QF})^{(e)} = \begin{bmatrix}
\vdots \\
-l_x F - l_y \frac{m^* + m^-}{L} \\
-l_y F + l_x \frac{m^* + m^-}{L} \\
l_x F + l_y \frac{m^* + m^-}{L} \\
l_y F - l_x \frac{m^* + m^-}{L} \\
m^- \\
m^*
\end{bmatrix}. \tag{3-72}
\]
Since \((QF)^{(e)}\) is a function of the nodal coordinates, the chain rule of differentiation yields:

\[
\Delta(QF)^{(e)} = \nabla(QF)^{(e)} \Delta X. \tag{3-73}
\]

Substituting \((QF)^{(e)}\) from Eq. (3-72) into Eq. (3-73) and calculating the gradient, the geometric stiffness matrix can be computed directly as done for the truss element as

\[
k_{g}^{e} = \begin{bmatrix}
\kappa_{\sigma} & -\kappa_{\sigma} \\
-\kappa_{\sigma} & \kappa_{\sigma}
\end{bmatrix} \tag{3-74}
\]

where

\[
\kappa_{\sigma} = \begin{bmatrix}
a & b & 0 \\
b & c & 0 \\
0 & 0 & 0
\end{bmatrix}, \tag{3-75}
\]

and

\[
a = F \frac{1 - l_{x}^{2}}{L} - (m^{-} + m^{-}) \frac{2l_{x} l_{y}}{L^{2}}
\]

\[
b = -F \frac{l_{x} l_{y}}{L} + (m^{-} + m^{-}) \frac{1 - 2l_{y}^{2}}{L^{2}} \tag{3-76}
\]

\[
c = F \frac{1 - l_{y}^{2}}{L} + (m^{-} + m^{-}) \frac{2l_{x} l_{y}}{L^{2}}.
\]

Eq. (3-74) follows directly from the differentiation of the direction cosines of the element given by Eq. (3-64). Note the geometric stiffness matrix is obtained in the form of stress stiffness matrix using the perturbation technique and unlike the truss element, it is not similar to \(k_{ae}\).

The stress stiffness matrix obtained using the energy method, (Eq. 3-55), accounts for the axial force \(F\) only, while in the perturbation approach to calculate the stress stiffness matrix (Eq. 3-74), the axial force and two end moments must be considered. Therefore,
from this point of view, Eq. (3-55) is simpler than Eq. (3-75). The accuracy of these two solutions is discussed in Chapter 5.

3.3 The Solutions of Nonlinear Finite Element Equations

For a linear finite element analysis, the solution procedure is independent of the problem at hand. However, for nonlinear finite element analysis, the solution procedure is problem dependent. Various techniques are available to solve the system of nonlinear finite element equations. All the techniques are iterative in nature. With regard to the solution scheme used for the iterations, the methods can be classified either as Newton-Raphson or quasi-Newton methods. From the point of view of the controlling parameter used in the iterative process, they can be classified as load control technique, displacement control technique and arc-length method. The displacement control techniques and the arc-length techniques are well suited to study post-buckling behavior.

For the sake of completeness, the Newton-Raphson methods are briefly described in the context of load and displacement control techniques. The modifications made in the basic displacement control technique to obtain the limit load factor are also described in this section.

3.3.1 Incremental Finite Element Equations - Load Control Technique

When solving the incremental finite element equations using load control, it is assumed that the equilibrium equations at a load level are known and the configuration at a slightly higher load level is to be determined. As linear approximations are used, the equilibrium at the next step is not exactly satisfied. Therefore, an iteration process is used at each load increment to satisfy the equilibrium. The incremental solution of Eq. (3-21) is conventionally represented as an evolution in time with time step $t$ :

$$
\begin{align*}
\Delta U &= \Delta P = \Delta_{\Sigma} P - P' \\
\Delta_{\Sigma} U &= U + \Delta U
\end{align*}
$$

(3-77)
with

\[ t + \Delta t \mathbf{U}^{(0)} = \mathbf{U}, \quad t + \Delta t \mathbf{K}^{(0)} = \mathbf{K}, \quad t + \Delta t \mathbf{P}^{(0)} = \mathbf{P} \]  

(3-78)

where \( t + \Delta t \mathbf{K} = t + \Delta t \mathbf{K}_E + t + \Delta t \mathbf{K}_D \) is the tangent stiffness matrix at time step \( t + \Delta t \), \( t + \Delta t \mathbf{P} \) is the vector of the nodal resultant member forces at time step \( t + \Delta t \), and \( t + \Delta t \mathbf{P} \) is the vector of externally applied nodal loads at time step \( t + \Delta t \). The load vector is assumed to be independent of the deformations and is known at each time step. The vector \( \Delta \mathbf{P} \) is the out-of-balance force, \( \Delta \mathbf{U} \) is the vector of increments in nodal displacements and \( t + \Delta t \mathbf{U} \) is the vector of nodal displacement at time \( t + \Delta t \). It is noted that the problem is static and \( t \) simply denotes incremental steps during the solution process.

To obtain the vector \( t + \Delta t \mathbf{P}^{(k-1)} \), it is required to obtain the element forces, which depend on the strain-producing component of the displacement vector. To accomplish this, the co-rotational formulation has been employed. According to this formulation, the total displacement is decomposed into a rigid body component and a strain-producing component. In other words, at each iteration step, the rigid body displacements and rotations have to be calculated and subsequently subtracted from the total displacement vector.

Having evaluated an approximation to the displacements corresponding to time \( t + \Delta t \), one can now solve for an approximation to the stresses and corresponding nodal forces at time \( t + \Delta t \), and then proceed to the next time increment calculations. However, because of the assumption in Eq. (3-77), such a solution may be prone to significant errors and, in some cases, depending on the time or load step sizes used, may indeed be unstable. In practice, it is therefore necessary to iterate until the solution of Eq. (3-77) is obtained with sufficient accuracy.

The widely used iteration methods are based on the classical Newton-Raphson technique. This method is an extension of the simple incremental technique given by Eq. (3-77). After calculating an increment in the nodal displacements, which defines a new total nodal displacement vector, one can repeat the incremental solution presented above using the currently known total displacements instead of the displacements at time \( t \). The equations used for the Newton-Raphson iteration are:
with the initial conditions defined as follows:

\[ \begin{align*}
  t+\Delta + \mathbf{K}^{(k-1)} \Delta \mathbf{U}^{(k)} &= \Delta \mathbf{P}^{(k-1)} = t+\Delta \mathbf{P} - t+\Delta \mathbf{P}^{(k-1)} \\
  t+\Delta \mathbf{U}^{(k)} &= t+\Delta \mathbf{U}^{(k-1)} + \Delta \mathbf{U}^{(k)}
\end{align*} \]  

(3-79)

Note that in the first iteration, the relations in Eq. (3-79) reduce to the Eq. (3-77). In subsequent iterations, the latest estimates for the nodal displacements are used to evaluate the corresponding element stresses, nodal forces \( t+\Delta \mathbf{P}^{(k-1)} \), and the tangent stiffness matrix \( t+\Delta \mathbf{K}^{(k-1)} \). The out-of-balance load vector \( \Delta \mathbf{P}^{(k-1)} \) corresponds to a load vector that is not yet balanced by element stresses, and hence an increment in the nodal displacements is required. This updating of the nodal displacements during the iteration is continued until the out-of-balance loads and the incremental displacements are small. An important point to consider is that the correct calculation of \( t+\Delta \mathbf{P}^{(k-1)} \) from \( t+\Delta \mathbf{U}^{(k-1)} \) is crucial. Any errors in this calculation will, in general, result in an incorrect response prediction. The correct evaluation of the proper tangent stiffness matrix \( t+\Delta \mathbf{K}^{(k-1)} \) is also important. The use of the proper tangent stiffness matrix may be necessary for convergence and, in general, will result in fewer iterations until convergence is reached. A characteristic of this iteration is that a new tangent stiffness matrix is calculated in each iteration, hence the adoption of the term ‘fully Newton-Raphson’ method.

The bulk of the computational effort in the fully Newton-Raphson method lies in the calculation and factorization of the tangential stiffness matrix. For large finite element systems, most of the computational effort is spent in the formation and factorization of the stiffness matrix. Therefore, the solution cost becomes prohibitive since the computational cost in the fully Newton-Raphson method is directly proportional to the number of iterations performed. To reduce the computational effort involved in the iteration process, a variation of the Newton-Raphson method is proposed. Here, the stiffness matrix is updated only at the beginning of the time step. During the iterations, the stiffness matrix is not updated, thus avoiding the calculation of the stiffness matrix at each iteration. Instead, the out-of-balance loads are calculated using the total displacements up to the current iteration. The displacement increment \( \Delta \mathbf{U}^{(k)} \) for the next
iteration is obtained using the same stiffness matrix that was generated at the beginning of the current time step.

The out-of-balance load may increase during the iteration process using the modified Newton-Raphson method, if the time step is large. This usually signals a diverging solution that implies displacements increase without bound. To avoid divergence when using the modified Newton-Raphson procedure, smaller steps are required. However, this increases the solution cost. Various investigators [139,140] have suggested schemes to detect and avoid divergence during the solution procedure. In general, the regular or fully Newton-Raphson method exhibits a quadratic convergence and the modified Newton-Raphson method converges more slowly. Various acceleration procedures have been suggested in the literature [141] to accelerate the rate of convergence of the modified Newton-Raphson method. The discussion of these schemas is beyond the scope of this work.

In the context of this thesis, the fully Newton-Raphson method has been used in all nonlinear analysis problems.

3.3.2 Incremental Finite Element Equations – Displacement Control Technique

The classical load control procedures, wherein the load is incremented in small steps during the solution, are not suitable for problems with limit points. From a physical point of view, such problems are characterized by load-deflection curves that exhibit a softening effect. At some stage of the iteration process the tangential stiffness becomes indefinite. Several procedures have been used by different investigators to overcome this difficulty (see Chapter 1). The displacement control technique proposed by Batoz and Dhatt [98] is described here.

In the displacement control method, the external load during iteration of a particular time step does not remain constant. During the analysis, the load is assumed to vary so that it is proportional to a given reference load \( P_{rref} \). A load factor parameter \( \alpha \) is used to denote the load at time \( t \). Using the fully Newton-Raphson iterative method described by
Eq. (3-79), the basic equation to be solved within the framework of the iterative process is

\[
\begin{align*}
\tau^{+\Delta t} K^{(k-1)} \Delta U^{(k)} &= \Delta P^{(k-1)} = \tau^{+\Delta t} \alpha^{(k)} P_{\text{ref}} - \tau^{+\Delta t} P^{r(k-1)} \\
\tau^{+\Delta t} U^{(k)} &= \tau^{+\Delta t} U^{(k-1)} + \Delta U^{(k)}
\end{align*}
\] (3-81)

with the initial conditions given by Eq. (3-80).

In this method, instead of varying the load parameter as we do in load control method, a nodal displacement component (for example the qth component of \( U \)) is incremented by \( \Delta U_q \) at each time step. Also, during each time step, this component is constrained to be fixed. In other words,

\[
\tau^{+\Delta t} U_q = U_q + \Delta U_q
\] (3-82)

and

\[
\Delta U_q^{(k)} = 0
\] (3-83)

The constraint Eq. (3-83) may be directly incorporated into the original system of equations given by Eq. (3-81). However, this results in a modified stiffness matrix, which is not symmetric and banded any more. In order to overcome this problem, Eq. (3-81) is rewritten as

\[
\tau^{+\Delta t} K^{(k-1)} \begin{bmatrix} \Delta U^{f(k)} \\ \Delta U^{f(k)} \end{bmatrix} = \Delta P^{(k-1)} = \tau^{+\Delta t} \alpha^{(k)} P_{\text{ref}} - \tau^{+\Delta t} P^{r(k-1)}
\] (3-84)

where \( \Delta U^{f(k)} \) and \( \Delta U^{r(k)} \) can be obtained relative to \( P_{\text{ref}} \) and \( \tau^{+\Delta t} P^{r(k-1)} \) using the following equations:

\[
\tau^{+\Delta t} K^{(k-1)} \Delta U^{f(k)} = P_{\text{ref}} \quad \tau^{+\Delta t} K^{(k-1)} \Delta U^{r(k)} = -\tau^{+\Delta t} P^{r(k-1)}.
\] (3-85)

Now, \( \Delta U^{(k)} \) may be expressed as

\[
\Delta U^{(k)} = \tau^{+\Delta t} \alpha^{(k)} \Delta U^{f(k)} + \Delta U^{r(k)}
\] (3-86)
Writing Eq. (3-86) for the $q^{th}$ component of $\mathbf{U}$, we obtain

$$
\Delta U_q^{(k)} = \mathbf{r}^{(k)} \alpha_q^{(k)} \Delta U_q^{(k)} + \Delta U_q^{(k)}
$$

(3-87)

Substituting Eq. (3-83) into (3-87) gives

$$
\mathbf{r}^{(k)} \alpha_q^{(k)} = -\frac{\Delta U_q^{(k)}}{\Delta U_q^{(k)}}.
$$

(3-88)

Having obtained the load parameter from Eq. (3-88), other nodal displacement components can be updated using Eq. (3-86). The iterative process described by Eqs. (3-85)-(3-88) is continued until convergence criteria is met (i.e. the new equilibrium position is found). Then, the $q^{th}$ component of $\mathbf{U}$ is incremented and the new time step is started.

The above technique has been used in this research for optimization of structures with limit stability constraints.

Here, it is implicitly assumed that the tangent matrix $\mathbf{K}$ remains non-singular at any solution level. Theoretically, if a solution corresponds to a critical or singular point, the matrix $\mathbf{K}$ will be singular. However, in practice, it is impossible to obtain a solution vector exactly corresponding to a singular point, due to possible numerical rounding errors.

3.3.3 The Limit Load

The displacement control method is useful to trace the post-buckling path. However, it does not yield the peak load factor. To obtain the optimum design of a structure for limit load one needs to obtain the exact value of the limit load. Taking very small increments in the controlling displacement component, the peak load factor can be approximated by the largest load parameter obtained. However, the solution obtained is sensitive to the displacement increment employed and the cost of the solution is prohibitive.

In this thesis, the peak load parameter is obtained by performing a quadratic fit to the load displacement curve near the critical load. The procedure is outlined as follows:
1) Increment the displacement until a decrease in the load parameter is observed. Save the three points that trap the maximum point, the points a, b and c in Figure (3-5).

2) Specify the largest load as the approximate limit load and its relative displacement.

3) Fit a quadratic function through the three points and find the new approximate limit load as the maximum of the function and its relative displacement.

4) Modify the displacement increment to make it equal to the difference between the approximation obtained in step 2 and step 3. Apply this incremental displacement and iterate for the new set of points.

5) Repeat steps 2 through 4 until the increment obtained in step 4 is within a desired tolerance. In this case, the maximum load obtained in step 4 is the limit load.

![Figure 3-5 Load-deflection curve and the points trapping the peak load.](image)

The foregoing procedure has been successfully implemented and the peak load parameter has been obtained with minimum computational effort.

### 3.3.4 Convergence Criteria

If an incremental solution strategy based on iterative methods is to be effective, realistic criteria should be used for the termination of the iteration. At the completion of an iteration, the solution obtained should be checked to see whether it has converged within
preset tolerances or whether the iteration is diverging. If the convergence tolerances are too loose, inaccurate results are obtained, and if the tolerances are too tight, most computational effort is spent to obtain needless accuracy. Similarly, an ineffective divergence check can terminate the iteration when the solution is not actually diverging or force the iteration to search for an unattainable solution. In most nonlinear problems, the convergence criterion is based on the nodal displacement or out-of-balance force vector.

For a convergence criterion based on the nodal displacement vector, the norm of nodal displacement increment vector at the end of each iteration may be required to be within a certain tolerance of the norm of the true nodal displacement vector solution. Hence, a realistic convergence criterion may be expressed as:

\[ \| \Delta U^{(k)} \|_2 \leq \varepsilon_D \| \Delta U \|_2 \]  \hspace{1cm} (3-89)

where \( \varepsilon_D \) is a displacement convergence tolerance. The vector \( \Delta U \) is not known and must be approximated. Frequently, it is appropriate to use the last calculated value \( \Delta U^{(k)} \) as an approximation to \( \Delta U \) and a sufficiently small value \( \varepsilon_D \). However, in some analyses the actual solution may still be far from the value obtained when convergence is measured using Eq. (3-89) with \( \Delta U^{(k)} \). This is the case when the calculated displacements change only slightly in each iteration but continue to change for many iterations.

For a convergence criterion based on the out-of-balance force vector, the norm of the out-of-balance force vector at the end of each iteration may be required to be within a certain tolerance of the norm of the initial out-of-balance force vector, such that

\[ \| \varepsilon F^{(k+1)} - \varepsilon F \| \leq \varepsilon_F \| \varepsilon F - \varepsilon F^{(1)} \| \]  \hspace{1cm} (3-90)

where \( \varepsilon_F \) is a out-of-balance convergence tolerance. A difficulty with this approach is that the displacement solution does not enter into the termination criterion. In this case, the out-of-balance forces may be very small while the displacements may still be much in
error and far from true solution. Hence, the convergence criteria in Eqs. (3-89) and (3-90) may have to be used with very small values of $\varepsilon_D$ and $\varepsilon_F$. Also, the expressions must be scaled appropriately when quantities of different units are measured (such as displacements, rotations, pressures, and so on).

In this research, in order to provide some quantifiable measure or indication of when both the displacements and the forces are near their equilibrium values, a convergence criterion based on the energy of the system is employed. Here, the increment in internal energy during each iteration (i.e., the amount of work done by the out-of-balance forces on the nodal displacement increments) may be required to be within a certain tolerance of the initial internal energy increment, i.e.

$$
\Delta U^{(k)} \left( r^{+} \Delta \mathbf{P} - r^{-} \Delta \mathbf{P}^{(k-1)} \right) \leq \varepsilon_E \Delta U^{(1)} \left( r^{+} \Delta \mathbf{P} - \mathbf{P}^{(k-1)} \mathbf{P}^{(k-1)} \right)
$$

(3-91)

where $\varepsilon_E$ is an energy convergence tolerance. The proposed convergence criterion contains both the displacement and force information, it is practical and effective measure. Bathe and Cimento [139] provided studies on the proposed convergence measures. For the simulations carried out in this thesis, the following $\varepsilon_E$ is selected:

$$
\varepsilon_E = 10^{-6}
$$

(3-92)

### 3.3.5 Illustrative Examples

Two numerical examples are considered to illustrate the application and performance of the nonlinear finite element formulation for the analysis of large-displacement and large-rotation problems. The first example depicts a cantilever beam with a concentrated end moment. The second example consists of a 45° circular bend cantilever beam subjected to a concentrated end load. Both examples exhibit the characteristics of geometrical nonlinearity due to large displacement and rotation. The problems were solved using the fully Newton-Raphson iterative method based on the load control technique.
1) **Cantilever beam subjected to a concentrated end moment.**

This structure exhibits inextensional bending. Under the action of an end moment $M$, the vertical and horizontal displacements and rotation at the end of the beam are assumed to be $V$, $U$ and $\phi$, respectively, and these are shown in Fig. 3-6. The beam has a modulus of elasticity $E=10000$ psi, length of $L=100$ in, cross-sectional area of $A=0.5$ in$^2$ and moment of inertia $I=0.01042$ in$^4$. The objective of this simulation is to demonstrate the accuracy of the finite element formulation and its implementation. The results are compared to the numerical solution available in the literature.

![Beam cross-section](image)

**Figure 3-6** Cantilevered beam with an end moment.

The results are summarized as follows. Figure 3-7 shows the vertical displacement versus the moment. With 5 beam elements and 20 load steps, this problem was solved using the stress stiffness matrix $k\alpha$ based on the energy method, given by Eq. (3-55), and was also solved using the stress stiffness method based on the perturbation method (Eq. 3-74). The results obtained from these methods are in excellent agreement with the exact solution. Both matrices predict the vertical displacement with an accuracy of less than 1%. In the extreme case of $M_u = M L / (2\pi EI) = 1$, one end of the beam reaches the other end and produce a circular beam. The application of the energy convergence criteria and 20 load steps resulted in convergence in three iterations or less. Bathe and Bolurchi [78] also solved this problem with 5 elements using the updated Lagrangian formulation and the method produced inaccurate results beyond $M_u = 0.3$. 
The plots for the horizontal and vertical displacements and rotations at the end of the beam are shown in Figure 3-8. When \( M_u = 1 \), \( U \) must be equal to the length of the beam, \( L \) for the exact analysis. Using 5 elements and 20 load steps, \( U/L=1 \) for \( M_u = 1 \) which confirms the correct formulation and computer implementation of the geometrically nonlinear analysis.

Figure 3-9 compares the 5-beam and 10-beam element discretization. The vertical displacement results obtained show that there is a 1% difference in the two solutions and the 10-beam solution matches the exact solution. The effect of the number of load steps (5, 10 and 20) is shown in Figure 3-10. The results show that the solutions are not very dependent on the number of load steps and the 5 time-step solution produces accurate results.

The difference between the linear and nonlinear solutions is depicted in Figure 3-11. It is observed that there is good agreement between the two solutions up to a value of \( M_u=ML/(2\pi EI)=0.1 \). Past this value, the two solutions become substantially distinct.

Figure 3-12 shows the configuration of the beam with 20 elements for different end moments. It is interesting to note that for \( M_u=1 \), the straight beam changes into a circular shape, exactly predicting the analytical solution. Figure 3-13 shows the final configuration of the beam at \( M_u = 1 \), for 5, 10 and 20 elements. As the number of elements is increased, the circular shape becomes better defined, as expected.
Figure 3-7  Moment-vertical displacement curve for the cantilevered beam.

Figure 3-8  Moment-displacements curve for the cantilevered beam.
Figure 3-9  Moment-displacement curve of the cantilevered beam for various meshes.

Figure 3-10  Moment-vertical displacement curve of the cantilevered beam for various load steps.
Figure 3-11  Moment-vertical displacement curve of the cantilever beam for linear and nonlinear analysis.

Figure 3-12  Successive configurations for the cantilevered beam.
\[ M = \frac{ML}{2\pi R_a} = 1 \]

Figure 3-13  Final configuration of the cantilever beam under the end moment \((M_u = 1)\) for three different discretizations.

ii ) 45° circular bend cantilever beam subjected to a concentrated end load.

In this example, an initially cantilevered beam undergoes large displacements and rotations to describe a transition from a bent position, through a straightened geometry, and finally curving in the opposite direction. The beam is made of aluminum \((E=10^7 \text{ psi})\) with a 1 in square cross-section, 45° circular bend and a radius of 100 in. Under the action of an end load \(P\), the vertical and horizontal displacements and rotation of the end of the beam are assumed to be \(V, U\) and \(\phi\), as shown in Figure 3-14. The structure was idealized using 8 equal straight beam elements and it is subjected to 600 lb end load at different load steps.

Figure 3-15 shows the vertical and horizontal displacements, and rotation at the end of the circular cantilever beam versus the applied end load. As expected, the solutions obtained using both the energy and perturbation methods are exactly identical.
Figure 3-16 shows the result of vertical displacement of the end of the beam for different load steps. The results confirm the proper formulation and computer implementation for the simulation analysis. The results obtained using 5, 10 and 20 load steps are in excellent agreement. Using a 20 load-step simulation with the energy convergence criteria, convergence was achieved in 4 or less iterations at each load step. The 5 and 10 load-step solutions also provided good results in 4 iterations.

The linear and nonlinear analysis provide comparable solutions until about $P_e = 1.5$ (Figure 3-17). Past this value, the difference between the two solutions becomes significant. Finally, Figure 3-18 shows the configuration of the beam with different end loads, showing clearly the full spectrum of the motion.

Figure 3-14 45° circular bend cantilever beam subjected to an end load.
Figure 3-15 Load-displacements curve of the circular cantilever beam.

Figure 3-16 Load-vertical displacement curve of the circular cantilever beam for different load steps.
Nonlinear finite element analysis (8 Elm. 20 Ls)

Figure 3-17 Moment-vertical displacement curve of the circular cantilever beam for linear and nonlinear analysis.

Figure 3-18 Different configurations of the circular cantilever beam.
3.4 Buckling Analysis

In structural optimization problems with system stability constraints, the accuracy of the predicted buckling load is important to ensure the structural integrity. In most previous studies reported in the literature, the system stability requirement has been posed as a linear buckling analysis problem. Such analysis is restricted to small rotations and to equilibrium in the initial state. A linear buckling analysis reduces to the solution of a generalized eigenvalue problem for the buckling loads (bifurcation point). This approach to system stability for nonlinear structures may not be conservative enough since the nonlinear behavior of the structure results in large changes in the geometry of the structure. Furthermore, the presence of geometric imperfections may affect the nonlinear structural response more significantly. For this reason, a nonlinear buckling analysis is warranted to find accurate estimates of buckling loads for nonlinear structural problems (limit point).

3.4.1 Linear Buckling Analysis (Bifurcation Point)

A basic assumption of linear buckling analysis is that the structure behaves linearly before the critical load is reached. In other words, assuming that a reference load vector $\mathbf{P}_{\text{ref}}$ is applied, the displacement vector $\mathbf{U}_{\text{ref}}$ is calculated carrying out a standard linear static analysis. Subsequently, for a different load level with a positive constant load factor $\alpha \ (\alpha \mathbf{P}_{\text{ref}})$, the new stiffness matrices become

$$
\mathbf{K}_{\alpha} = \alpha \mathbf{K}_{\text{ref}} \quad \text{and} \quad \mathbf{K}_{D1} \mathbf{U}_{\text{ref}} = \alpha \mathbf{K}_{D1 \text{ref}}, \quad (3-93)
$$

Multiplying all loads by $\alpha$ implies that the intensity of the displacement and stress field are multiplied by $\alpha$, however the relative distribution of displacements and stresses does not change. Thus, a scale factor $\alpha_{\text{cr}}$ corresponding to that of the critical buckling load is defined as

$$
\mathbf{P}_{\text{cr}} = \alpha_{\text{cr}} \mathbf{P}_{\text{ref}}. \quad (3-94)
$$
Since external loads do not change during an infinitesimal buckling displacement $\Delta U$, then from Eq. (3-21),

$$
(K_E + \alpha_{cr} K_{D1 \text{ ref}}) \Delta U = 0 \quad \text{or} \quad (K_E + \alpha_{cr} K_{\sigma \text{ ref}}) \Delta U = 0 \quad (3-95)
$$

Eq. (3-95) defines an eigenvalue problem whose lowest eigenvalue $\alpha_{cr}$ is associated with the value of the buckling load and the corresponding eigenvector $\Delta U$ associated with $\alpha_{cr}$ represents the buckling mode shape.

When using Eqs. (3-95) for linear buckling analysis, $K_{D1}$ implies that prebuckling rotations are small but are not to be ignored, whereas use of $K_{\sigma}$ implies that prebuckling rotations are either ignored or are zero. The latter is termed the classical buckling analysis. The buckling load found using the linear buckling analysis based on $K_{D1}$ is not the same as that found using classical buckling analysis in the presence of traverse displacements and rotations prior to buckling. In practical problems where the prebuckling rotations are not negligible (geometric nonlinear problems), use of $K_{D1}$ yields a more conservative buckling load with respect to the actual stability limits (limit points).

### 3.4.2 Combined Buckling Analysis (Bifurcation Point)

A linear buckling analysis alone does not provide an accurate estimate of the actual critical load of the structure. In classical linear buckling analysis (function of $K_{\sigma}$), the pre-buckling rotations are ignored. In the linear buckling analysis based on $K_{D1}$, the pre-buckling rotations are small and $K_{D1}$ depends on very small deformations. One way to account for the structural non-linearity is to calculate $K_E$ and $K_{\sigma}$ or $K_{D1}$ based on the configuration just before buckling[135]. To that end, a certain load level $P_{\text{base}}$ is applied and a nonlinear static analysis is performed to calculate the tangent stiffness matrix $K$ in its current deformed configuration. At the subsequent step, a trial load increment $\Delta P$ is applied, and the resulting displacements produced by $K$ and $\Delta P$ are used to compute the element forces. This establishes $K_{\sigma \text{ base}}$ or $K_{D1 \text{ base}}$ for this base current configuration.
The objective now is to find the proper load level beyond the fundamental state $P_{base}$ such that the tangent stiffness matrix $K$ becomes completely degraded by subsequent increments of $K_o$ or $K_{p1}$. To find this additional load level, the linear eigenvalue problem

\[(K + \Delta \alpha_{cr} K_{o,base})\Delta U = 0 \quad \text{or} \quad (K + \Delta \alpha_{cr} K_{p1,base})\Delta U = 0 \quad (3-96)\]

is solved, where $\Delta \alpha_{cr}$ is the critical load factor based on the fundamental base load level. This reduces the total stiffness to zero with respect to the buckling mode to give the predicted buckling load as

\[P_{cr} = P_{base} + \Delta \alpha_{cr} \Delta P. \quad (3-97)\]

Eq. (3-97) assumes that the displacements and forces change in intensity but not in relative distribution when the load is increased by an amount $\Delta \alpha_{cr} \Delta P$. This assumption becomes nearly true as $P_{base}$ approaches $P_{cr}$. By using a sequence of increasing loads $P_{base}$, the solution approaches the correct buckling load. At convergence, $\Delta \alpha_{cr} = 0$ and $P_{cr} = P_{base}$.

### 3.4.3 Nonlinear Buckling Analysis (Limit Point)

In nonlinear buckling analysis, the incremental nonlinear analysis may use either the force or the displacement control technique. Mathematically, when the tangent stiffness matrix $K$ becomes singular, the limit point has been reached. In structural optimization problems under system stability constraints, it is important to obtain precisely the load level that initiates the snap-through. The following example illustrates this point.

### 3.4.4 Illustrative Example

A Williams toggle frame with a concentrated apex load has been selected to illustrate the theory presented. This example has been solved analytically and experimentally by Williams [142], and also by Meek and Loganathan [143] using the finite element force control technique based on the arc-length technique. Here, the problem is solved using
the fully Newton-Raphson iterative method based on the displacement control technique. The vertical displacement at the apex has been selected as the displacement control. The Williams Toggle frame geometry and the coordinate system are shown in the Figure 3-19. The span length of the frame is \( L = 25.886 \) in, the height of the beam is \( H = 0.386 \) in and the width and depth of the cross-section are \( a = 0.753 \) in and \( b = 0.243 \) in, respectively. The Young's Modulus is \( E = 10.3 \times 10^6 \) psi. Under the action of the load, the frame exhibits a displacement \( V \) at its apex. The frame is discretized into 4, 8 and 16 elements to determine the effect of discretization on the solution. The controlled displacement is incremented 0.01 in per displacement step.

![Figure 3-19 The Williams toggle frame.](image)

Figure 3-20 shows pre-buckling and post-buckling path of the Williams toggle frame. The predicted response compares well with the analytical solution. Also, as the number of elements increases, the numerically predicted response improves significantly. The response obtained using 18 elements is in excellent agreement with the analytical solution and especially with the experimental data reported by Williams [142]. The results confirm the validity of the formulation and the accuracy of the solutions for snap-through problems. The convergence was achieved in 4 or less iterations at each displacement step.

Fig. 3-21 shows the load-deflection curve up to the limit load for the Williams toggle frame using 18 elements to discretize the structure. The formulation to find the limit point has been implemented successfully. There is an excellent agreement between the buckling analysis solutions obtained using the energy and perturbation methods. The analytical solution for the limit point is \( P_{cr} = 34.0392 \) lb; using the energy method is \( P_{cr} = 34.3205 \) lb; and using the perturbation method is \( P_{cr} = 34.3206 \) lb. The vertical
displacement for the apex at the limit point has the following solutions: analytical solution is \( V = 0.231 \) in; using the energy method is \( V = 0.236 \) in; and using the perturbation method is \( V = 0.235 \) in.

Figure 3-22 shows the configuration of the frame modeled using 8 and 16 elements with apex load \( P = 30 \) lb and the deformed structure is compared to the initial configuration.

Figure 3-23 shows the deformed configuration of the frame modeled using 16 elements with apex loads \( P = 20 \) lb and \( 30 \) lb.

![Figure 3-20 Load-displacement curves for the Williams toggle frame.](image)
Figure 3-21  Load-displacement curve for the Williams toggle frame until limit load.

Figure 3-22  Configuration of the Williams toggle frame for various element numbers.
3.5 Nonlinear Analysis of Symmetric Structures

Most methods used to solve static nonlinear problems are based on Newton's method or quasi-Newton methods. For a $m$-degree-of-freedom system, these methods require the solution of $m$ simultaneous equations, repetitively. When the number of degrees of freedom is large, the cost of the solution becomes prohibitive. Researchers have proposed many schemes in an attempt to make the solution of nonlinear problems more efficient. For the special case of systems with structural symmetry, it has recently been shown that nonlinear solutions can be computed exactly with a reduced number of degrees of freedom based on the symmetry modes using a technique called the Group Theoretic Approach (GTA). The essence of the approach rests on reducing the number of degrees of freedom of the initial configuration by transformation of a large system to a similar much smaller subsystem. In general, the number of displacement degrees of freedom for a large system ($m$) is much larger than the dof of the reduced system, say $m_r$. The response $U$ of the large system can be obtained by a combination of a few subspace

![Figure 3-23](image-url)  
**Figure 3-23** Different configurations for the Williams toggle frame.
modes or basis vectors. This is done by expressing $U$ as a product of a transformation matrix $\Phi$ and the response $U$, of the reduced problem.

In the last decade, there has been a growing interest in the application of the GTA to the solution of nonlinear problems. The group theoretic foundations of the reduction method have been introduced by Healy [144-146]. Using a projection operator of group theory [147], Healey described, within the general setting of symmetric problems in structural mechanics, how to form a dimensionally reduced problem, which can lead to significant computational savings. This technique has been applied to elasto-statics and bifurcation problems. Subsequently, Chang and Healey [148] used the GTA to analyze geometrically nonlinear systems with symmetry. Recently, Li [149] solved static and dynamic analysis of nonlinear problems with symmetries using GTA. However, the nonlinear buckling analysis and post-buckling using GTA have not been reported in the literature.

In structural optimization of nonlinear problems, besides the nonlinear analysis, the optimization procedure has an iterative nature as well. Here, the GTA has been applied to nonlinear analysis of symmetric nonlinear structures, with particular emphasis on the nonlinear buckling analysis and post-buckling behaviour. The detailed theory on the GTA is documented in Refs.[144-148]. For the sake of completeness, a summary of the mathematical procedure is presented next.

### 3.5.1 Mathematical Formulation

The governing equation of motion (Eq. 3-14) may be expressed in a more compact form as

$$h(\ddot{U}, U, \mathbf{P}) = h_1(\ddot{U}) + h_2(U) - \mathbf{P} = 0$$  \hspace{1cm} (3-98)

where $h_1$ and $h_2$ are functions of $\ddot{U}$ and $U$, respectively and $h$ is the function of $\ddot{U}$, $U$ and $\mathbf{P}$.

Suppose Eq. (3-98) models a structure with $m$ degrees of freedom. The undeformed geometry (shape), material properties and geometric boundary conditions have common nontrivial symmetry. Symmetry is characterized mathematically by an isometric (strain-
free) transformation of the undeformed structure into a completely equivalent configuration. The set of all such isometries, \( S_G \equiv \{ G_1, G_2, \ldots, G_N \} \); \( G_i \in \mathbb{R}^{3 \times 3} \) is called the symmetry group of the structure. It is noted that, for structural systems of finite dimensions, the relevant isometries are all \( 3 \times 3 \) orthogonal matrices corresponding to rotations, reflections and inversion [147,150]. An orthogonal representation of a symmetry group of \( S_G \) on \( m \)-dimensional space is \( T \equiv \{ T_1, T_2, \cdots, T_N \} \); \( T_i \in \mathbb{R}^{m \times m} \) called rep of \( S_G \) on \( \mathbb{R}^{m \times m} \) and satisfies the following properties:

\[
T(G_1)T(G_2) = T(G_1G_2) \quad \text{for all} \quad G_1, G_2 \in S_G
\]

\[
T^T(G_i) = T(G_i^T) \quad \text{and} \quad T^{-1}(G_i) = T(G_i^{-1}) \quad \text{for all} \quad G_i \in S_G
\]

\[
T(I) = I, \quad \text{where} \ I \ \text{is the} \ (m \times m) \text{identity matrix.}
\]

Here, \( N \) is the number of reps. The equilibrium equations of symmetry models such as Eq. (3-98) reflect the symmetry of the mechanical or physical system through a property called the equivariance [145]. Eq. (3-98) is said to be equivariant under the action of \( T \) if

\[
h(T \ddot{U}, TU, P) = T h(\ddot{U}, U, P). \tag{3-99}
\]

The equivariance condition in Eq. (3-99) follows from the fact that the loading, material properties and the boundary conditions agree with the geometric symmetry of the structure. If any of these has less symmetry than the purely geometric symmetry, then an appropriate subgroup must be employed.

A symmetry solution to Eq. (3-99) consists of a nodal displacement vector \( U \) and a load magnitude \( P \) satisfying equilibrium such that \( TU = U \). It can be shown [147] that the following average matrix,

\[
P_r = \frac{1}{N} \sum_{i=1}^{N} T_i \tag{3-100}
\]
is a symmetric \((Pr^T = Pr)\) projection \((Pr Pr = Pr)\) onto the subspace \(U_s \subseteq \mathbb{R}^n\) of all symmetric displacement fields, which is called the symmetry subspace. If the \(m\)-vector \(\Theta\) is in \(U_s\), then

\[
Pr \Theta = \Theta
\]

i.e. \(\Theta\) is an eigenvector of \(Pr\) corresponding to the unit eigenvalue. It can also be shown [147] that the dimension of \(U_s\) is given by

\[
m_r = \text{trace}(Pr) = \frac{1}{N} \sum_{i=1}^{N} \text{trace}(T_i).
\]

Hence, the multiplicity of the unit eigenvalue in Eq. (3-101) is equal to \(m_r\).

The most useful way to construct a reduced problem is to define the basis for \(U_s\) as

\[
\Phi = \{\Theta_1, \Theta_2, \ldots, \Theta_{m_r}\}, \quad \text{where} \quad \Theta_i^T \Theta_j = \delta_{ij}.
\]

These basis vectors \(\Theta_i, i = 1, 2, \ldots, m_r\), which are solutions to Eq. (3-101), are called the symmetry modes. The matrix \(\Phi\), including the symmetry modes, is a \(m \times m_r\) matrix. If the displacement vector \(U\) is in \(U_s\) (symmetry solution), then

\[
U_r = \Phi^T U
\]

is an \(m_r\)-vector with entries corresponding to the components of \(U\) relative to the basis \(\{\Theta_1, \Theta_2, \ldots, \Theta_{m_r}\}\), i.e. \(U_{ri} = \Theta_i^T U, i = 1, 2, \ldots, m_r\). From Eq. (104)

\[
U = \Phi U_r.
\]

Considering Eqs. (3-105) and (3-98) and multiplying both sides by \(\Phi^T\) the reduced problem may be given explicitly by

\[
\Phi^T h(\Phi \hat{U}_r, \Phi U_r, P) = \Phi^T h_1(\Phi \hat{U}_r) + \Phi^T h_2(\Phi U_r) - \Phi^T P = 0
\]

and considering Eqs. (3-105) and Eq. (3-14), the equation becomes

\[
M_r \ddot{U}_r + K_r U_r = P_r
\]
where

\[ M_r = \Phi^T M \Phi, \quad K_r = \Phi^T K \Phi, \quad \text{and} \quad P_r = \Phi^T P. \]  

(3-108)

It should be noted that not all solutions of Eq. (3-14) are necessarily solutions of Eq. (3-107). Rather, the reduced problem captures only the symmetric solution points of Eq. (3-14). For example, in the nonlinear buckling analysis of symmetric structures, all symmetric solutions appear before the bifurcation point. Therefore, the reduced problem catches all solutions in the full space. After bifurcation, there may be symmetric and unsymmetric solutions in full space. In this case, the reduced problem only catches the symmetric solutions of the full space. In limit point problems, there are solely symmetric solutions before and after the limit point. In this case, the reduced space problems catch all solutions of full space following the limit point, as well.

In the nonlinear problems considered by Li [149], the GTA has been applied to nonlinear problem however the solutions did not reach the limit point. In this work, the GTA has been applied to nonlinear buckling analysis of symmetric problems. It is shown that, using GTA, it is possible to trace the post buckling path in limit point problems and the computation time can be reduced significantly compared to solutions obtained using the full space.

### 3.5.2 The Solution Procedure using GTA

The steps for obtaining the static response of symmetric nonlinear problems using GTA are as follows:

1) Compute the out-of-balance load vector \( \Delta P \).

2) Set up the reduced symmetry subspace, the basis vector \( \Phi \). The reduced stiffness matrix and the reduced out-of-balance force vector become \( K_r = \Phi^T K \Phi \) and \( \Delta P_r = \Phi^T \Delta P \), respectively.

3) Solve the incremental displacements under the subspace. This computation involves solving the reduced system \( K_r \Delta U_r = \Delta P_r \), for the generalized incremental displacement vector \( \Delta U_r \), using the force or displacement control techniques.
4) Obtain the original full space incremental nodal displacement vector using
\[ \Delta U = \Phi \Delta U', \]
5) Update the nodal coordinates.
6) Compute new member forces.
7) Repeat step 1 through 6. The computation stops when the energy convergence criteria, Eq. (3-92), is satisfied.

3.5.3 Illustrative Example

Two numerical examples are considered to illustrate the application of the GTA. The first example depicts a three-member space truss. This simple symmetric structure has been selected to illustrate the construction of the projection operator, the calculation of the symmetry modes and subsequent analysis of the static response. The second example is selected to illustrate the accuracy of the GTA method and search for symmetry modes for complex structures.

i) The 3-bar Space Truss Structure

A three-member space truss, shown in Figure 3-24, with one free node (three translation degrees of freedom) is considered. The space truss has the following equivalent positions: (1) Rotation of the structure by 0° about the global Z axis, (2) Rotation of the structure by 120° about the global Z axis, (3) Rotation of the structure by 240° about the global Z axis, (4) Reflection of the structure across the plane through the Z and X axes, (5) Reflection of the structure across the plane through the Z axes and the line through the origin in the X-Y plane that makes a counterclockwise angle of 60° with the X axes, (6) Reflection of the structure across the plane through the Z axes and the line through the origin in the X-Y plane that makes a counterclockwise angle of 120° with the X axes.
Figure 3-24 The 3-bar space truss structure.

In the Cartesian coordinate system, each of the above actions can be represented by a $3 \times 3$ orthogonal rotation or reflection matrix. The rotation about the $Z$ axis through the counterclockwise angle $\theta$ is from the global coordinate system to the local axis of the members and therefore it is the transpose of the rotation matrix given by Eq. (3-54)

$$Rot^T = \begin{bmatrix} \cos \theta & -\sin \theta & 0 \\ \sin \theta & \cos \theta & 0 \\ 0 & 0 & 1 \end{bmatrix} \quad (3-109)$$

The reflection across a plane perpendicular to the $X$-$Y$ plane that makes a counterclockwise angle of $\theta/2$ with the $X$-$Z$ plane, is given by
Ref = \[
\begin{bmatrix}
\cos \theta & \sin \theta & 0 \\
\sin \theta & -\cos \theta & 0 \\
0 & 0 & 1
\end{bmatrix}
\]  \hspace{1cm} (3-110)

The complete symmetry group of the structural configuration is the set of all orthogonal transformations that map the system into an equivalent configuration, expressed as:

\[ T_1 = \text{Rot}^T(0^\circ) = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad T_2 = \text{Rot}^T(120^\circ) = \begin{bmatrix} -1/2 & -\sqrt{3}/2 & 0 \\ \sqrt{3}/2 & -1/2 & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad T_3 = \text{Rot}^T(240^\circ) = \begin{bmatrix} -1/2 & \sqrt{3}/2 & 0 \\ \sqrt{3}/2 & -1/2 & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad T_4 = \text{Ref}^T(0^\circ) = \begin{bmatrix} 1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad T_5 = \text{Ref}^T(120^\circ) = \begin{bmatrix} -1/2 & \sqrt{3}/2 & 0 \\ \sqrt{3}/2 & 1/2 & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad T_6 = \text{Ref}^T(240^\circ) = \begin{bmatrix} -1/2 & -\sqrt{3}/2 & 0 \\ \sqrt{3}/2 & 1/2 & 0 \\ 0 & 0 & 1 \end{bmatrix} \hspace{1cm} (3-111)

The dimension of the symmetry sub-space \( U_\gamma \), by virtue of Eq. (3-102) is:

\[ m_\gamma = \frac{1}{6}[(1+1+1)+(-1/2-1/2+1)+(-1/2-1/2+1)+(1-1+1) \]
\[ +(-1/2+1/2+1)+(-1/2+1/2+1)] = 1 \hspace{1cm} (3-112)

This means that the deformation of the space truss can be characterized by one single basis matrix. Using Eq. (3-100), the projection operator is given by

\[ Pr = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 1 \end{bmatrix}. \hspace{1cm} (3-113)\]

Eigenvectors with unit eigenvalue can be extracted from Eq. (3-113). \( \Theta_1 = \begin{bmatrix} 0 & 0 & 1 \end{bmatrix}^T \) is the only basis eigenvector (symmetry mode) which is a solution of Eq. (3-113). Thus, the transformation matrix \( \Phi \) becomes
Using this subspace, the GTA is developed for the analysis of the geometrically nonlinear three-bar truss structure. Two cases are studied to demonstrate the performance of the GTA.

First, the truss is loaded vertically downwards at its central node with \( P = 100 \) N. The length of each member is \( L = 14.14 \) m, the cross-sectional area of each member is \( A = 1 \) m\(^2\); and the height is \( H = 10 \) m. The Young's modulus is \( E = 10000 \) N/m\(^2\).

An energy convergence criteria of \( \varepsilon_E = 10^{-7} \) was used here. Using the force control technique, the nonlinear analysis of both the full space and the reduced subspace are performed to obtain the displacement vector at the central node 4.

### Table 3-1

<table>
<thead>
<tr>
<th>Full space</th>
<th>Reduced Subspace</th>
<th>Ref.(^{149})</th>
</tr>
</thead>
<tbody>
<tr>
<td>([0 \ 0 \ -0.0949604329]^T)</td>
<td>([0 \ 0 \ -0.0949604329]^T)</td>
<td>([0 \ 0 \ -0.0942809038]^T)</td>
</tr>
</tbody>
</table>

Table 3-1 shows that the results computed using the finite element force control method with full space and reduced subspace match exactly. The number of iterations for nonlinear analysis using both the full space and reduced subspace is 3. The computational effort in the full space was 1.5 times higher than the reduce subspace solution. Also, the results almost match the solution reported in Ref.\([149]\).

Next, the nonlinear buckling analysis of the structure is carried out. Here we assume that \( H = 1 \). This example illustrates the application of GTA to nonlinear buckling analysis using the displacement control method. The vertical displacement at the apex (W) of the structure (node 4) is considered the controlling displacement and it is incremented in steps of \( 0.1 \) m per displacement step.

Figure 3-25 shows the nonlinear buckling analysis until the limit load is reached using both the full space and the reduced subspace for the three-bar space truss. There is
excellent agreement between the two solution spaces. The limit load is obtained with an accuracy of the order of $10^{-6}$. When the solution process reaches close to the limit point, the controlling displacement is automatically incremented in steps smaller than the assigned (0.1 m per time steps.). This reduction in step size continues until the limit point is found with the desired accuracy. The solution using both spaces revealed a limit load of 2811.049 N. The number of time steps needed to catch the limit point using the full space and the subspace were 145 and 136, respectively. The computational effort for the full space was 2.5 times higher than the reduced space solution. Convergence was achieved at each displacement step in one or two iterations for both solution spaces.

Figure 3-26 shows the post-buckling solution path. There is perfect agreement between the full space and the reduced subspace in post-buckling path solution. The number of time steps in both the full space and the reduced subspace is 80 and the computational effort in full space was 2 times higher than the reduced subspace solution.

![Figure 3-25](image_url) Load-Deflection curve for 3-bar space truss until limit load.
In all cases above, it can be observed that there is significant computation reduction in reduced subspace in comparison to full space.

ii) The 24-Bar Dome Space Truss

This complex structure is shown in Fig. (3-27). It is made of twenty-four bars and the six vertices are fixed so that there are seven nodes free to move with a total of 21 degrees of freedom. This structure has six equivalent configurations corresponding to rotating the structure through angles of $n\pi/3$; $n = 0, 1, ..., 5$, and six equivalent configurations corresponding to reflection of the structure across the plane through the Z-axis and the line through the origin in the X-Y plane that makes a counterclockwise angle of $n\pi/6$; $n = 0, 1, ..., 5$ with the X-axis. Using the rotation and reflection matrices as defined in the previous example, these 12 equivalent configurations can be described by the following matrices:
Figure 3-27 The 24-bar space dome truss structure.

\[ T_1 = \text{Rot}^T(0) \begin{pmatrix} U_1, U_2, U_3, U_4, U_5, U_6, U_7 \end{pmatrix} \]

\[
\begin{bmatrix}
\text{Rot}^T(0) & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \text{Rot}^T(0) & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \text{Rot}^T(0) & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \text{Rot}^T(0) & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \text{Rot}^T(0) & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \text{Rot}^T(0) & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \text{Rot}^T(0) & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \text{Rot}^T(0)
\end{bmatrix}
\]
\[ T_2 = \text{Rot}^T(60)(U_2, U_5, U_1, U_4, U_7, U_3, U_6) \]

\[
\begin{bmatrix}
0 & \text{Rot}^T(60) & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \text{Rot}^T(60) & 0 & 0 \\
\text{Rot}^T(60) & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \text{Rot}^T(60) & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \text{Rot}^T(60) & 0 \\
0 & 0 & \text{Rot}^T(60) & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \text{Rot}^T(60) \\
\end{bmatrix}
\]

\[ T_3 = \text{Rot}^T(120)(U_5, U_7, U_2, U_4, U_6, U_1, U_3) \]

\[
\begin{bmatrix}
0 & 0 & 0 & 0 & \text{Rot}^T(120) & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \text{Rot}^T(120) & 0 \\
0 & \text{Rot}^T(120) & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \text{Rot}^T(120) & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \text{Rot}^T(120) & 0 & 0 \\
\text{Rot}^T(120) & 0 & 0 & 0 & 0 & \text{Rot}^T(120) & 0 \\
0 & 0 & \text{Rot}^T(120) & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

\[ T_4 = \text{Rot}^T(180)(U_7, U_6, U_5, U_4, U_3, U_2, U_1) \]

\[
\begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & \text{Rot}^T(180) \\
0 & 0 & 0 & 0 & 0 & \text{Rot}^T(180) & 0 \\
0 & 0 & 0 & 0 & \text{Rot}^T(180) & 0 & 0 \\
0 & 0 & 0 & \text{Rot}^T(180) & 0 & 0 & 0 \\
0 & \text{Rot}^T(180) & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \text{Rot}^T(180) & 0 & 0 & 0 & 0 \\
\text{Rot}^T(180) & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]
$$T_3 = \text{Rot}^T(240)(U_6, U_3, U_7, U_4, U_1, U_5, U_2)$$

$$=
\begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & \text{Rot}^T(240) & 0 \\
0 & 0 & \text{Rot}^T(240) & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \text{Rot}^T(240) & 0 \\
0 & 0 & 0 & \text{Rot}^T(240) & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \text{Rot}^T(240) & 0 & 0 & 0 \\
0 & \text{Rot}^T(240) & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}$$

$$T_6 = \text{Rot}^T(300)(U_3, U_1, U_6, U_4, U_2, U_7, U_5)$$

$$=
\begin{bmatrix}
0 & 0 & 0 & \text{Rot}^T(300) & 0 & 0 & 0 & 0 \\
\text{Rot}^T(300) & 0 & 0 & 0 & 0 & 0 & \text{Rot}^T(300) & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \text{Rot}^T(300) & 0 \\
0 & 0 & 0 & \text{Rot}^T(300) & 0 & 0 & 0 & 0 \\
0 & \text{Rot}^T(300) & 0 & 0 & 0 & 0 & \text{Rot}^T(300) & 0 \\
0 & 0 & 0 & 0 & \text{Rot}^T(300) & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \text{Rot}^T(300) & 0 & 0 \\
\end{bmatrix}$$

$$T_7 = \text{Ref}(0)(U_2, U_1, U_3, U_4, U_3, U_7, U_6)$$

$$=
\begin{bmatrix}
0 & \text{Ref}(0) & 0 & 0 & 0 & 0 & 0 & 0 \\
\text{Ref}(0) & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \text{Ref}(0) & 0 & 0 & 0 \\
0 & 0 & \text{Ref}(0) & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \text{Ref}(0) & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \text{Ref}(0) & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \text{Ref}(0) \\
\end{bmatrix}$$
\[ T_8 = \text{Ref}(60)(U_1, U_3, U_2, U_4, U_6, U_5, U_7) \]

\[
\begin{bmatrix}
\text{Ref}(60) & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \text{Ref}(60) & 0 & 0 & 0 & 0 \\
0 & \text{Ref}(60) & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \text{Ref}(60) & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \text{Ref}(60) & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \text{Ref}(60) & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \text{Ref}(60)
\end{bmatrix}
\]

\[ T_9 = \text{Ref}(120)(U_3, U_6, U_1, U_4, U_7, U_2, U_5) \]

\[
\begin{bmatrix}
0 & 0 & \text{Ref}(120) & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \text{Ref}(120) & 0 & 0 & 0 \\
\text{Ref}(120) & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \text{Ref}(120) & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \text{Ref}(120) & 0 & 0 \\
0 & \text{Ref}(120) & 0 & 0 & 0 & \text{Ref}(120) & 0 \\
0 & 0 & 0 & 0 & 0 & \text{Ref}(120) & 0 \\
0 & \text{Ref}(120) & 0 & 0 & 0 & 0 & \text{Ref}(120)
\end{bmatrix}
\]

\[ T_{10} = \text{Ref}(180)(U_6, U_7, U_3, U_4, U_2, U_1, U_2) \]

\[
\begin{bmatrix}
0 & 0 & 0 & 0 & 0 & \text{Ref}(180) & 0 \\
0 & 0 & 0 & \text{Ref}(180) & 0 & 0 & 0 \\
0 & \text{Ref}(180) & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \text{Ref}(180) & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \text{Ref}(180) & 0 & 0 & 0 \\
\text{Ref}(180) & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \text{Ref}(180) & 0 & 0 & 0 & 0 & 0 \\
0 & \text{Ref}(180) & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]
\[
T_{11} = \text{Ref}(240)(U_7, U_5, U_6, U_4, U_2, U_3, U_1)
\]
\[
\begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & \text{Ref}(240) \\
0 & 0 & 0 & 0 & \text{Ref}(240) & 0 & 0 \\
0 & 0 & 0 & \text{Ref}(240) & 0 & 0 & 0 \\
0 & \text{Ref}(240) & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \text{Ref}(240) & 0 & 0 & 0 & 0 \\
\text{Ref}(240) & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

\[
T_{12} = \text{Ref}(300)(U_5, U_2, U_7, U_4, U_1, U_6, U_3)
\]
\[
\begin{bmatrix}
0 & 0 & 0 & 0 & 0 & \text{Ref}(300) & 0 & 0 \\
0 & \text{Ref}(300) & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \text{Ref}(300) \\
0 & 0 & 0 & \text{Ref}(300) & 0 & 0 & 0 & 0 \\
\text{Ref}(300) & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \text{Ref}(300) & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

(3.115)

Here, \(\text{Rot}(\theta)\) and \(\text{Ref}(\theta)\) are defined by Eqs. (3-109) and (3-110), respectively; \(0\) is a 3×3 zero matrix, and \(U_i\) is the displacement vector of the \(i^{th}\) node.

Using Eq. (3-102), the dimension of the symmetry reduced subspace for the twenty-four bar space dome structure is

\[
m_r = \frac{1}{12} (21 + 2 + 0 - 1 + 0 + 2 + 3 + 1 + 3 + 1 + 3 + 1) = 3. \tag{3-116}
\]

Using Eq. (3-100), the projection operator becomes
\[
\begin{bmatrix}
A1 & B1 & C1 & 0 & D1 & E1 & F1 \\
\cdot & B2 & C2 & 0 & D2 & E2 & F2 \\
\cdot & & C3 & 0 & D3 & E3 & F3 \\
\cdot & & & G & 0 & 0 & 0 \\
\cdot & & & & C3 & B3 & A3 \\
S & Y & M & \cdot & B2 & A2 & \cdot \\
\cdot & & & & & & A1
\end{bmatrix}
\]

\hspace{1cm} (3-117)

where

\[
\begin{align*}
A1 &= \begin{bmatrix} 0.1250 & 0.0722 & 0 \\ 0.0722 & 0.0417 & 0 \\ 0 & 0 & 0.1667 \end{bmatrix}, & B1 &= \begin{bmatrix} 0.1250 & -0.0722 & 0 \\ 0.0722 & -0.0417 & 0 \\ 0 & 0 & 0.1667 \end{bmatrix} = A2^T \\
B2 &= \begin{bmatrix} 0.1250 & -0.0722 & 0 \\ -0.0722 & 0.0417 & 0 \\ 0 & 0 & 0.1667 \end{bmatrix}, & C1 &= \begin{bmatrix} 0 & 0.1443 & 0 \\ 0 & 0.0833 & 0 \\ 0 & 0 & 0.1667 \end{bmatrix} = A3^T \\
C2 &= \begin{bmatrix} 0 & 0.1443 & 0 \\ 0 & -0.0833 & 0 \\ 0 & 0 & 0.1667 \end{bmatrix} = B3^T, & C3 &= \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0.1667 & 0 \\ 0 & 0 & 0.1667 \end{bmatrix} \\
D1 &= \begin{bmatrix} 0 & -0.1443 & 0 \\ 0 & -0.0833 & 0 \\ 0 & 0 & 0.1667 \end{bmatrix}, & D2 &= \begin{bmatrix} 0 & -0.1443 & 0 \\ 0 & 0.0833 & 0 \\ 0 & 0 & 0.1667 \end{bmatrix} \\
D3 &= \begin{bmatrix} 0 & 0 & 0 \\ 0 & -0.1667 & 0 \\ 0 & 0 & 0.1667 \end{bmatrix}, & E1 &= \begin{bmatrix} -0.1250 & 0.0722 & 0 \\ -0.0722 & 0.0417 & 0 \\ 0 & 0 & 0.1667 \end{bmatrix} \\
E2 &= \begin{bmatrix} -0.1250 & 0.0722 & 0 \\ 0.0722 & -0.0417 & 0 \\ 0 & 0 & 0.1667 \end{bmatrix}, & E3 &= \begin{bmatrix} -0.1443 & 0.0833 & 0 \\ 0 & 0 & 0.1667 \end{bmatrix} \\
F1 &= \begin{bmatrix} -0.1250 & -0.0722 & 0 \\ -0.0722 & -0.0417 & 0 \\ 0 & 0 & 0.1667 \end{bmatrix}, & F2 &= \begin{bmatrix} -0.1250 & -0.0722 & 0 \\ 0.0722 & 0.0417 & 0 \\ 0 & 0 & 0.1667 \end{bmatrix}
\end{align*}
\]
The eigenvectors of $F$, corresponding to an eigenvalue of unity according to Eq. (117), can now be obtained. Since $m = 3$, we have three eigenvectors as

$$\Phi = [\Theta_1 \Theta_2 \Theta_3].$$

These eigenvectors represent the basis vectors that span the symmetry subspace, and they are listed in Table 3-2. Note that the twenty-one degrees of freedom in the original full space are now reduced to three dimensional symmetry subspace.

**Table 3-2** The basis vectors spanning the subspace of the 24-bar space dome truss.

<table>
<thead>
<tr>
<th>$\Theta_1$</th>
<th>$\Theta_2$</th>
<th>$\Theta_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.000000</td>
<td>0.000000</td>
<td>0.353553</td>
</tr>
<tr>
<td>0.000000</td>
<td>0.000000</td>
<td>0.204124</td>
</tr>
<tr>
<td>0.000000</td>
<td>0.408248</td>
<td>0.000000</td>
</tr>
<tr>
<td>0.000000</td>
<td>0.000000</td>
<td>0.353553</td>
</tr>
<tr>
<td>0.000000</td>
<td>0.000000</td>
<td>-0.204124</td>
</tr>
<tr>
<td>0.000000</td>
<td>0.408248</td>
<td>0.000000</td>
</tr>
<tr>
<td>0.000000</td>
<td>0.000000</td>
<td>0.408248</td>
</tr>
<tr>
<td>0.000000</td>
<td>0.408248</td>
<td>0.000000</td>
</tr>
<tr>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
</tr>
<tr>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
</tr>
<tr>
<td>0.000000</td>
<td>0.000000</td>
<td>-0.408248</td>
</tr>
<tr>
<td>0.000000</td>
<td>0.408248</td>
<td>0.000000</td>
</tr>
<tr>
<td>0.000000</td>
<td>0.408248</td>
<td>-0.353553</td>
</tr>
<tr>
<td>0.000000</td>
<td>0.000000</td>
<td>0.204124</td>
</tr>
<tr>
<td>0.000000</td>
<td>0.408248</td>
<td>0.000000</td>
</tr>
<tr>
<td>0.000000</td>
<td>0.408248</td>
<td>-0.353553</td>
</tr>
<tr>
<td>0.000000</td>
<td>0.000000</td>
<td>-0.204124</td>
</tr>
<tr>
<td>0.000000</td>
<td>0.408248</td>
<td>0.000000</td>
</tr>
</tbody>
</table>

The Young's modulus and cross-sectional areas of all members are assumed to be $E=73 \times 10^{11}$ N/m$^2$ and $A=5$ cm$^2$, respectively.
Using the displacement control technique, the nonlinear buckling analysis using both the full space and reduced subspace are performed to obtain the limit load. The application of GTA to nonlinear buckling analysis using the displacement control method is illustrated. The vertical displacement at the apex (W) of the structure (node 4) is considered to be the controlling displacement and it is incremented in steps of 0.01 m per displacement step.

Figure 3-28 shows the nonlinear buckling response until the limit load is reached using both the full space and the reduced subspace. There is excellent agreement between the full and reduced solutions. The limit load was obtained with accuracy of the order of $10^{-5}$. The limit load was found to be 111,729.2 N. The number of time steps needed to catch limit point was 85. The computational time using the full space was 5 times higher than the reduced space solution.

Figure 3-29 shows the post-buckling solution path. There is a perfect match between the two solutions. The number of time steps for both spaces was 100 and the computational time required for the analysis was 4 times higher using the full space.

Figure 3-28 Load-deflection curve for the 24-bar space dome truss until limit load.
Figure 3-29  Load-deflection curve for the 24-bar space dome truss (post-buckling).
4.1 Introduction

A structural optimization process consists of two steps: analysis and optimization. Appropriate analysis techniques for linear and nonlinear structural problems have been presented in the preceding chapters. Here, the techniques and algorithms developed and used during the optimization step are presented.

A general constrained optimization problem may be described as

\[
\begin{align*}
\text{minimize} & \quad f(X) \\
\text{subject to} & \quad g_i(X) = 0 \quad i = 1, 2, \cdots, n_e \\
& \quad g_i(X) \leq 0 \quad i = n_e + 1, n_e + 2, \cdots, n_l \\
& \quad X_L \leq X \leq X_u
\end{align*}
\]  

where \( X (X \in \mathbb{R}^{n_d}) \) is the design variable vector, \( f(X) \) is the objective function that returns a scalar value \( (f(X) : \mathbb{R}^{n_d} \to \mathbb{R}) \), and the vector function \( g(X) = [g_1, g_2, \ldots, g_{n_e}]^T \) returns the values of the equality and inequality constraints evaluated at \( X \) \( (g(X) : \mathbb{R}^{n_d} \to \mathbb{R}^{n_l}) \). \( X_L \) and \( X_u \) are lower and upper bounds of the design variable vector. Constraints such as \( g_i(X) \) are usually called behavior constraints and the constraints on the design variables are called side constraints. The values \( n_d, n_e, n_l \) are the number of the design variables, number of equality and inequality constraints, respectively and \( n_e = n_e + n_i + n_d \) is the total number of constraints, respectively.

For optimum structural design, the design variables are selected so as to minimize or maximize the objective function while satisfying all the constraints. The objective function may be, for example, the weight in size optimization problems, or the structural strength in topology optimization problems. The constraints may be the maximum allowable stresses in the elements, the displacement limits at the joints, the geometry
limitations, the frequency specifications, the system stability, etc. Depending on the nature of the applied loads, the structure and its geometry, one or more of the constraints can be active and control the design process. The design variables of the structure will generally be controlled by the dominant constraints.

Here, two types of optimization problems are studied: the size optimization of linear and nonlinear structures and the topology optimization of adaptive structures. In the size optimization problems, the weight of structure is the objective function and the design variables are the cross-sectional area of the elements. Topology optimization problems are applied to adaptive truss structures with the objective of maximizing the structural strength (objective function) and the design variables are the active members angle.

Two types of constraints are considered: behavior and side constraints. Behavior constraints include stress, displacement, frequency and system stability constraints. Side constraints are lower or/and upper bounds on design variables.

In this chapter, first the problems in size and geometry optimization are stated. Next, the solution procedures of the optimum design problem are explained. The sensitivity of the behaviour constraints is formulated in both displacement and force formulation. In the end, two algorithms based on optimality criterion techniques are developed for structural optimization under system stability constraint.

### 4.2 Problem Statement in Size Optimization

Three types of problems, classified by the type of constraints, have been optimized for size:

**Type 1.** Size optimization with stress and/or displacement constraints;

**Type 2.** Size optimization with frequency constraints;

**Type 3.** Size optimization with system stability constraints;
For Type 1 problems, both linear and nonlinear (force control technique) analyses have been performed to show the effect of geometric nonlinearity in structural optimization problems with stress and displacement constraints. For Type 3 problems, both linear and nonlinear (displacement control technique) buckling analyses have been carried out to demonstrate the effect of geometric nonlinearity on structural optimization with system stability constraints. Furthermore, for Types 1 and 2 (linear problems), both the displacement and the force methods have been used to demonstrate the application and computational efficiency of the force method in structural optimization problems.

Generally, a structural optimization problem consists in finding the vector of design variables $\mathbf{A}$ such that

$$\text{minimize} \quad f(\mathbf{A}) = M = \mathbf{p} A^T L$$

subject to

$$g_i(\mathbf{A}) = |\sigma_i| - |\bar{\sigma}_i| \leq 0 \quad i = 1, 2, \ldots, i_s$$

**Type 1**

$$g_i(\mathbf{A}) = |U_i| - |\bar{U}_i| \leq 0 \quad i = 1, 2, \ldots, i_d$$

$$\mathbf{A} \leq \mathbf{A}$$

**Type 2**

$$g_i(\mathbf{A}) = |\bar{\omega}_i| - |\omega_i| \leq 0 \quad i = 1, 2, \ldots, i_f$$

$$\mathbf{A} \leq \mathbf{A}$$

**Type 3**

$$g(\mathbf{A}) = 1 - \alpha_{cr} \leq 0$$

$$\mathbf{A} \leq \mathbf{A}$$

where $M$ is the total mass of the structure; $\mathbf{A}$ and $\mathbf{A}$ denote the vector of cross-sectional areas of the elements and its lower bound; $L$ is the vector of elemental length; $\mathbf{p}$ is the density of the element material, $\sigma_i$ and $\bar{\sigma}_i$ are the $i^{th}$ constrained stress and its allowable limit value, $U_i$ and $\bar{U}_i$ are the $i^{th}$ constrained displacement and its allowable limit value, $\omega_i$ and $\bar{\omega}_i$ are $i^{th}$ constrained frequency and its allowable limit value, $\alpha_{cr}$ is the critical load factor; and $i_s$, $i_d$ and $i_f$ are the number of stress, displacement and frequency constraints, respectively.
The constraints given by Eqs. (4-2)-(4-5) are highly nonlinear functions of $A$, implying therefore a nonlinear optimization problem at hand.

### 4.3 Problem Statement in Geometry Optimization

The objective is to maximize the structural strength [151-154] of an adaptive truss structure by changing the length of the active members. Thus, the length, angle or some other geometric parameters corresponding to the active members may be considered as design variables. Here, let us assume that the adaptive truss structure is composed of $n$ members, including $n_a$ active members. The vector of design variables $\phi = \{\phi_1, \phi_2, \ldots, \phi_{n_a}\}$ corresponds to the angles of the $n_a$ active members.

For a given position and direction of the applied load $P$, the element force vector $F$ depends on the vectors $\phi$, and also on $\psi$ which includes the directions of nonzero load components of $P$. Thus, for a uniform applied load $P$, $F$ can be obtained using the relation

\[ F = P_f F_u \quad (4-6) \]

where $F_u$ is the vector of element forces due to unit load in the position and direction of the applied load $P$, and the $(n \times n)$ diagonal matrix $P_a$ contains the load factors corresponding to the relative element. The allowable load factors can be obtained from

\[ |F_a| = P_{f_a} |F_u| \quad (4-7) \]

where $F_a$ are the allowable element forces and the diagonal matrix $P_{f_a}$ contains the allowable load factors corresponding to the relative elements, i.e. $P_{f_a}^{(i)}$ is the allowable load factor corresponding to the $i$th element. The structural strength may be defined as the allowable load factor for the complete structure and is given as

\[ S_n = \text{Min} P_{f_a}. \quad (4-8) \]

Finally, to optimize the topology of the adaptive truss in the presence of a varying applied load, requires finding the vector of geometrical design variables $\phi$ such that
\[
\text{Max } S_{\alpha} (\phi, \psi) \tag{4-9}
\]
subject to
\[
g_i (\phi) \leq 0, \quad i = 1, 2, \ldots, i_g \tag{4-10}
\]
where \(i_g\) is the number of geometrical constraints.

### 4.4 Solution Procedures of the Optimum Design Problem

In constrained optimization problems, the objective is to project the complete problem into a sub-problem that can then be solved and used as the basis of an iterative process. The early methods translate the constrained problem to a basic unconstrained problem using a penalty function for the constraints, which are near or beyond the constraint boundary. Thus, the constrained problem is solved using a sequence of parameterized unconstrained optimizations, which in the limit (of the sequence) converge to the constrained problem. These methods are now considered relatively inefficient and have been replaced by methods that have focused on the solution of the Karush-Kuhn-Tucker (KKT) equations. The KKT equations are necessary conditions for optimality to solve a constrained optimization problem. If the objective function and the constraints are convex functions, then the KKT equations are both necessary and sufficient to ensure a global solution point.

Recalling Eq. (4-1), the KKT equations can be stated [155] as

\[
\nabla f(X^*) + \sum_{i=1}^{n_e} \lambda_i^* \cdot \nabla g_i(X^*) = 0
\]

\[
g_i(X^*) = 0 \quad 1 \leq i \leq n_e \tag{4-11}
\]

\[
\lambda_i^* \cdot g_i(X^*) = 0 \quad n_e + 1 \leq i \leq n_c
\]

\[
\lambda_i^* \geq 0 \quad n_e + 1 \leq i \leq n_c
\]

The first equation in Eq. (4-11) reflects a canceling of the gradients between the objective function and the active constraints at the solution point \(X^*\). For the gradients to be
canceled, Lagrange multipliers $\lambda$, are necessary to balance the derivatives in magnitude of the objective function and constraint gradients. Since only active constraints are included in this cancellation process, constraints that are not active must not be included in this operation and so the given Lagrange multipliers equal to zero. This is stated implicitly in the last three equations of Eq. (4-11).

Three computationally efficient optimization algorithms are applied here: (1) the Fully Utilized Design (FUD), (2) the Optimality Criterion method (OC); and (3) the Mathematical Programming techniques (MP).

The Fully Stresses Design method [69,156] (FSD), which is based on a simple stress-ratio approach, is an elegant design tool that has been popular across the civil, mechanical, and aerospace engineering industries. However, the FSD is useful only for designs with stress constraints. It cannot properly handle the displacement constraints. However, the FSD method can be extended to handle situations with both stress and displacement constraints. This results in the Fully Utilized Design. Two steps are required to obtain the FUD: (i) generate the FSD for stress constraints only, and then (ii) uniformly prorate it to obtain the FUD. The constant prorating factor is obtained to satisfy the single-most infeasible displacement constraint. Although the FUD obtained is feasible, it can result in an over design. This is the primary limitation of the FUD method. To alleviate deficiencies associated with the FUD method, structural design problems were formulated and solved as non-linear mathematical programming optimization problems. The structural mass was used as the typical objective function and the failure modes were defined as the constraints. Non-linear Mathematical Programming techniques are based on the direct solution of the KKT conditions given by Eq. (4-11). The optimal design resulting from the mathematical programming technique is obtained iteratively from an initial design. At each iteration, the design is updated by calculating two quantities, a direction and a step length. Also, a relatively simpler design technique, termed the optimality criteria method and based on solution of the KKT conditions has been introduced to solve certain types of structural optimization problems.

To finalize, the selection of an efficient optimization procedure depends on the geometry of the structure, applied loads and constraints and is totally problem dependent.
4.4.1 Nonlinear Mathematical Programming Technique

Here, the Sequential Quadratic Programming (SQP) method has been used to solve the Type 1 and Type 2 problems in size optimization and geometry optimization. The computer implementation has been done using MATLAB [157].

Based on the works by Biggs [158], Han [159], and Powell [160,161], the method allows you to closely mimic Newton's method for constrained optimization just as is done for unconstrained optimization. At each major iteration, an approximation is made of the Hessian of the Lagrangian function using a quasi-Newton updating method. This is then used to form a search direction for a line search procedure. An overview of the SQP technique is found in Fletcher [162], Gill et al. [163] and Lu [155]. SQP is indirectly based on the solution of KKT conditions. Given the problem description in Eq. (4-1) the principal idea is the formulation of a QP sub-problem based on a quadratic approximation of the Lagrangian function

\[ L(X, \lambda) = f(X) + \sum_{i=1}^{n} \lambda_i g_i(X). \] (4-12)

It is assumed that bound constraints have been expressed as inequality constraints in Eq. (4-1). The SQP implementation in MATLAB consists of three main steps: (i) a quadratic programming problem solution; (ii) a line search and merit function calculation; and (iii) updating of the Hessian matrix of the Lagrangian function given by Eq. (4-12).

At each major iteration, a QP sub-problem is solved. The solution to the QP sub-problem produces an estimate of the Lagrange multiplier vector, \( \lambda \), and a search direction vector \( s^v \) in each iteration \( v \), which is used to form a new iteration as

\[ X^{v+1} = X^v + l^v s^v. \] (4-13)

The step length parameter \( l^v \) is determined through a one-dimensional minimization in order to produce a sufficient decrease in the merit function.
At the end of the one-dimensional minimization, the Hessian of the Lagrangian, required for the solution of the next positive definite quadratic programming problem, is updated using the BFGS [160,161] update formula

\[
H^{(v+1)} = H^{(v)} + \frac{q^{(v)} q^{(v)^T}}{\delta^{(v)}} - \frac{H^{(v)} \delta^{(v)} \delta^{(v)^T} H^{(v)}}{s^{(v)} H^{(v)} s^{(v)}}
\]  

where

\[
\delta^{(v)} = X^{v+1} - X^{v} 
\]  
\[q^{(v)} = \nabla L(X^{v+1}, \lambda^{v+1}) - \nabla L(X^{v}, \lambda^{v})
\]

and \(H\) is the approximation of the Hessian of \(L\) at \(X^{v+1}\).

Powell recommends keeping the Hessian positive definite even though it may be positive indefinite at the solution point. If \(H^{v}\) is positive definite, then \(H^{v+1}\), obtained using Eq. (4-14) is also positive definite if and only if \(q^{(v)} \delta^{(v)}\) is positive at each iteration. However, when the Lagrangian has a negative curvature at \((X^{v+1}, \lambda^{v+1})\), \(q^{(v)} \delta^{(v)}\) is not anymore positive. To guarantee that the updated Hessian matrix \(H^{v+1}\) remains positive definite, Powell suggests replacing \(q^{(v)}\) by

\[
h q^{(v)} + (1 - h) H^{v} \delta^{v}
\]

where \(q^{(v)}\) is given by Eq. (4-16), and \(h\) is determined by

\[
h = \begin{cases} 
1 & \text{if } \delta^{(v)^T} q^{(v)} \geq 0.2 \delta^{(v)^T} H \delta^{(v)} \\
0.8 \delta^{(v)^T} H \delta^{(v)} - \delta^{(v)^T} q^{(v)} & \text{if } \delta^{(v)^T} q^{(v)} < 0.2 \delta^{(v)^T} H \delta^{(v)}
\end{cases}
\]

Additional details of the algorithm may be found in Ref. [160,161]. As it is obvious, the required gradient of the Lagrangian function involves the gradient of the objective function and the constraints with respect to the design variables. Providing this information to the optimizer may result in an efficient and accurate optimum solution.
Here, the gradient of the objective functions and side constraints are relatively straightforward because they depend explicitly on the design variables.

4.4.2 Optimality Criteria Techniques

The optimality criteria method is an alternative design tool for solving the optimization problems given by Eq. (4-1). Unlike the mathematical programming technique which is based on the direct solution of the KKT conditions, the optimality criteria method circumvents the direct solution of the KKT conditions while exploiting the intrinsic nature of the design problem. Thus, this method is problem dependent. The optimality criteria method provides several procedures to iteratively update both the design variables and the Lagrange multipliers [26]. The recurrence relations for the Lagrange multipliers can be formulated using the active constraints given by Eq. (4-11). The active constraints can be expressed in the form

$$g_i(\mathbf{X}) = C_i - \bar{C}_i = 0 \quad \text{or} \quad C_i = \bar{C}_i \quad (4-19)$$

where $C_i$ is the actual value of the $i^{th}$ constraint which may be stress, displacement, and $\bar{C}_i$ is its limit or desired value. Multiplying both sides of Eq. (4-19) by $\lambda_i^\beta$ and taking the $\beta^{th}$ root, gives the exponential form of the recurrence relation for the Lagrange multipliers, in the form

$$\lambda_i^{v+1} = \lambda_i^v \left( \frac{C_i}{\bar{C}_i} \right)^{\frac{1}{\xi}} \quad (4-20)$$

where $v$ and $v+1$ are the iteration numbers and the parameter $\xi$ determines the step size. The selection of $\xi$ is problem dependent. Only the Lagrange multipliers associated with active constraints are updated. The active constraints set is estimated using a constraint thickness parameter that defines a finite interval within which all constraints are considered active. This constraint thickness becomes progressively tighter at each successive iteration, ultimately reducing to zero. Initial values for the Lagrange multipliers are required in order to start the iteration process.
The recurrence relations for the design variables can be formulated using the first equation in Eq (4-11). Dividing the both sides of the first equation in Eq. (4-11) by the gradient of the objective function \( \nabla f(X) \), results in the following optimality criteria

\[
OC_i = - \frac{\sum_{i=1}^{nc} \lambda_i \cdot \nabla g_i(X)}{\nabla f(X)} = 1. \tag{4-21}
\]

The exponential form of the recurrence relation for the design variables, can be obtained by multiplying both sides of Eq. (4-21) by \((X_i)^\beta\) and taking the \(\beta^{th}\) root as

\[
X_{i+1}^\gamma = X_i^\gamma (OC_i)^{\gamma \beta} \tag{4-22}
\]

where \(X_i^\gamma\) is the \(i^{th}\) design variable at the \(\gamma^{th}\) iteration and \(\beta\) determines the step size. Only active constraints and their relative Lagrange multipliers are used in Eq. (4-22). Eqs. (4-20) and (4-22) are the most commonly used recurrence relations for the Lagrange multipliers and design variables, respectively, and are reported in Refs. [26]. Other forms of the recurrence relation for Lagrange multipliers and design variables, such as linear forms, can be found in Refs. [26,70].

### 4.4.3 The Fully Utilized Design

The Fully Utilized Design (FUD) method is an optimization design tool which has been specifically developed for application in size structural optimization problems. The FUD method can be used in two steps: (i) generation of a Fully Stressed Design (FSD); and (ii) the uniform prorating of the FSD to obtain FUD.

A FSD, for stress constraints only, is generated iteratively by using a stress-ratio technique that can be written as

\[
A_{i+1}^\gamma = A_i^\gamma \left( \frac{\max |\sigma_i|}{\overline{\sigma}_i} \right) \tag{4-23}
\]
where $A_i^*$ is the area of the $i^{th}$ member at the $v^{th}$ iteration. The converged solution of Eq. (4-23) is the FSD, designated as the vector of cross-sectional areas of the element $A^{FSD}$. The FSD technique produces very fast convergence regardless of problem size. By prorating the FSD to satisfy the maximum violated displacement constraint yields the FUD for simultaneous stress and displacement constraints,

$$A^{FUD} = A^{FSD} \left( \frac{U_{\text{max}}}{\overline{U}} \right)$$  \hfill (4-24)

where $A^{FUD}$ is the vector of member areas, $U_{\text{max}}$ and $\overline{U}$ are the most violated and the allowable displacement values, respectively. The uniform prorating factor $U_{\text{max}}/\overline{U}$ in Eq. (4-24) produces a feasible design. The FUD is likely to be over-designed because all member areas are increased by the same amount, while it has only one active displacement constraint.

### 4.5 Sensitivity of the Behaviour Constraints

Here, the calculation of the gradients of the behavior constraints are presented using both the displacement and the force methods. In the displacement method, the nodal displacements are obtained first and subsequently the element forces are calculated using back substitution. Therefore, the primary variables are the nodal displacements. On the other hand, in the force method, the element forces are obtained first and then the nodal displacements are obtained using back substitution, making the force in the elements the primary variables.

#### 4.5.1 Sensitivity of the Stress-Displacement Constraints using the Displacement Method

(i) **Linear Analysis**

The linear equations of the equilibrium in terms of the nodal displacement vector $U$ are generated using a finite element model in the form
\[ K_E \mathbf{U} = \mathbf{P} \quad (4-25) \]

where \( K_E \) is the linear elastic stiffness matrix and \( \mathbf{P} \) is the external load vector. Constraints, involving a limit on displacement or stress components (Type 1) may be generally written as

\[ g(U, X) \leq 0. \quad (4-26) \]

Using the chain rule of differentiation, we obtain

\[
\frac{dg}{dX} = \frac{\partial g}{\partial X} + Z^T \nabla U \quad (4-27)
\]

and

\[
g = [g_1, g_2, \cdots, g_j, \cdots, g_{nc}]^T, \quad \frac{\partial g}{\partial X} = [\nabla g_1, \nabla g_2, \cdots] \\
Z = \frac{\partial g}{\partial U} = [Z_1, Z_2, \cdots, Z_j, \cdots, Z_{nc}]^T, \quad Z_j = \frac{\partial g_j}{\partial U} \\
\nabla U = \left[ \frac{\partial U}{\partial X_1}, \frac{\partial U}{\partial X_2}, \cdots, \frac{\partial U}{\partial X_i}, \cdots, \frac{\partial U}{\partial X_{nd}} \right]^T \\
\nabla = \left[ \frac{\partial}{\partial X_1}, \frac{\partial}{\partial X_2}, \cdots, \frac{\partial}{\partial X_i}, \cdots, \frac{\partial}{\partial X_{nd}} \right]^T
\]

The notation \( \frac{dg}{dX} \) denotes the total derivative of \( g \) with respect to the design variable vector \( X \). This total derivative includes the explicit part \( \nabla g \) plus the implicit part through dependence on \( U \). The explicit part of the derivative is usually zero or easy to obtain. To compute the implicit part, two approaches [164] are usually used in the literature, namely the direct method and the adjoint technique. The direct method consists of solving for \( \frac{\partial U}{\partial X_i} \) and then taking the vector product with the vector \( Z_j \) for every typical constraint \( j \). The sensitivity of the nodal displacements vector with respect to the typical design variable vector, \( X_i \), can be obtained by differentiation of the Eq. (4-25) with respect to \( X \) as

\[
K_E \frac{\partial U}{\partial X_i} = \frac{\partial P}{\partial X_i} - \frac{\partial K_E}{\partial X_i} U. \quad (4-29)
\]
For a typical structural problem analyzed here, the external load vector $\mathbf{P}$ is a dead load, making its derivative with respect to $X_i$ zero. Therefore, considering Eq. (4-29), the implicit part for a typical constraint $j$ can be expressed as

$$
Z_j^T \frac{\partial \mathbf{U}}{\partial X_i} = Z_j^T K_e^{-1} \frac{\partial K_e}{\partial X_i} \mathbf{U} \quad (4-30)
$$

In the adjoint technique, an adjoint vector $\eta$, which is the solution of the following system, is defined as

$$
K_e \eta = Z_j. \quad (4-31)
$$

Now, the implicit part can be obtained for every typical constraint $j$ as

$$
Z_j^T \frac{\partial \mathbf{U}}{\partial X_i} = -\eta^T \frac{\partial K_e}{\partial X_i} \mathbf{U} . \quad (4-32)
$$

The solution of Eq. (4-31) for $\eta$ is similar to a solution for nodal displacements in Eq. (4-25), under load vector $Z_j$. The adjoint method is also known as the dummy-load method because $Z_j$ is often described as a dummy load. The computational effort associated with the direct and the adjoint methods is a function of the relative number of constraints and design variables. The direct method requires the solution of Eq. (4-29), once for each design variable, while the adjoint method requires the solution of Eq. (4-31), once for each constraint. Thus, the direct method is more efficient when the number of design variables is smaller than the number of displacement and stress constraints that need to be differentiated. On the other hand, the adjoint method is more efficient when the number of design variables is larger than the number of displacement and stress constraints. The explicit part and matrix $\mathbf{Z}$ can be found analytically using the displacement method for truss and frame structures (Appendix B).

Both the direct and adjoint methods require the derivative of the stiffness matrix, with respect to the design variables. This derivative can be calculated analytically at the element level for truss and beam elements with cross-sectional area of the elements as the
design variables, or it can be obtained by the first-order forward finite difference approximation given by

\[
\frac{\partial K_e}{\partial X_i} = \frac{K_e(X_i + \Delta X_i) - K_e(X_i)}{\Delta X_i}. \tag{4-33}
\]

The stiffness matrix \( K_e \) is usually available at a typical design variable \( X_i \), from the solution of Eq. (4-25). Thus, Eq. (4-33) only requires the computation of the stiffness matrix at the perturbed design variable, \( X_i + \Delta X_i \).

(ii) **Nonlinear analysis using the force control method**

For a nonlinear analysis, the equations of equilibrium may be expressed as

\[
\alpha P_{ref} - P'(U, X) = 0 \tag{4-34}
\]

where \( P_{ref} \) and \( P' \) are the nodal reference load vector and the vector of nodal internal forces generated by the deformation of the structure, respectively. For simplicity in notation, the references to time step \( t \) and iteration \( k \) are dropped here. Differentiating Eq. (4-34) with respect to the typical design variable \( X_i \), and using the chain rule, we obtain

\[
\frac{\partial P'}{\partial U} \frac{\partial U}{\partial X_i} = \alpha \frac{dP_{ref}}{dX_i} - \frac{\partial P'}{\partial X_i}. \tag{4-35}
\]

Considering that the rate of change of the nodal internal forces, \( P' \), with respect to the nodal displacements, is equal to the tangential stiffness matrix, \( K \), and \( P_{ref} \) is a dead load (conservative load), Eq. (4-35) can be expressed as

\[
K \frac{dU}{dX_i} = - \frac{\partial P'}{\partial X_i}. \tag{4-36}
\]

Thus, in the direct method, the implicit part for every typical constraint \( j \) in Eq. (4-27), can be written as
\[ Z_j^T \frac{dU}{dX_i} = -Z_j^T K^{-1} \frac{dP'}{dX_i}. \] (4-37)

Alternatively, in the adjoint method, introducing the adjoint vector \( \eta \), which is a solution of Eq. (4-31), and replacing \( K_e \) by \( K \), the implicit part can be written as

\[ Z_j^T \frac{dU}{dX_i} = -\eta^T \frac{dP'}{dX_i}. \] (4-38)

Both the direct and adjoint methods require the derivative of the nodal internal force, \( P' \). These derivatives can be calculated analytically for simple truss and beam type structures.

### 4.5.2 Sensitivity of the Eigenvalue Problems using the Displacement Method

Eigenvalue problems are commonly encountered in structural linear stability and vibration analysis. When the forces are conservative, and no damping is considered, these problems lead to real eigenvalues, which represent buckling (bifurcation) loads or vibration frequencies. In other words, undamped vibration and linear buckling analysis can be expressed as an eigenvalue problem in the form

\[ (K_e - \mu M)\bar{U} = 0 \] (4-39)

where \( M \) is the mass matrix for a vibration analysis, or alternatively the geometric stiffness matrix \( K_g \) for a linear buckling analysis, and \( \bar{U} \) is the mode shape. Also, for vibration analysis, \( \mu = \omega^2 \) is the square of the frequency of the free vibration, and for linear buckling problems, it is the linear buckling load factor. Pre-multiplying Eq. (4-39) by \( \bar{U}^T \), gives

\[ \bar{U}^T (K_e - \mu M)\bar{U} = 0. \] (4-40)

Differentiating Eq. (4-40) with respect to the design variable \( X \) yields

\[ \bar{U}^T \left( \frac{dK_e}{dX_i} - \mu \frac{dM}{dX_i} - M \frac{d\bar{U}}{dX_i} \right) \bar{U} + \frac{\bar{U}^T}{dX_i} (K_e - \mu M) \bar{U} + \bar{U}^T (K_e - \mu M) \frac{d\bar{U}}{dX_i} = 0. \] (4-41)
Considering that matrices $K_E$ and $M$ are symmetric, and recalling Eq. (4-39), we obtain the sensitivity of $\mu$ with respect to the typical design variable $X_i$ as

$$\frac{d\mu}{dX_i} = \frac{\bar{U}^T \left( \frac{dK_E}{dX_i} - \mu \frac{dM}{dX_i} \right) \bar{U}}{\bar{U}^T M \bar{U}}.$$  \hfill (4-42)

The mode shape is often normalized with respect to the symmetric positive definite matrix $M$ such that

$$\bar{U}^T M \bar{U} = 1.$$  \hfill (4-43)

Using Eq. (4-43), Eq. (4-42) can be simplified in the form

$$\frac{d\mu}{dX_i} = \bar{U}^T \left( \frac{dK_E}{dX_i} - \mu \frac{dM}{dX_i} \right) \bar{U}. \hfill (4-44)$$

Here, $dM/dX_i$ can be calculated analytically for truss and beam elements (Appendix B).

### 4.5.3 Sensitivity of the Stress-Displacement Constraints using the Force Method

The governing equations using the force formulation are given by Eq. (2-27). Also, in the force method, the constraints involving a limit on a displacement or stress component (Type I problem) may be generally expressed as

$$g(F, X) \leq 0.$$  \hfill (4-45)

Using the chain rule of differentiation, we obtain

$$\frac{dg}{dX} = \nabla g + Z^T \nabla F$$  \hfill (4-46)

where $Z_j = \partial g_j / \partial F$ for every typical constraint $j$. The direct method consists of solving for $dF/dX_i$ and then taking the scalar product with the vector $Z_j$. The sensitivity of the
nodal displacements vector with respect to the typical design variable vector, $X_i$, can be obtained by differentiating Eq. (2-27) with respect to $X$ as

$$S \frac{dF}{dX_i} = \frac{dP^*}{dX_i} - \frac{dS}{dX_i} F. \quad (4-47)$$

Using Eq. (4-46), and considering that the external load is conservative, the implicit part can be obtained for a typical constraint $j$ as

$$Z_j^T \frac{dF}{dX_i} = -Z_j^T S^{-1} \frac{dS}{dX_i} F. \quad (4-48)$$

Similarly, using the adjoint method, results in

$$S \eta = Z_j \quad (4-49)$$

Now, the implicit part for every typical constraint $j$ can be obtained as

$$Z_j^T \frac{dF}{dX_i} = -\eta^T \frac{dS}{dX_i} F. \quad (4-50)$$

The solution of Eq. (4-49) for $\eta$ is similar to a solution for element forces using Eq. (2-27) under the load vector $Z_j$. The explicit part and the vector $Z_j$ are calculated analytically for truss and frame beam elements in Appendix B.

Both the direct and adjoint methods require the derivative of the matrix $dS/dX_i$. These derivatives are calculated analytically at the element level for truss and beam elements with the cross-sectional area of the elements as the design variables (Appendix B). When it is not possible to calculate analytically, the gradients can be obtained using the first-order forward finite difference approximation.

### 4.5.4 Sensitivity of the Eigenvalue Problems using the Force Method

Using the force formulation, an eigenvalue problem can be expressed as

$$(S - \mu M^*)F = 0 \quad (4-51)$$
where $\mu = \omega^2$. However, the matrix $S$ is not symmetric. Thus, the approach described in section 4.5.3 to obtain derivative of the eigenvalue $\mu$ with respect to the design variables is not applicable. To overcome this problem, we introduce the left-hand eigenvector, defined as

$$\bar{F}^L T (S - \mu M^*) = 0. \quad (4-52)$$

Pre-multiplying Eq. (4-51) by the transpose of the left-hand eigenvector, $\bar{F}^L T$, gives

$$\bar{F}^L T (S - \mu M^*) \bar{F} = 0 \quad (4-53)$$

Differentiating Eq. (4-53) with respect to the design variable $X_i$ yields

$$\bar{F}^L T \left( \frac{dS}{dX_i} - \mu \frac{dM^*}{dX_i} - M^* \frac{d\mu}{dX_i} \right) \bar{F} + \frac{d\bar{F}}{dX_i} (S - \mu M^*) \bar{F} + \bar{F}^L T (S - \mu M^*) \frac{d\bar{F}}{dX_i} = 0. \quad (4-54)$$

Considering Eqs. (4-51) and (4-52), we obtain the sensitivity of the $\mu$ with respect to the design variable $X_i$:

$$\frac{d\mu}{dX_i} = \frac{\bar{F}^L T \left( \frac{dS}{dX_i} - \mu \frac{dM^*}{dX_i} \right) \bar{F}}{\bar{F}^L T M^* \bar{F}} \quad (4-55)$$

where $dM^*/dX_i$ can be easily computed using the finite-difference method.

### 4.6 Optimality Criterion Algorithms

The optimum solution of the nonlinear buckling problems under system stability constraint using general mathematical programming algorithms is computationally inefficient because of the many analyses and sensitivity calculations required. This difficulty can be alleviated by introducing the optimality criterion method. Here, two optimality criterion algorithms have been developed for size optimization of Type III problems.
The first optimality criterion algorithm (Algorithm I) is based on the total potential energy. This algorithm is similar to the algorithm proposed by Khot [111], where a nonlinear analysis based on force control is used and the critical point is characterized by the value of the load, which causes a loss of positive definiteness of the Hessian of the total potential energy evaluated at the equilibrium configuration. Also, the Lagrange multiplier is assumed to be one at each iteration. Here, in algorithm I, the critical point is calculated using the displacement control method with a quadratic fit in the region near the critical point, and the Lagrange multiplier is obtained explicitly.

The second proposed algorithm (Algorithm II) is based on the sensitivity of the critical load factor. A sensitivity analysis establishes the rates of change of the response quantities and the design constraints with respect to the design variables. Since the sensitivity of the nonlinear critical load factor is used in constructing an optimality criterion at the current design, it is important to use a method that produces the sensitivity information accurately. In this work, the sensitivity of the critical load factor is obtained using the displacement control technique and the adjoint method is used to make it computationally efficient.

4.6.1 The Optimality Criterion based on the Potential Energy- Algorithm I

Let us define the optimization problem as:

Minimize the mass

\[ M = \sum_{i=1}^{n} \rho_i A_i L_i \]  \hspace{1cm} (4-56)

subject to

\[ g = U - \bar{U} = 0 \]  \hspace{1cm} (4-57)

where \( \rho_i, A_i, L_i \) and \( n \) are the material density of the \( i^{th} \) element, the cross-sectional area of the \( i^{th} \) element (design variable), the deformed length of the \( i^{th} \) element and the
number of elements, respectively. \( U \) is the total potential energy and \( \bar{U} \) is the target total potential energy associated with the optimum design at the limit load.

It is noted that the effect of nonlinear buckling constraint is considered implicitly in the equality constraint given by Eq. (4-57). In other words, at the end of the nonlinear buckling analysis for each optimization iteration, the total potential energy is obtained. This total potential energy represents the potential energy of the system at limit point. Thus, it may be said that the constraint on the limit load is equivalent to the constraint on the total potential energy of the system at the limit load.

The total potential energy of a structure made up of \( n \) elements may be expressed as

\[
U = \sum_{i=1}^{n} \Pi_i - U^T \mathbf{P} = \Pi - U^T \mathbf{P} \tag{4-58}
\]

where \( \mathbf{U} \) is the global displacement vector, \( \mathbf{P} \) is the vector of the externally applied forces, \( \Pi \) is the total strain energy and \( \Pi_i \) is the strain energy of a typical \( i \)th element. For one-dimensional elements, it can be expressed as

\[
\Pi_i = \frac{1}{2} E_i \varepsilon_i^2 A_i L_i \tag{4-59}
\]

where \( E_i \) is the modulus of elasticity of the \( i \)th element and \( \varepsilon_i \) is the strain in the \( i \)th element expressed as

\[
\varepsilon_i = \frac{(L_i - L_{0i})}{L_{0i}} \tag{4-60}
\]

where \( L_{0i} \) is the undeformed length of the \( i \)th element. Using the principle of stationary total potential energy, we obtain

\[
\frac{\partial U}{\partial U} = \frac{\partial \Pi}{\partial U} - \mathbf{P} = 0. \tag{4-61}
\]

Using Eqs. (4-56) and (4-57), the Lagrangian may be written as

\[
L = \sum_{i=1}^{n} \rho_i A_i L_i - \lambda (U - \bar{U}) \tag{4-62}
\]
where λ is a Lagrange multiplier. The Karush-Kuhn-Tucker conditions for minimization of the Lagrangian with respect to A, and λ, according to Eq. (4-11), become

\[ \rho_i L_i - \lambda \left( \frac{\partial U}{\partial A_i} + \sum_{j=1}^{m} \frac{\partial U}{\partial U_j} \frac{\partial U_j}{\partial A_i} \right) = 0 \]  

(4-63)

\[ (U - \overline{U}) = 0 \]

where \( m \) is the number of displacement degrees of freedom. By virtue of Eq. (4-61), corresponding to every nodal displacement \( U_j \), \( \frac{\partial U}{\partial U_j} \) vanishes and, hence Eq. (4-63) becomes

\[ \rho_i L_i - \lambda \frac{\partial U}{\partial A_i} = 0. \]  

(4-64)

Using Eqs. (4-58) and (4-59),

\[ \frac{\partial U}{\partial A_i} = \frac{\Pi_i}{A_i} \]  

(4-65)

Substitution of Eq. (4-65) into Eq. (4-64) gives

\[ \rho_i L_i - \lambda \frac{\Pi_i}{A_i} = 0 \]  

(4-66)

or

\[ \lambda \hat{\Pi}_i = 1 \]  

(4-67)

where \( \hat{\Pi}_i = \frac{\Pi_i}{\rho_i L_i A_i} \) is the strain energy of the \( i \)th element.

Eq. (4-67) is an optimality criterion similar to Eq. (4-16), and it states that in an optimum structure, the strain energy density is the same for all elements.
4.6.1.1 The Recurrence Relation

To obtain a design satisfying the optimality criterion given by Eq. (4-67), an iterative scheme is used. This consists of updating the design variables using a recurrence relation or the design variable update formulas after determining the nonlinear critical point and the associated deformed shape of the structure. A simple and efficient form of the recurrence relation may be expressed by multiplying both sides of Eq. (4-67) by \((A_i)^\beta\) and taking its \(\beta\)th root as

\[
A_i^{n+1} = A_i^n (\lambda \hat{\Pi}_i)^{\beta/n}
\]  

(4-68)

where \(n+1\) and \(n\) are the iteration numbers. The step size parameter \(\beta\) controls the convergence rate and can be changed by assigning appropriate values. Using the recurrence relation in Eq. (4-68), in each optimization iteration the design variables are updated until the relative convergence criteria is satisfied. It is noted that the final optimum design is not influenced by the step size parameter, since \(\lambda \hat{U}\) is equal to unity in the final optimum design. Selecting large step size parameter results in a slow and smooth convergence and a large number of optimization iterations before satisfying the convergence criteria. Conversely, choosing a small step-size parameter results in a fast and oscillating convergence so that the required convergence criteria may never be reached. It is recommended that the step size parameter is set to a small number (4 has been selected for the present design), and then increased gradually as the optimization process evolves.

4.6.1.2 Closed-form Solution for the Lagrange Multiplier

To use Eq. (4-68), the Lagrange multiplier \(\lambda\) needs to be calculated. At the optimal design, \(\lambda\) satisfies Eq. (4-67). For non-optimal design, it is desired to obtain a value for \(\lambda\) that most closely satisfies Eq. (4-67). Thus, for non-optimal design, consider a residual \(\text{Res}\) defined as

\[
\text{Res}_i = 1 - \lambda \hat{\Pi}_i.
\]  

(4-69)
Now, $\lambda$ is taken as the value that minimizes the sum of the squares of the residuals, i.e., the value for which

$$\frac{d}{d\lambda} \left[ \sum_{i=1}^{n} \text{Res}_{i}^2 \right] = 0.$$  \hspace{2cm} (4-70)

Equation (4-70) results in the following closed-form solution for the value of $\lambda$:

$$\lambda = \frac{\sum_{i=1}^{n} \hat{\Pi}_{i}}{\sum_{i=1}^{n} \hat{\Pi}_{i}^2}.$$  \hspace{2cm} (4-71)

Substituting Eq. (4-71) into Eq. (4-68), the following recurrence relation for updating the design variables is obtained

$$A_{i}^{v+1} = A_{i}^{v} \left( \left[ \sum_{i=1}^{n} \hat{\Pi}_{i} / \sum_{i=1}^{n} \hat{\Pi}_{i}^2 \right] \hat{\Pi}_{i} \right)^{\gamma}.$$  \hspace{2cm} (4-72)

### 4.6.1.3 Design Scaling

After finding the limit load using the nonlinear buckling analysis at each optimization iteration, the design variables are scaled to the feasible region to satisfy the design constraint. In other words, the design limit load ($P_{\text{design}}$) of the structure must be equal to the limit load ($P_{\text{cr}}$) of the structure after the analysis phase in the iteration cycle.

For truss elements, the strain energy is a linear function of the design variables. For truss elements, the strain energy is a linear function of the design variables; therefore scaling the areas of all the members of the structure by a factor $S_f$ has the effect of scaling the limit load $P_{\text{cr}}$ by the same scale factor $S_f$, with no change in the displacement pattern. The scale factor for truss elements may be given by

$$P_{\text{design}} = S_f \cdot P_{\text{cr}}.$$  \hspace{2cm} (4-73)

For beam elements, the strain energy is not a linear function of design variables. Here the scaling process is done iteratively. Illustrative examples to demonstrate the application of these concepts are presented in Chapter 5.
4.6.2 Optimality Criterion based on the Limit Load Sensitivity-Algorithm II

The objective function is similar to Eq. (4-56), however the constraint is defined as

\[ g = P_{cr} \geq P_{design} \quad \text{or} \quad \alpha_{cr} - 1 \geq 0 \quad (4-74) \]

where \( P_{cr} = \alpha_{cr} P_{design} \).

Eq. (4-74) says that, at the optimum point specified, the design load should be equal or less than the limit load of the structure. Now, the Lagrangian may be written as

\[ L = \sum_{i=1}^{n} \rho_i A_i L_i - \lambda (\alpha_{cr} - 1) \quad (4-75) \]

The Karush-Kuhn-Tucker conditions for minimization of the Lagrangian with respect to \( A_i \) and \( \lambda \) are

\[ \rho_i L_i - \lambda \frac{d\alpha_{cr}}{dA_i} = 0 \]

\[ \alpha_{cr} - 1 = 0 \quad (4-76) \]

Here, the sensitivity of the load factor \( \alpha \) with respect to the design variables needs to be obtained, i.e. \( \frac{d\alpha_{cr}}{dA_i} \). Calculation of the derivatives of the critical load factor with respect to the design variables can be done using finite difference approximations, however with high computational cost. For instance, to calculate the derivatives of the critical load factor with respect to \( n \) design variables using the forward-difference approximation requires \( n \) additional analyses, the central-difference approximation requires \( 2n \) additional analyses, and the higher order approximations are more expensive. On the other hand, the calculation of the limit load factor is usually difficult and not very accurate. Thus, calculation of the derivatives of the critical load factor with respect to the design variable by finite differencing inaccurate critical loads for slight changes in the design variables may result in gross errors for the derivatives. The sensitivity of the critical load factor has been obtained by Kamat et al.\textsuperscript{108-110} however, this method is based on the implicit differentiation of equilibrium equations and the Hessian of the total potential energy,
making it computationally expensive. For these reasons, an efficient approach for the calculation of the sensitivity derivatives is deemed necessary. Here, the sensitivity of the critical load factor is obtained using a nonlinear finite element analysis based on the displacement control method.

4.6.2.1 Sensitivity of the Nonlinear Critical Load Factor

Let us assume that the peak load factor has been obtained at the current design after completing the nonlinear structural analysis using displacement control method. The equations of equilibrium of the structure at the peak load are given by

$$\alpha_{cr} P_{ref} - P' = 0 \quad (4-77)$$

where $\alpha_{cr}$ is the nonlinear critical load factor. It is noted that the reference to time step $t$ and iteration $k$ are dropped here, since only the final converged solution of the nonlinear finite element equations is of concern. Differentiating Eq. (4-77) with respect to a typical design variable $A_i$, we obtain

$$\frac{d\alpha_{cr}}{dA_i} P_{ref} + \alpha_{cr} \frac{dP_{ref}}{dA_i} - \frac{dP'}{dA_i} = 0. \quad (4-78)$$

In this work, the reference load, $P_{ref}$, does not depend on the deformation and the design variables (conservative or dead load). Therefore, its differentiation with respect to the design variables is zero. Using the chain rule, we write

$$\frac{dP'}{dA_i} = \frac{\partial P'}{\partial A_i} + \frac{\partial P'}{\partial U} \frac{dU}{dA_i} \quad (4-79)$$

Substituting Eq. (4-79) into Eq.(4-78), and rearranging the terms yields

$$\frac{\partial P'}{\partial U} \frac{dU}{dA_i} = \frac{d\alpha_{cr}}{dA_i} P_{ref} - \frac{dP'}{dA_i} \cdot \quad (4-80)$$

Considering that the rate of change of the nodal internal forces with respect to the nodal displacements is equal to the tangential stiffness matrix, $K$, the Eq. (4-80) can be written as
Eq. (4-81) involves more unknowns than equations; therefore it cannot be solved directly to obtain the sensitivity of the load factor. To overcome this problem, it is assumed that the derivatives of one of the displacement components are zero in each time step. This assumption is justified if the selected displacement component is the controlling displacement in the nonlinear buckling analysis using the displacement control method ($q^{th}$ component of $U$). Recalling the nonlinear analysis through displacement control technique, it is possible to express $\frac{dU}{dA_i}$ as the sum of the two vectors given by

$$\frac{dU}{dA_i} = \frac{d\alpha_{\alpha}}{dA_i} \frac{dU'}{dA_i} + \frac{dU''}{dA_i}. \quad (4-82)$$

Writing Eq. (4-82) for the $q^{th}$ component of $U$, the following relation is obtained:

$$\frac{dU_q}{dA_i} = \frac{d\alpha_{\alpha}}{dA_i} \frac{dU'_q}{dA_i} + \frac{dU''_q}{dA_i}. \quad (4-83)$$

Now considering that $U_q = 0$, and using Eq. (4-83), we obtain the sensitivity of the load factor:

$$\frac{d\alpha_{\alpha}}{dA_i} = \frac{-dU''_q}{dA_i} \frac{dU'_q}{dA_i}. \quad (4-84)$$

where $\frac{dU'_q}{dA_i}$ and $\frac{dU''_q}{dA_i}$ can be obtained using the following equations:

$$K \frac{dU'}{dA_i} = P_{\text{ref}} \quad \text{and} \quad K \frac{dU''}{dA_i} = -\frac{\partial P'}{\partial A_i}. \quad (4-85)$$

In order to obtain $\frac{dU'_q}{dA_i}$ and $\frac{dU''_q}{dA_i}$ efficiently, with less computational effort, the adjoint method is used. To this end, define an adjoint vector $\eta$ such that
\[ K \eta = Z \quad (4-86) \]

where the vector \( Z \) is the dummy load with its \( q \)th component equal to unity. Now, using Eq. (4-86), Eq. (4-85) can be expressed as

\[
\frac{dU_1}{dA_i} = \eta^T P_{ref} \quad \text{and} \quad \frac{dU_2}{dA_i} = -\eta^T \frac{\partial P'}{\partial A_i}. \quad (4-87)
\]

It should be mentioned that in Eq. (4-87), there is no need to obtain the tangent stiffness matrix \( K \), because it is available at the end of the nonlinear analysis. The Eq. (4-87) requires only calculation of \( \partial P'/\partial A_i \) which can be easily obtained. For truss elements, \( \partial P'/\partial A_i \) can be obtained by dividing the nodal internal forces at each element by its relative area \( A_i \). For plane beam elements, with moment of inertia \( I \), with \( I = A A^b \), \( \partial P'/\partial A_i \) may be obtained by dividing the nodal internal forces at each element by its relative area \( A_i \) and multiplying the nodal internal moments at each element by \( b/A_i \).

Thus, all the requisites are available to obtain the sensitivity of the load factor according to Eq. (4-84). Knowing the sensitivity of the load factor, Eq. (4-76) can be written as

\[
\lambda \frac{(d\alpha_{cr}/dA_i)}{\rho_i L_i} = 1. \quad (4-88)
\]

Eq. (4-88) can be cast into a recursive relation similar to Eq. (4-68) in the form:

\[
A_i^{\alpha+1} = A_i^\alpha \left( \frac{\lambda (d\alpha_{cr}/dA_i)}{\rho_i L_i} \right)^{1/\beta} \quad (4-89)
\]

In the same form as in algorithm 1, the Lagrange multiplier \( \lambda \) in Eq. (4-89) can be calculated in a closed form (similar to Eq. 4-71):

\[
\lambda = \sum_{i=1}^{n} \left[ \frac{(d\alpha_{cr}/dA_i)}{\rho_i L_i} \right] / \sum_{i=1}^{n} \left[ \frac{(d\alpha_{cr}/dA_i)}{\rho_i L_i} \right]^2 \quad (4-90)
\]
5.1 Introduction

The analysis methods described in Chapters 2 and 3 and the optimization algorithms presented in Chapter 4 have been integrated and implemented into an efficient computational structural analysis and optimization design tool. The structural optimization problems considered are based on two design objectives: size and topology optimization. In all size optimization problems, the objective is to minimize the weight of the structure and the design variables are the cross-sectional areas of the elements. In topology optimization, the objective is to maximize the structural strength and the design variables represent the relative orientation of the active members.

The test cases results demonstrate the efficiency of the finite element analysis technique based on the force method. The effect of geometrical nonlinearities and element imperfections has been studied as well. The optimization constraints considered during the structural design process include stress-displacement, frequency and system stability.

A brief description of the test cases and respective objectives are outlined in the following tables:
<table>
<thead>
<tr>
<th>Test Case</th>
<th>Objectives</th>
<th>Analysis and Optimization Procedure</th>
</tr>
</thead>
</table>
| 1. 10-bar planar truss | - Nonlinear vs. linear analysis  
- Effect of geometric nonlinearity  
- FSD vs. optimum design  
- Current results vs. benchmark | - Linear finite element analysis based on FMCE and DM  
- Nonlinear finite element analysis based on force control technique  
- Optimization: SQP |
| 2. 25-bar space truss | - Application of FMCE in size opt.  
- Nonlinear vs. linear analysis  
- Effect of geometric nonlinearity  
- FM vs. DM  
- Current results vs. benchmark | - Linear finite element analysis based on FMCE and DM  
- Nonlinear finite element analysis based on force control technique  
- Optimization: SQP |
| 3. 72-bar space truss | - Application of FMCE in size opt.  
- Nonlinear vs. linear analysis  
- Effect of geometric nonlinearity  
- FM vs. DM  
- Current results vs. benchmark | - Linear finite element analysis based on FMCE and displacement method  
- Nonlinear finite element analysis based on force control technique  
- Optimization: SQP |
| 4. 10-member frame | - Application of FMCE in size opt.  
- Nonlinear vs. linear analysis  
- Effect of geometric nonlinearity  
- FM vs. DM  
- Current results vs. benchmark | - Linear finite element analysis based on FMCE and DM  
- Nonlinear finite element analysis based on force control technique  
- Optimization: SQP |
| 5. 25-member frame | - Application of FMCE in size opt.  
- Nonlinear vs. linear analysis  
- Effect of geometric nonlinearity  
- FM vs. DM  
- Current results vs. benchmark | - Linear finite element analysis based on FMCE and DM  
- Nonlinear finite element analysis based on force control technique  
- Optimization: SQP |
<table>
<thead>
<tr>
<th>Test Case</th>
<th>Objective</th>
<th>Analysis and Optimization Procedure</th>
</tr>
</thead>
</table>
| 6. 10-bar planar truss | - Application of IFM in size opt.  
- FM vs. DM  
- Fundamental frequency constraint  
- Multiple Frequency constraint  
- Current results vs. benchmark | - Frequency finite element analysis based on IFM and DM  
- Optimization: SQP |
| 7. 72-bar space truss | - Application of IFM in size opt.  
- FM vs. DM  
- Fundamental frequency constraint  
- Multiple Frequency constraint  
- Current results vs. benchmark | - Frequency finite element analysis based on IFM and DM  
- Optimization: SQP |
| 8. 6-member frame truss | - Application of IFM in size opt.  
- FM vs. DM  
- Fundamental frequency constraint  
- Multiple Frequency constraint  
- Current results vs. benchmark | - Frequency finite element analysis based on IFM and DM  
- Optimization: SQP |
<table>
<thead>
<tr>
<th>Test Case</th>
<th>Objective</th>
<th>Analysis and Optimization Procedure</th>
</tr>
</thead>
</table>
| 9. 2-bar symmetric truss | • Linear vs. nonlinear buckling  
• Effect of geometric nonlinearity and element imperfection  
• Effect of stress and displacement geometry stiffness matrices  
• Efficiency of the Algorithm I  
• Current results vs. literature | • Linear buckling analysis  
• Nonlinear buckling analysis (based on displacement control)  
• Optimization: OC (Algorithm I) |
| 10. 2-bar truss (asymmetric) | • Linear vs. nonlinear buckling  
• Effect of geometric nonlinearity and element imperfection  
• Effect of stress and displacement geometry stiffness matrices  
• Efficiency of the Algorithm I  
• Current results vs. literature | • Linear buckling analysis  
• Nonlinear buckling analysis (based on displacement control)  
• Optimization: OC (Algorithm I) |
| 11. 4-Bar Space Truss | • Linear vs. nonlinear buckling  
• Effect of geometric nonlinearity and element imperfection  
• Effect of stress and displacement geometry stiffness matrices  
• Efficiency of the Algorithm I  
• Current results vs. literature | • Linear buckling analysis  
• Nonlinear buckling analysis (based on displacement control)  
• Optimization: OC (Algorithm I) |
| 12. 46-Bar Planar Truss | • Linear vs. nonlinear buckling  
• Effect of geometric nonlinearity and element imperfection  
• Effect of stress and displacement geometry stiffness matrices  
• Efficiency of the Algorithm I  
• Current results vs. literature | • Linear buckling analysis  
• Nonlinear buckling analysis (based on displacement control)  
• Optimization: OC (Algorithm I) |
| 13. 30-Bar Dome Space Truss | • Linear vs. nonlinear buckling  
• Effect of geometric nonlinearity and element imperfection  
• Effect of stress and displacement geometry stiffness matrices  
• Comparison of the Algorithm I and Algorithm II  
• Efficiency of Algorithm II  
• Insensitivity of the limit load to the time step incrementation.  
• Current results vs. literature | • Linear buckling analysis  
• Nonlinear buckling analysis (based on displacement control)  
• Optimization: OC (Algorithm I,II) |
### 14. 24-Bar Dome Space Truss

- Linear vs. nonlinear buckling
- Effect of geometric nonlinearity and element imperfection
- Effect of stress and displacement geometry stiffness matrices
- Application of GTA
- Comparison of the OC and SQP
- Current results vs. literature
- Linear buckling analysis
- Nonlinear buckling analysis (based on displacement control)
- Optimization: OC and SQP

### 15. Frame Shallow Arch

- Linear vs. nonlinear buckling
- Effect of geometric nonlinearity
- Effect of stress and displacement geometry stiffness matrices
- Comparison of the OC and SQP
- Current results vs. literature
- Linear buckling analysis
- Nonlinear buckling analysis (based on displacement control)
- Optimization: OC and SQP

### 16. Williams Toggle Frame

- Linear vs. nonlinear buckling
- Effect of geometric nonlinearity
- Effect of stress and displacement geometry stiffness matrices
- Linear buckling analysis
- Nonlinear buckling analysis (based on displacement control)
- Optimization: OC and SQP

### Structural Geometry Optimization

<table>
<thead>
<tr>
<th>Example</th>
<th>Objective</th>
<th>Analysis and Optimization Procedure</th>
</tr>
</thead>
</table>
| 17. 24-bar adaptive Truss | Force vs. displacement method  
Application of FMCE and IFM in geometry optimization of adaptive structure | Linear finite element analysis based on FMCE, and IFM and displacement method under static and dynamic load  
Optimization: SQP |
5.2 Size Optimization - Displacement and Stress Constraints

5.2.1 The 10-Bar Planar Truss

The 10-bar planar truss is shown in the Figure 5-1. This structural design problem is a classical example in the literature and has been extensively investigated using linear analysis based on the displacement method. The material is aluminum with Young’s modulus $E=10^7$ psi and density $\rho=0.1 \text{ lbm/in}^3$. The allowable stress is $\pm 25000$ psi for all members. Stress constraints are imposed on all elements. Vertical displacement constraints of $\pm 2$ in are imposed on nodes 1-4. The minimum area for all elements was set at 0.1 in$^2$. The number of displacement degrees of freedom is $m=8$ and the number of force degrees of freedom $n=10$. Thus, the number of redundancy is $r=2$.

![Figure 5-1 The 10-bar planar truss structure.](image)

For linear analysis, a minimum mass of 5069.85 lbm was obtained using both the displacement method (DM) and the force method (FM). The 10-bar planar truss was also optimized using nonlinear analysis and the minimum mass obtained was 5055.56 lbm.
The initial cross sectional area for all the elements is 15 in\(^2\), which is an infeasible guess. In both the linear and the nonlinear analysis, the horizontal negative displacement constraint at node 1 and the tension stress constraint in element 5 are active. The final results for both the linear and the nonlinear analyses are tabulated in Table 5-1. The iteration history is shown in Figure 5-2. The nonlinear analysis steps required to obtain the response was 3 in all optimization iterations. The CPU time required by the FM was significantly lower than the DM, thus confirming the efficiency of the FM. The cross-sectional areas in elements 2, 5 and 10 reached to their minimums in both analyses. It is interesting to note that both the stress constraint and the cross-sectional area are active in element 5. The results obtained using the linear analysis match exactly the results reported by Fleury and Schmit [165], and Hafika and Gurdal [164], who solved the problem using the dual method and approximation concepts in linear analysis based on the displacement method. Table 5-1 reveals that the final results using the nonlinear analysis are very close to those of linear analysis, thus indicating that the effect of geometric nonlinearity is not significant.

To confirm the validity of the linear analysis results; a nonlinear analysis was carried out using the optimal cross-sectional areas obtained from the linear analysis. It was observed that the stress in element 5 (25262 psi) exhibited values beyond the limit stress, thus implying a violation of the stress constraint. Thus, it can be inferred that an analysis that does not account for the geometric nonlinear effects may result in structural failure.

The problem was also solved using different initial cross-sectional areas for the elements. The results obtained were exactly the same as in the previous case. The iteration history for three different initial cross sectional areas (using the force method) is shown in the Figure 5-3.

Next, the application of the Fully Stress Design (FSD) to demonstrate its capabilities as an optimizer was examined. It was found that the FSD optimization algorithm produced exactly the same optimal results obtained using the mathematical programming technique. However, it was noticed that when the stress limit was increased in one of the members (member 9 above the 37500 psi limit), the FSD did not produce the expected optimal results, as shown in Table 5-2.
By increasing the stress limit in member 9, it was expected that the ability of the member to sustain higher stresses leads to a lighter structure. However, the results reveal that this is not the case when using the FSD approach. In order to further understand this problem, the member area was tracked for a range of allowable stresses in member 9. When using the FSD method, the area of member 9 decreases as the allowable stress in member 9 increases. When the allowable stress in member 9 reaches beyond 37500 psi, the area of member 9 reaches its minimum size. Thus, the stress in member 9 can not reach its allowable limit, i.e. the structure does not direct sufficient load to this bar to make its stress go any higher. The plot of optimum mass and the final mass in FSD versus allowable stress in member 9 is shown in the Figure 5-4. It can be observed that until the 37500 psi level, the optimum design and FSD solutions totally match, however the solutions diverge after the 37000 level. Using the FSD method, the final mass goes up suddenly as the area of member 9 goes down towards its minimum size and the load finds other paths different from the optimal paths.

It is noted that the number of active constraints in both the optimum design and the FSD methods is equal to 10, which is precisely the number of the design variables. This means that the set of 10 constraint equations alone is sufficient to generate the 10 design variables and the objective function does not participate in the calculation of the design. Naturally, the FSD approach, which is based on the stress-ratio technique without using the objective function, should lead to the same solution as the optimum design [70, 164]. However, as explained above, this is not the case if the stress limit in member 9 reaches beyond the 37000 psi level. A probable explanation is that the 10 constraint equations are not functionally active in FSD after the stress limit, implying that a design based solely on the constraints is not sufficient. From Tables 5-1 and 5-2, it can be observed that the imposition of the displacement constraints results in a substantial increase in structural weight.
Table 5-1  The Final design solution for the cross-sectional areas (in^2) for the 10-bar planar truss structure

<table>
<thead>
<tr>
<th>Member</th>
<th>Linear Analysis</th>
<th>Nonlinear Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DM</td>
<td>FM</td>
</tr>
<tr>
<td>1</td>
<td>30.5218</td>
<td>30.5218</td>
</tr>
<tr>
<td>2</td>
<td>0.1000</td>
<td>0.1000</td>
</tr>
<tr>
<td>3</td>
<td>23.1999</td>
<td>23.1999</td>
</tr>
<tr>
<td>4</td>
<td>15.2229</td>
<td>15.2229</td>
</tr>
<tr>
<td>5</td>
<td>0.1000</td>
<td>0.1000</td>
</tr>
<tr>
<td>6</td>
<td>0.5514</td>
<td>0.5514</td>
</tr>
<tr>
<td>7</td>
<td>7.4572</td>
<td>7.4572</td>
</tr>
<tr>
<td>10</td>
<td>0.1000</td>
<td>0.1000</td>
</tr>
</tbody>
</table>

| Mass (lbm) | 5060.85 | 5060.85 | 5055.66 |
| No. of Iterations | 237 | 237 | 258 |
| No. of A.C. | 5 | 5 | 5 |
| CPU time (sec) | 11.24 | 4.34 | 40.18 |

* A. C.: Active Constraints

Table 5-2  Final design of cross-sectional areas (in^2) for various stress limits in member 9.

<table>
<thead>
<tr>
<th>Stress limit (psi)</th>
<th>25000</th>
<th>35000</th>
<th>37500</th>
<th>40000</th>
<th>75000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Member</td>
<td>FSD</td>
<td>Opt</td>
<td>FSD</td>
<td>Opt</td>
<td>FSD</td>
</tr>
<tr>
<td>2</td>
<td>0.100</td>
<td>0.100</td>
<td>0.100</td>
<td>0.100</td>
<td>1.279</td>
</tr>
<tr>
<td>3</td>
<td>8.062</td>
<td>8.062</td>
<td>8.090</td>
<td>8.090</td>
<td>9.279</td>
</tr>
<tr>
<td>4</td>
<td>3.938</td>
<td>3.938</td>
<td>3.910</td>
<td>3.910</td>
<td>2.721</td>
</tr>
<tr>
<td>5</td>
<td>0.100</td>
<td>0.100</td>
<td>0.100</td>
<td>0.100</td>
<td>0.100</td>
</tr>
<tr>
<td>6</td>
<td>0.100</td>
<td>0.100</td>
<td>0.100</td>
<td>0.100</td>
<td>1.279</td>
</tr>
<tr>
<td>7</td>
<td>5.745</td>
<td>5.745</td>
<td>5.784</td>
<td>5.784</td>
<td>7.465</td>
</tr>
<tr>
<td>8</td>
<td>5.569</td>
<td>5.569</td>
<td>5.530</td>
<td>5.530</td>
<td>3.849</td>
</tr>
<tr>
<td>9</td>
<td>5.569</td>
<td>5.569</td>
<td>3.950</td>
<td>3.950</td>
<td>2.566</td>
</tr>
<tr>
<td>10</td>
<td>0.100</td>
<td>0.100</td>
<td>0.127</td>
<td>0.127</td>
<td>1.808</td>
</tr>
</tbody>
</table>

| Mass(lbm) | 1593.2 | 1593.2 | 1511.1 | 1511.1 | 1568.3 | 1497.6 | 1725.2 | 1497.6 | 1725.2 | 1497.6 |
| No. of Iterations | 19 | 81 | 79 | 92 | 10 | 93 | 149 | 93 | 36 | 93 |
| No. of A.C. | 10 | 10 | 10 | 10 | 10 | 10 | 10 | 10 | 10 | 10 |
Figure 5-2  Iteration history for the 10-bar planar truss for the linear and nonlinear analysis solutions.

Figure 5-3  Iteration history for different initial areas for the 10-bar planar truss.
5.2.2 The 25-Bar Space Truss

The 25-bar space truss is shown in Figure 5-5. This problem has been investigated by Saka using both linear [166] and geometrically nonlinear analyses [125] together with the optimality criterion approach.

The material is steel with $E=207 \text{ KN/mm}^2$ and $\rho=7830 \text{ kg/m}^3$. The structure has identical symmetries about the X-Z and Y-Z planes, so design variable linking is used to impose symmetry on the structure. Thus, only 8 design variables are required. The structure is subjected to one load case, shown in Table 5-3. The tension allowable stress for all elements is $\sigma_{at} = 240 \text{ N/mm}^2$, however allowable compression stress is obtained according to AISC [167] which are: For $S_R > C_c$, $\sigma_{ac} = \pi^2 E / S_R^2$ and for $S_R < C_c$, $\sigma_{ac} = \sigma_{at} (1 - 0.5 S_R^2 / C_c^2)$. $S_R$ is the slender ratio of each member ($S_R=L/R_G$, where $L$ is the length and $R_G$ is the radius of gyration for each member) and $C_c = \sqrt{2 \pi^2 E / \sigma_{at}}$. 

![Figure 5-4](image.png)

**Figure 5-4** Optimum mass and final mass using the FSD method for the 10-bar truss versus allowable stress in member 9.
Therefore, the allowable compression stress varies during the optimization process. Stress constraints have been imposed on all elements. Displacement constraints of ±10 mm are imposed on nodes 1 and 2 in X and Y directions. The minimum area for all elements was set at 200 mm$^2$. The members have pipe-type sections [166] with $S_R = aA^b$, where $a$ and $b$ are 0.4993 and 0.6777, respectively. $A$ is the area in square centimeters. The number of displacement degrees of freedom is $m=18$ and the number of force degrees of freedom is $n=25$. Therefore, the number of redundancy is $r=7$. Without linking the design variables, the number of design variables is 25 and the number of the constraints is 56. With linking the design-variables into 8 groups, the number of design variables becomes 8, and the number of the constraints reduces to 22.

**Figure 5-5** The 25-bar space truss structure.

For linear analysis, a minimum mass of 649.7 kg was obtained using both the DM and the FM. The nonlinear analysis produced a minimum mass of 650.9 kg. The final results for
both the linear and the nonlinear analysis is given in Table 5-4 and the iteration history is shown in Figure 5-6. The initial cross sectional area for all the elements is 2000 mm$^2$. The CPU time required for the FM is significantly lower than the DM, pointing out again the efficiency of the FM. For both the linear and the nonlinear analysis, the compression stress constraint in elements 1, 2, 6, 10, 13, 16, 18 and 24 (one member from each group) are active. According to Table 5-4, there is a slight, however insignificant, difference between the optimum results obtained from the linear and geometrically nonlinear analysis. Nevertheless, to confirm the feasibility of the linear results, the structure was also analyzed using nonlinear analysis based on the optimum cross-sectional areas obtained from linear analysis. It was found that the stress violations were accrued in the elements 10, 13, 16 and 18. Since these members are under compression, the optimum results obtained using a linear analysis may result in structural failure.

The problem was solved using different initial areas for all elements. The results were exactly the same as for the previous case. The iteration history for two different initial cross sectional areas using the force method is shown in the Figure 5-7.

A minimum weight of 921 kg was obtained by Saka using the linear analysis and 507 kg using the nonlinear analysis. Saka used the optimality criterion based only on satisfying the displacement constraints. The stress constraints were satisfied through stress-ratio technique in linear analysis. In nonlinear analysis, Saka satisfied the stress constraints during the steps of nonlinear analysis, so that when a member force exceeds its allowable limit, then this limit value is used in the computation of the compensating load. According to the Saka, as a result of such redistribution, truss members do not have a force, which is more than their critical force.

Fleury and Schmit [165] also solved the problem using the dual methods and approximation concepts considering just the linear analysis based on the displacement method. This structure was also analyzed using the data provided by Fleury and Schmit and identical results were obtained.
### Table 5-3
Nodal load components (N) for the 25-bar space truss structure.

<table>
<thead>
<tr>
<th>Node</th>
<th>Coordinate directions</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>X</td>
<td>Y</td>
<td>Z</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>80000</td>
<td>120000</td>
<td>30000</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>60000</td>
<td>100000</td>
<td>30000</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>30000</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>30000</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

### Table 5-4
Final design of cross-sectional areas (mm$^2$) for the 25-bar space.

<table>
<thead>
<tr>
<th>Design variables</th>
<th>Member</th>
<th>Linear Analysis</th>
<th>Nonlinear Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>DM</td>
<td>FM</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>232.7</td>
<td>232.7</td>
</tr>
<tr>
<td>2</td>
<td>2-5</td>
<td>1150.6</td>
<td>1150.6</td>
</tr>
<tr>
<td>3</td>
<td>6-9</td>
<td>895.1</td>
<td>895.1</td>
</tr>
<tr>
<td>4</td>
<td>10,11</td>
<td>230.4</td>
<td>230.4</td>
</tr>
<tr>
<td>5</td>
<td>12,13</td>
<td>223.3</td>
<td>223.3</td>
</tr>
<tr>
<td>6</td>
<td>14-17</td>
<td>1018.4</td>
<td>1018.4</td>
</tr>
<tr>
<td>7</td>
<td>18-21</td>
<td>950.2</td>
<td>950.2</td>
</tr>
<tr>
<td>8</td>
<td>22-25</td>
<td>1443.5</td>
<td>1443.5</td>
</tr>
</tbody>
</table>

|                  |        |  |  |  |  |  |  |
|                  | Mass (kg) | 649.7| 649.7| 650.9|
|                  | No. of Iterations | 316| 424| 380|
|                  | No. of A.C.* | 8| 8| 8|
|                  | CPU time (sec) | 50.64| 16.31| 209.77|
Figure 5-6 Iteration history for the 25-bar space truss for the linear and nonlinear analysis solutions.

Figure 5-7 Iteration history for different initial areas for the 25-bar space truss.
5.2.3 The 72-Bar Space Truss

The 72-bar space truss is shown in Figure 5-8. This is a relatively large size problem. The material is aluminum with Young's modulus $E=10^7$ psi and density $\rho=0.1 \text{ lbm/in}^3$. The allowable stress is ±25000 psi for all members. Stress constraints have been imposed on all elements. Displacement constraints of ±0.25 in are imposed on the X and Y directions for nodes 1 to 4. The minimum area for all elements was set at 0.1 in$^2$.

![Figure 5-8 The 72-bar space truss structure.](image)
The structure is subjected to two load cases. In the first case, node 1 is subjected to a load of 5000 lbf in the X and Y-directions and a load of -5000 lbf in the Z-direction. In the second case, nodes 1 to 4 are subjected to a load of -5000 lbf in the Z-direction. The number of displacement degrees of freedom is $m=48$ and the number of force degrees of freedom is $n=72$. Therefore, the number of redundancy is $r=24$. Without linking the design variables, the number of design variables is 72 and the number of the constraints is 232. When linking the design-variables into 16 groups, the number of design variables becomes 16, and the number of the constraints reduces to 64.

When using the linear analysis, a minimum mass of 379.615 Ibm was obtained for both the DM and the FM. The same problem was analyzed using the nonlinear analysis and the minimum mass increased slightly to 380.079 Ibm. The final results for both the linear and the nonlinear analysis is given in Table 5-5 and the iteration history is shown in Figure 5-9. The nonlinear analysis steps required to obtain the response was 2 for load case 1 and 3 steps were required to obtain the solution for load case 2 in all iterations. The computational time required for the FM is significantly lower than the DM, illustrating the efficiency of the FM over the DM for the analysis of large size problems. A closer examination of the results reveals that in both the linear and the nonlinear analysis the nodal displacement constraints at node 1 in both X and Y directions in the first load case, and the stress constraints in elements 1 to 4 in the second load case are active. The cross-sectional areas in groups 7, 8, 11, 12, 15 and 16 reached their minima in both analyses solutions. The linear analysis solution matches exactly the solution reported by Fleury and Schmit [165], who solved the problem using the dual method and approximation concepts and a linear analysis based on the displacement method.

Note that there is a very slight difference between the optimum results from both the linear and the nonlinear analysis, however insignificant. To confirm the validity of the linear solution, the structure was analyzed considering nonlinear geometrically based on optimum cross-sectional areas obtained from the linear analysis. Surprisingly, both the displacement constraints at node 1 and the stress constraints in elements 1 to 4 for load case 2 were violated, pointing out that structural failure may result when using linear analysis.
Next, the problem was solved without linking the design variables. The results using the FM and the DM were exactly identical and the computational time for the FM was approximately one half of that required by the DM. The number of iterations using the DM and the FM were 3976 and 4707, respectively. The optimum mass reduced to 288.8 lbm, demonstrating that when not imposing symmetry to the structure results in a significantly lower mass in the final design. The number of active constraints in this case was 47. The displacement constraints at node 1 in both X and Y-directions in the first load case, and the stress constraints in members 1, 2, 4 and 19 in the second load case were active. The cross-sectional areas in elements 5, 8, 9, 12-16, 18, 24, 25, 28, 29, 31-36, 38, 40, 41, 48-54 and 56 reached their minima. This iteration history for this case is shown in the Figure 5-10.

Finally, to better illustrate the effect of geometric nonlinearity, the load in all directions and in both load cases was multiplied by 100 and the displacement constraints were increased to ±4 in. The final results are shown in Table 5-6 and the iteration history is shown in Figure 5-11. Note that the effect of geometrically nonlinearity is more pronounced at the final optimum design. At the optimum design, the constraint displacements are very far from the limit value, implying that the design is driven by the stress constraints. Note that when using a linear analysis, the stress constraints in members 6, 11, 13, 16, 17, 23, 30, 39, 42, 47, 57, 59 and 66 in load case 1 and the members 1-4 and 19-22 in the load case 2 are active. However, in the nonlinear analysis for the load case 1, the situation is similar to the linear analysis. However for load case 2, the stress constraints in members 3 and 21 are active.

Summarizing, it may be inferred that for practical truss design problems optimized for size under stress and displacement constraints, the effect of geometrical nonlinearity is not significant and the linear analysis can provide acceptable solutions. Also it is noted that for the test cases presented, the nonlinear analysis based on geometrical nonlinearity does not necessarily produce better optimal solutions (lighter structures) when compared to the linear analysis solution. Nevertheless, a structure optimized based on a linear solution may fail when the stresses at some members reach beyond the allowable design limit, as observed in some of the test cases presented.
Table 5-5  The final design solutions for the cross-sectional areas (in$^2$) for the 72-bar space truss structure.

<table>
<thead>
<tr>
<th>Design variable</th>
<th>Members</th>
<th>Linear Analysis</th>
<th>Nonlinear Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>DM</td>
<td>FM</td>
</tr>
<tr>
<td>1</td>
<td>1-4</td>
<td>0.1565</td>
<td>0.1565</td>
</tr>
<tr>
<td>2</td>
<td>5-12</td>
<td>0.5456</td>
<td>0.5456</td>
</tr>
<tr>
<td>3</td>
<td>13-16</td>
<td>0.4104</td>
<td>0.4104</td>
</tr>
<tr>
<td>4</td>
<td>17,18</td>
<td>0.5697</td>
<td>0.5697</td>
</tr>
<tr>
<td>5</td>
<td>19-22</td>
<td>0.5237</td>
<td>0.5237</td>
</tr>
<tr>
<td>6</td>
<td>23-30</td>
<td>0.5171</td>
<td>0.5171</td>
</tr>
<tr>
<td>7</td>
<td>31-34</td>
<td>0.1000</td>
<td>0.1000</td>
</tr>
<tr>
<td>8</td>
<td>35,36</td>
<td>0.1000</td>
<td>0.1000</td>
</tr>
<tr>
<td>9</td>
<td>37-40</td>
<td>1.2684</td>
<td>1.2684</td>
</tr>
<tr>
<td>10</td>
<td>41-48</td>
<td>0.5117</td>
<td>0.5117</td>
</tr>
<tr>
<td>11</td>
<td>49-52</td>
<td>0.1000</td>
<td>0.1000</td>
</tr>
<tr>
<td>12</td>
<td>53-54</td>
<td>0.1000</td>
<td>0.1000</td>
</tr>
<tr>
<td>13</td>
<td>55-58</td>
<td>1.8862</td>
<td>1.8862</td>
</tr>
<tr>
<td>14</td>
<td>59-66</td>
<td>0.5123</td>
<td>0.5123</td>
</tr>
<tr>
<td>15</td>
<td>67-70</td>
<td>0.1000</td>
<td>0.1000</td>
</tr>
<tr>
<td>16</td>
<td>71,72</td>
<td>0.1000</td>
<td>0.1000</td>
</tr>
<tr>
<td>Mass (lbm)</td>
<td></td>
<td>379.615</td>
<td>379.615</td>
</tr>
<tr>
<td>No. of Iterations</td>
<td></td>
<td>556</td>
<td>557</td>
</tr>
<tr>
<td>No. of A. C.</td>
<td></td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>CPU time (sec)</td>
<td></td>
<td>274.23</td>
<td>107.10</td>
</tr>
</tbody>
</table>
Table 5-6  The final design solution for the cross-sectional areas (in$^2$) for the 72-bar space truss with increasing load and displacement constraints.

<table>
<thead>
<tr>
<th>Design variable</th>
<th>Members</th>
<th>Linear Analysis</th>
<th>Nonlinear Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>DM</td>
<td>FM</td>
</tr>
<tr>
<td>1</td>
<td>1-4</td>
<td>19.7262</td>
<td>19.7262</td>
</tr>
<tr>
<td>2</td>
<td>5-12</td>
<td>7.7727</td>
<td>7.7727</td>
</tr>
<tr>
<td>3</td>
<td>13-16</td>
<td>6.8390</td>
<td>6.8390</td>
</tr>
<tr>
<td>4</td>
<td>17,18</td>
<td>8.7806</td>
<td>8.7806</td>
</tr>
<tr>
<td>5</td>
<td>19-22</td>
<td>20.0118</td>
<td>20.0118</td>
</tr>
<tr>
<td>6</td>
<td>23-30</td>
<td>7.0918</td>
<td>7.0918</td>
</tr>
<tr>
<td>7</td>
<td>31-34</td>
<td>0.1000</td>
<td>0.1000</td>
</tr>
<tr>
<td>8</td>
<td>35,36</td>
<td>0.8321</td>
<td>0.8321</td>
</tr>
<tr>
<td>10</td>
<td>41-48</td>
<td>6.9959</td>
<td>6.9959</td>
</tr>
<tr>
<td>11</td>
<td>49-52</td>
<td>0.1000</td>
<td>0.1000</td>
</tr>
<tr>
<td>12</td>
<td>53,54</td>
<td>0.1000</td>
<td>0.1000</td>
</tr>
<tr>
<td>13</td>
<td>55-58</td>
<td>29.6865</td>
<td>29.6865</td>
</tr>
<tr>
<td>14</td>
<td>59-66</td>
<td>6.9505</td>
<td>6.9505</td>
</tr>
<tr>
<td>15</td>
<td>67-70</td>
<td>0.1000</td>
<td>0.1000</td>
</tr>
<tr>
<td>16</td>
<td>71,72</td>
<td>0.1000</td>
<td>0.1000</td>
</tr>
</tbody>
</table>

Mass (lbd) | 5949.99 | 5949.99 | 6003.26
No. of Iterations | 223 | 223 | 257
No. of A. C. | 15 | 15 | 15
CPU time (sec) | 100.92 | 46.67 | 1103.6
Figure 5-9  Iteration history for the 72-bar space truss for both the linear and nonlinear solutions.

Figure 5-10  Iteration history for the 72-bar space truss with no variables linking
5.2.4 The 10-Member Frame (Three-Story and Two-Bay)

The 10-member frame structure is illustrated in Figure 5-12. The material is steel with $E=206,842,710$ Mpa (30,000,000 psi) and $\rho=7,833.412$ kg/m$^3$ (0.283 lbm/in$^3$). The stress limit for all members is 165.474 Mpa (24000 psi). The horizontal displacements for all joints were limited to 0.0254 cm (0.01 in). A minimum area limit of 32.26 cm$^2$ (5 in$^2$) and maximum area limit of 645.16 cm$^2$ (100 in$^2$) were used. The initial cross-section is 161.29 cm$^2$ (25 in$^2$) and is the same for all elements. The following relationships, proposed in Ref. [168], were used for area $A$, section modulus $S$ and moment of inertia $I$. 
where $A$ is the area in square inches. The above relationship is for a steel section according to the AISC code.

![Figure 5-12](image)

**Figure 5-12** The 10-member frame structure.

A minimum weight of 3307.23 kg was obtained when using a linear analysis and 3309.9 kg when using a nonlinear analysis. The horizontal displacement constraint at node 4 and the stress constraints on element 6 are identified as active. The horizontal displacement at node 3 is close to active. The cross-sectional areas on elements 3, 4 and 10 reached their
minimum size. The results were compared with research documented in the literature. For instance, Khan et al. [25,168] used a displacement based linear analysis with the optimality criterion technique and obtained a minimum weight of 3391.87 kg with the horizontal displacement of nodes 3 and 4 as active constraints (no active stress constraint). This problem was also solved using the CONMIN code [169] and a minimum weight of 3969.97 kg was reported.

The computational time for the force method was significantly lower than the time required by displacement method, again pointing out the efficiency of the force method, this time when applying the method to frame-type structures. There is a very small discrepancy between the linear and nonlinear solutions, however insignificant. Nevertheless, to confirm the validity of the linear analysis results, the structure was simulated by a nonlinear analysis using the optimum cross-sectional areas obtained via linear analysis. It was observed that the stress constraint in element 6 is a little over active, pointing out the linear analysis have produced acceptable results. The results are tabulated in Table 5-7.

<table>
<thead>
<tr>
<th>Members</th>
<th>Linear Analysis</th>
<th>Nonlinear Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DM</td>
<td>FM</td>
</tr>
<tr>
<td>1</td>
<td>283.87</td>
<td>283.87</td>
</tr>
<tr>
<td>2</td>
<td>236.82</td>
<td>236.82</td>
</tr>
<tr>
<td>3</td>
<td>32.26</td>
<td>32.26</td>
</tr>
<tr>
<td>4</td>
<td>32.26</td>
<td>32.26</td>
</tr>
<tr>
<td>5</td>
<td>462.55</td>
<td>462.55</td>
</tr>
<tr>
<td>6</td>
<td>102.41</td>
<td>102.41</td>
</tr>
<tr>
<td>7</td>
<td>72.36</td>
<td>72.36</td>
</tr>
<tr>
<td>8</td>
<td>164.33</td>
<td>164.33</td>
</tr>
<tr>
<td>9</td>
<td>162.43</td>
<td>162.43</td>
</tr>
<tr>
<td>10</td>
<td>32.26</td>
<td>32.26</td>
</tr>
<tr>
<td>Mass (kg)</td>
<td>3307.23</td>
<td>3307.23</td>
</tr>
<tr>
<td>No. of Iterations</td>
<td>620</td>
<td>608</td>
</tr>
<tr>
<td>No. of A. C.</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>CPU time (sec)</td>
<td>63.52</td>
<td>20.60</td>
</tr>
</tbody>
</table>

Table 5-7 The final design solutions for the cross-sectional areas (cm$^2$) for the 10-member frame structure.
5.2.5 The 25-Member Frame (Three-Story and Three-Bay)

The 25-member frame is shown in Figure 5-13. The material, stress limit and the relation between area, section modulus and moment of inertia are all the same as in the previous example. The horizontal displacements for nodes 1, 2, 3, 10, 11 and 12 are limited to 0.0127 cm (0.005 in). A minimum area limit of 32.26 cm² (5 in²) and maximum area limit of 6451.6 cm² (100 in²) have been set.

![Figure 5-13](image)

Figure 5-13 The 25-member frame structure.

The minimum weight obtained using linear and nonlinear analysis is 9508.32 kg and 9487.26 kg, respectively. The horizontal displacement constraints at nodes 2 and 10, as well as the stress constraints on elements 1, 2, 3, 5, 9, 12, 14 and 17, are active both in linear and nonlinear analysis. The cross-sectional areas for frame elements 6, 11, 13, 15, 18, 20, 24
and 25 reached their minimum size. This problem was also solved by Khan [168] using displacement based linear analysis and the optimality criterion technique, having obtained a minimum weight of 10049.77 kg with just the horizontal displacement at nodes 2 and 11 being active (no active stress constraint). Once again the finite element force method performed considerably better than the displacement method. The final results are tabulated in Table 5-8.

Table 5-8  The final design results for the cross-sectional areas (cm$^2$) for the 25-member frame structure.

<table>
<thead>
<tr>
<th>Members</th>
<th>Linear Analysis</th>
<th>Nonlinear Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DM</td>
<td>FM</td>
</tr>
<tr>
<td>1</td>
<td>100.07</td>
<td>94.83</td>
</tr>
<tr>
<td>2</td>
<td>71.46</td>
<td>69.16</td>
</tr>
<tr>
<td>3</td>
<td>42.33</td>
<td>39.52</td>
</tr>
<tr>
<td>4</td>
<td>162.10</td>
<td>167.30</td>
</tr>
<tr>
<td>5</td>
<td>202.47</td>
<td>203.07</td>
</tr>
<tr>
<td>6</td>
<td>32.26</td>
<td>32.26</td>
</tr>
<tr>
<td>7</td>
<td>517.57</td>
<td>522.80</td>
</tr>
<tr>
<td>8</td>
<td>148.78</td>
<td>141.55</td>
</tr>
<tr>
<td>9</td>
<td>314.29</td>
<td>318.78</td>
</tr>
<tr>
<td>10</td>
<td>538.70</td>
<td>532.37</td>
</tr>
<tr>
<td>11</td>
<td>645.16</td>
<td>645.16</td>
</tr>
<tr>
<td>12</td>
<td>205.81</td>
<td>204.43</td>
</tr>
<tr>
<td>13</td>
<td>32.26</td>
<td>32.26</td>
</tr>
<tr>
<td>14</td>
<td>195.81</td>
<td>195.14</td>
</tr>
<tr>
<td>15</td>
<td>32.26</td>
<td>37.47</td>
</tr>
<tr>
<td>16</td>
<td>48.26</td>
<td>50.67</td>
</tr>
<tr>
<td>17</td>
<td>131.53</td>
<td>128.98</td>
</tr>
<tr>
<td>18</td>
<td>32.26</td>
<td>32.26</td>
</tr>
<tr>
<td>19</td>
<td>161.65</td>
<td>150.72</td>
</tr>
<tr>
<td>20</td>
<td>32.26</td>
<td>32.26</td>
</tr>
<tr>
<td>21</td>
<td>187.51</td>
<td>172.97</td>
</tr>
<tr>
<td>22</td>
<td>135.46</td>
<td>137.65</td>
</tr>
<tr>
<td>23</td>
<td>467.54</td>
<td>479.67</td>
</tr>
<tr>
<td>24</td>
<td>32.26</td>
<td>32.26</td>
</tr>
<tr>
<td>25</td>
<td>32.26</td>
<td>32.26</td>
</tr>
<tr>
<td>Mass (kg)</td>
<td>9508.32</td>
<td>9487.26</td>
</tr>
<tr>
<td>No. of Iterations</td>
<td>1849</td>
<td>2757</td>
</tr>
<tr>
<td>No. of A. C.</td>
<td>18</td>
<td>17</td>
</tr>
<tr>
<td>CPU time (sec)</td>
<td>479.93</td>
<td>1687.90</td>
</tr>
</tbody>
</table>
5.3 Size Optimization - Frequency Constraints

5.3.1 The 10-Bar Planar Truss

This is the same structure as the one discussed in sub-section 5.2.1, with one exception. At each of the four free nodes, a nonstructural lumped mass of 1000 lbm (2.588 lb-s²/in) is added. At the initial design stage, all the cross-sectional areas are set at 20 in² and the initial mass is 8392.94 lbm.

This problem has been investigated by Venkayya and Tischler [170], as well as by Grandhi and Venkayya [171] using the displacement based analysis with the optimality criterion technique. First, the structure was optimized for a fundamental frequency of 14 Hz alone, using both the displacement and force methods. A minimum weight of 5810.24 lbm was obtained. The number of iterations required for the force method was lower than that required for the displacement method resulting in a lower computational cost. The final results for the cross-sectional areas and the fundamental frequency are given in Tables 5-9 and 5-10, respectively. Venkayya and Tischler [170] report a minimum mass of 6665.577 lbm. The structure was analyzed for its fundamental natural frequency using the optimum cross-sectional areas obtained by Venkayya and Tischler. Here, a fundamental natural frequency of 14.47 Hz instead of 14 Hz was obtained. A solution was also attempted using the optimum solution provided by Venkayya and Tischler as the initial design. The final design resulted in a lighter structure (5810.24 lbm) than the one obtained previously. The design was based on the consistent mass matrix. When using a lumped mass matrix representation, the optimization resulted in a minimum mass of 6377.82 lbm, suggesting that a lumped mass representation may have been used in Ref. [170].

Next, the structure was designed for a second natural frequency of 25 Hz. A minimum mass of 1920.52 lbm was obtained. The force method again performed better than the displacement method. Grandhi and Venkayya [171] report a minimum mass of 2243.8 lbm. The optimum design reported by Grandhi and Venkayya was provided as input resulting in a second natural frequency of 25.37 Hz.
Finally, the structure was designed for multiple natural frequency constraints of $\omega_1 = 7$, $\omega_2 \geq 15$ and $\omega_3 \geq 20$. Here, a minimum mass of 1182.85 lbm was obtained. Upon a closer inspection of the results, it was found that the optimum cross-sectional areas for elements 9 and 10 obtained using the force method (FM) are different than that obtained using the displacement method (DM). It is noted that the optimum mass for both the FM and the DM is exactly the same and so are the final natural frequencies. It is inferred that the optimizer may be very sensitive to the output results from the FM and the DM, so that a slight discrepancy in the intermediate results may cause the optimizer to select a different path. It is noted that for this particular case, the number of iterations required by the DM is lower than that for the FM. However, the computational time required for the FM is still lower than that for the DM. For comparison with the literature, it is noted that Ref. [171] reports a minimum weight of 1308.4 lbm. The final cross-sectional areas and natural frequencies are given in the Tables 5-9 and 5-10. The variation of the optimum mass with the first and second natural frequency limits is shown in Figure 5-14. It is obvious that by increasing the fundamental natural frequency limit, the optimum mass increases drastically from 347.91 lbm for a fundamental natural frequency limit of 4 Hz to 25216.7 lbm for a fundamental natural frequency limit of 22 Hz. However, this is not the case for the second natural frequency limit. The optimum mass increases from 46.83 lbm for a second natural frequency limit of 4 Hz to 1410.14 lbm for a second natural frequency limit of 22 Hz.
Table 5-9  The final design solution for the cross-sectional areas (in^2) for different frequency constraints (Hz) for the 10-bar planar truss.

<table>
<thead>
<tr>
<th>Element No.</th>
<th>DM</th>
<th>FM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\omega_1=14$</td>
<td>$\omega_2=25$</td>
</tr>
<tr>
<td></td>
<td>$\omega_1=14$</td>
<td>$\omega_2=25$</td>
</tr>
<tr>
<td>1</td>
<td>34.086</td>
<td>7.466</td>
</tr>
<tr>
<td>2</td>
<td>7.427</td>
<td>5.557</td>
</tr>
<tr>
<td>3</td>
<td>34.086</td>
<td>7.470</td>
</tr>
<tr>
<td>4</td>
<td>7.427</td>
<td>5.557</td>
</tr>
<tr>
<td>5</td>
<td>0.100</td>
<td>2.294</td>
</tr>
<tr>
<td>6</td>
<td>0.100</td>
<td>1.183</td>
</tr>
<tr>
<td>9</td>
<td>8.475</td>
<td>2.046</td>
</tr>
<tr>
<td>10</td>
<td>8.475</td>
<td>2.0451</td>
</tr>
<tr>
<td>Mass (Ibm)</td>
<td>5810.24</td>
<td>1920.52</td>
</tr>
<tr>
<td>No. of Iterations</td>
<td>256</td>
<td>1035</td>
</tr>
<tr>
<td>No. of A.C.</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>CPU time (sec)</td>
<td>10.54</td>
<td>40.81</td>
</tr>
</tbody>
</table>

Table 5-10  The Final design for the natural frequencies (Hz) for different frequency constraints (Hz) for the 10-bar planar truss.

<table>
<thead>
<tr>
<th>Freq. No.</th>
<th>Initial Design</th>
<th>DM</th>
<th>FM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\omega_1=14$</td>
<td>$\omega_2=25$</td>
<td>$\omega_1=7$</td>
</tr>
<tr>
<td></td>
<td>$\omega_1=14$</td>
<td>$\omega_2=25$</td>
<td>$\omega_1=7$</td>
</tr>
<tr>
<td>1</td>
<td>11.23</td>
<td>14.00</td>
<td>8.01</td>
</tr>
<tr>
<td>2</td>
<td>33.05</td>
<td>18.01</td>
<td>25.00</td>
</tr>
<tr>
<td>3</td>
<td>36.85</td>
<td>29.40</td>
<td>25.00</td>
</tr>
<tr>
<td>4</td>
<td>68.26</td>
<td>34.55</td>
<td>26.68</td>
</tr>
<tr>
<td>5</td>
<td>75.86</td>
<td>49.36</td>
<td>32.83</td>
</tr>
<tr>
<td>6</td>
<td>85.18</td>
<td>53.11</td>
<td>40.92</td>
</tr>
<tr>
<td>7</td>
<td>85.74</td>
<td>85.10</td>
<td>62.52</td>
</tr>
<tr>
<td>8</td>
<td>103.10</td>
<td>90.41</td>
<td>64.79</td>
</tr>
</tbody>
</table>
5.3.2 The 72-Bar Space Truss

This is a structure similar to the example discussed in sub-section 5.2.3. The material properties, element size and limits, and linking scheme are exactly the same. At the nodes 1-4, a nonstructural lumped mass of 5000 lbm (12.94 lb-s²/in) is added. At the initial design stage, all the cross-sectional areas are 1 in² and the initial mass is 853.09 lbm. This problem has also been investigated by Tabarrok and Konzelman [172] using dual methods based on approximation concepts for optimization and the finite element approach based on displacement method for structural analysis. The structure was designed for a fundamental frequency of 4 Hz alone, using both the displacement and the force methods. A minimum mass of 632.361 lbm was obtained. It is noted that for this particular case, the number of iterations required by the DM is greater than that of FM. However, the computational time required by the DM is lower than that used by the FM. Therefore, it is inferred that when considering frequency constraints, the analysis of low
redundant structures using the FM is not necessarily more efficient than that of DM. Final results for frequencies and cross-sectional areas are given in Tables 5-11 and 5-12. For comparison with the literature, Ref. [172] reports a minimum mass of 632.36 lbm. Due to the symmetry imposed by the structural geometry and the linking scheme, the eigenvalue corresponding to the fundamental mode of vibration is a repeated eigenvalue of multiplicity two. This means that in the initial and optimum design, the first and second modes of vibration have the same natural frequencies. Thus a small change or deviation in the geometry of the structure can switch the mode of vibration from first to second mode, which may be undesirable in some design cases. Because of the intrinsic symmetry in the structure, any attempt to separate the fundamental and second natural frequencies during the optimization process failed.

Finally, to demonstrate the performance of the algorithm under multiple frequency constraints, the structure was designed for \( \omega_1=4 \) and \( \omega_2 \geq 6 \). Using both the FM and the FM methods, a minimum weight of 721.597 lbm was obtained. The DM again performed better than the FM. The results are tabulated in Tables 5-11 and 5-12.

\[\text{Table 5-11} \quad \text{The final results for the natural frequencies (Hz) for different frequency constraints for the 72-bar space truss structure}\]

\[
\begin{array}{|c|c|c|c|c|c|}
\hline
\text{Freq. No.} & \text{Initial Design} & \text{DM} & \text{FM} \\
& & \omega_1=4 & \omega_2 \geq 6 & \omega_1=4 & \omega_2 \geq 6 \\
\hline
1 & 3.113 & 4.000 & 4.000 & 4.000 & 4.000 \\
2 & 3.113 & 4.000 & 4.000 & 4.000 & 4.000 \\
3 & 5.374 & 5.001 & 6.000 & 5.001 & 6.000 \\
\hline
\end{array}
\]
Table 5-12  The final design for the cross-sectional areas (in$^2$) for different frequency constraints (Hz) for the 72-bar space truss structure

<table>
<thead>
<tr>
<th>Element No.</th>
<th>DM</th>
<th>FM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\omega_1=4$</td>
<td>$\omega_1=4$</td>
</tr>
<tr>
<td>1-4</td>
<td>0.7312</td>
<td>0.5423</td>
</tr>
<tr>
<td>5-12</td>
<td>0.8547</td>
<td>1.2295</td>
</tr>
<tr>
<td>13-16</td>
<td>0.1000</td>
<td>0.1000</td>
</tr>
<tr>
<td>17-18</td>
<td>0.1000</td>
<td>0.1000</td>
</tr>
<tr>
<td>19-22</td>
<td>1.8212</td>
<td>1.2487</td>
</tr>
<tr>
<td>23-30</td>
<td>0.8638</td>
<td>1.2417</td>
</tr>
<tr>
<td>31-34</td>
<td>0.1000</td>
<td>0.1000</td>
</tr>
<tr>
<td>35-36</td>
<td>0.1000</td>
<td>0.1000</td>
</tr>
<tr>
<td>37-40</td>
<td>2.9373</td>
<td>1.9858</td>
</tr>
<tr>
<td>41-48</td>
<td>0.8691</td>
<td>1.2494</td>
</tr>
<tr>
<td>49-52</td>
<td>0.1000</td>
<td>0.1000</td>
</tr>
<tr>
<td>53-54</td>
<td>0.1000</td>
<td>0.1000</td>
</tr>
<tr>
<td>55-58</td>
<td>4.0199</td>
<td>2.6782</td>
</tr>
<tr>
<td>59-66</td>
<td>0.8723</td>
<td>1.2537</td>
</tr>
<tr>
<td>67-70</td>
<td>0.1000</td>
<td>0.1000</td>
</tr>
<tr>
<td>71-72</td>
<td>0.1000</td>
<td>0.1000</td>
</tr>
<tr>
<td>Mass (Ibm)</td>
<td>632.361</td>
<td>721.597</td>
</tr>
<tr>
<td>No. of Iterations</td>
<td>544</td>
<td>379</td>
</tr>
<tr>
<td>No. of A.C.</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>CPU time (sec)</td>
<td>283.78</td>
<td>200.37</td>
</tr>
</tbody>
</table>

5.3.3 The 6-Member Frame (Two-Story and One-Bay)

The 6-member frame is illustrated in Figure 5-15. This problem has been studied by Khan and Willmert [173] and MacGee and Phan [174] using the optimality criterion method as an optimizer and the finite element based on the displacement method as an analyzer. A uniformly distributed nonstructural mass of 10 lbm/in was added on the horizontal members of the frame. The density and Young's modulus are 0.28 lbm/in$^3$ and 30,000,000 psi, respectively. Each member is a WF steel section, according to the AISC code. The moment of inertia, I is empirically related to area, A, by the following expressions as given in Ref. [173,174].
\[ I = 4.6248 \, A^2, \quad 0 \leq A \leq 44 \quad \text{and} \quad I = 256 \, A - 2300, \quad 44 < A \leq 88.2813 \]

where \( A \) has a dimension of \( \text{in}^2 \). A minimum constraint on the design variables (cross-sectional area of the members) was specified at \( 7.9187 \, \text{in}^2 \) and a maximum was set at \( 88.28 \, \text{in}^2 \). At the initial design stage, all the cross-sectional areas are equal to \( 30 \, \text{in}^2 \) with an initial mass of \( 11088 \, \text{lbm} \).

![Figure 5-15 The 6-member frame structure.](image)

First, the structure was designed for a fundamental natural frequency of \( 78.5 \, \text{rad/sec} \). A minimum mass of \( 9410.39 \, \text{lbm} \) was obtained using both the FM and the DM. It is noted that the final design variables (cross-sectional areas) are different between the DM and FM solutions, pointing out optimum solution is not unique. However, the final natural frequencies are the same. The reason for this difference between the optimum results using the DM and the FM is that the final design depends on the path taken over the process of optimization. Depend on the problem, optimizer may be very sensitive to the output results from the analyzer so that even slightly difference may cause difference
path. It should be emphasized that although optimum results obtained through FM and DM are different, they resulted to the same optimum mass and same final natural frequencies. Therefore both are optimum solutions. The number of iterations and CPU time in DM are slightly greater than that of FM. The results are given in the Tables 5-13 and 5-14. Ref. [173] and Ref. [174] report a minimum weight of 9561 lbm and 9815 lbm, respectively. To check for the possibility that the optimality criterion employed by Refs. [173,174] produced a local minimum, another run is performed, starting with the solution from Refs. [173,174]. This run has resulted in a design change and has converged to the lighter solution of 9410.39 lbm previously obtained. Hence the solution in Refs. [173,174] does not represent a local minimum.

The structure was again designed using multiple natural frequencies of $\omega_1=78.5$ and $\omega_2 \geq 180$. Surprisingly, the optimum mass of 9615.78 lbm using FM and 9732.3 lbm using DM was obtained. As explained before, this specific problem is path dependent and slightly difference in output results from analyzers (FM and DM) may cause different optimum solution. Investigating the final natural frequencies for DM and FM reveal that the in FM the inequality constraint is active in the optimum solution, but this is not the case for DM and that is the reason for lighter mass obtained using FM. For this case, it is interesting to note that the number of iteration and CPU time in FM is lower than that of DM. It can be said that for the frequency constraints, the CPU time totally depends on the iteration number, however this was not the case for the stress-displacement constraints.

<table>
<thead>
<tr>
<th>Freq. No.</th>
<th>Initial Design</th>
<th>DM $\omega_1=78.5$, $\omega_2 \geq 180$</th>
<th>FM $\omega_1=78.5$, $\omega_2 \geq 180$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>69.044</td>
<td>78.500</td>
<td>78.500</td>
</tr>
<tr>
<td>2</td>
<td>286.840</td>
<td>146.670</td>
<td>146.668</td>
</tr>
<tr>
<td>3</td>
<td>380.324</td>
<td>268.399</td>
<td>268.350</td>
</tr>
<tr>
<td>4</td>
<td>476.168</td>
<td>350.723</td>
<td>350.667</td>
</tr>
<tr>
<td>5</td>
<td>499.720</td>
<td>465.900</td>
<td>465.780</td>
</tr>
</tbody>
</table>

Table 5-13 Final design of natural frequencies (rad/sec) in different frequency constraints for the 6-member frame structure.
Table 5-14 The final design for the cross-sectional areas (in²) for different frequency constraints (rad/sec) for the 6-member frame structure.

<table>
<thead>
<tr>
<th>Element No.</th>
<th>DM</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th>FM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\omega_l=78.5$</td>
<td>$\omega_l=78.5, \omega_2 \geq 180$</td>
<td>$\omega_l=78.5$</td>
<td>$\omega_l=78.5, \omega_2 \geq 180$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>33.4594</td>
<td>18.6862</td>
<td>7.9187</td>
<td>31.9749</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>7.9187</td>
<td>21.9793</td>
<td>33.4105</td>
<td>9.7256</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>7.9187</td>
<td>44.0000</td>
<td>56.7273</td>
<td>21.5089</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>56.9166</td>
<td>35.3030</td>
<td>7.9187</td>
<td>46.1708</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>7.9187</td>
<td>7.9187</td>
<td>7.9187</td>
<td>7.9187</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>39.2286</td>
<td>35.4252</td>
<td>39.3389</td>
<td>39.7360</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mass (lbf)</td>
<td>9410.46</td>
<td>9732.3</td>
<td>9410.39</td>
<td>9615.78</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No. of Iterations</td>
<td>320</td>
<td>726</td>
<td>258</td>
<td>246</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No. of A.C.</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CPU time (sec)</td>
<td>15.31</td>
<td>34.29</td>
<td>11.76</td>
<td>11.21</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5.4 Size Optimization - System Stability Constraints

In all the test cases presented in this section, unless otherwise stated, the material is aluminum with Young’s modulus $E = 10^7$ psi and material density $\rho = 0.1$ lbf/in³. The optimality criterion algorithm based on the potential energy (algorithm I) and the optimality criterion algorithm based on the sensitivity analysis of the limit load (algorithm II) have been used to optimize the structure and the displacement control technique has been used for analysis. As mentioned in Chapter 3, using either the $K_\sigma$ or the $K_{DI}$ as the geometric stiffness matrix does not have any significant difference in the geometric nonlinear analysis. Here, the geometric nonlinear matrix used for the nonlinear buckling analysis is based on the $K_\sigma$. However, for linear buckling all the three matrices $K_{oc}$, $K_\sigma$ and $K_{DI}$ are used during the analysis and optimization and their effect are appropriately discussed.

The step size parameter in algorithm I was set initially equal to 4 and whenever the mass of the structure increased, the parameter was doubled to reduce the numerical oscillation induced by the algorithm. The minimum area for all elements was set at 0.1 in². The
minimum size constraint was treated as a passive constraint. If the recurrence relation reduced the area of any element to a value smaller than the minimum specified, then the cross-sectional area of that element was set to the minimum size.

The test cases considered here are shallow structures. These structures present excellent insight into the study of stability constraint problems as the stresses in the elements do not exceed the allowable stress limits before the structure reaches its critical system buckling load. Thus, the stress constraints do not control the design of the problem. For perfect elements, it is assumed that the individual elements are not buckled and the element formulation does not account for the instability at the element level. However, the imperfect element formulation, described in Appendix A, considers the buckling of the elements and as the individual elements attains the buckling load, the load response behavior of the system changes significantly, providing erroneous results. To guard against element buckling in the imperfect structure, a simple strategy is implemented. If the force in the individual elements goes beyond the element buckling load during the optimization process, the cross-sectional areas of the relevant elements are updated to avoid element force beyond the element buckling load.

5.4.1 The Symmetric 2-Bar Truss

A symmetric two-bar truss illustrated in Figure 5-16 is considered. The structure was designed for a specified limit load of 200 lbf applied at node 1 in the negative Y direction.

![Figure 5-16 The symmetric 2-bar truss structure.](image-url)
The downward vertical displacement at this node (V) is taken as the controlling displacement in the displacement control method. The displacement is applied at a rate of 0.05 inch at each time step. The optimization has been carried out using the optimality criterion algorithm based on the potential energy. The initial cross-sectional area of $A=20 \text{ in}^2$ is considered for both elements and the initial mass is 500.100 lbm. The problem has been solved for both perfect and imperfect elements. The elements are tubular with solid circular cross-section. An imperfection amplitude of 0.5 in is assumed for all elements. A nonlinear buckling analysis has been done until limit load for both the perfect and imperfect structure, and the results are shown in Figure 5-17. It is observed that the effect of imperfection becomes more significant as the load approaches the limit load. For perfect elements, simulations with $A=20 \text{ in}^2$ and $A=5 \text{ in}^2$ produced a limit load of 615.594 lbf and 153.899 lbf, respectively. For the structure with imperfections, the limit loads were reduced to 561.955 lbf and 97.690 lbf, respectively. The decrease in the limit load shows that element imperfections can have a significant influence on the design of the structure.

When carrying out a nonlinear buckling analysis, a minimum mass of 162.4555 lbm was obtained after 3 iterations for the perfect structure and a minimum mass of 209.131 lbm was obtained after 12 iterations for the imperfect structure. The final results for the cross-sectional areas are shown in Table 5-15. The results reveal that by neglecting the effect of imperfection, the minimum mass was underestimated by 28.7%. When optimizing the imperfect structure, the optimizer uniformizes the strain energy in the elements on the base of maximum stress in the elements, which are the axial and bending stresses. Using the final cross-sectional areas, a nonlinear buckling analysis was performed, and an exactly limit load of 200.00 was obtained for both the perfect and the imperfect structures, pointing out that the final design is on the constraint's boundary. This implies that the design is driven by the critical buckling mode, which is found to be axisymmetric. The final stresses in both members for the perfect and imperfect structures were found to be −1334.1 psi and −2613.5 psi, respectively, which are well below the buckling stress of the individual elements. The relative final strain energy density is 1.000 for the members in both the perfect and the imperfect structures.
The results for the perfect structure are in excellent agreement with the results reported by Khot and Kamat [111]. Although the initial cross sectional areas considered here are not in the feasible region (the initial limit load is not equal to the design load), the problem converges to the optimum solution in just 3 iterations for the perfect structure in comparison to the 10 iterations required for the solution in Ref. [111]. Here, the initial cross-sectional areas were set in the feasible region. More precisely, the present solution process obtains the optimum design with one analysis, and the other two analyses were needed to establish the convergence.

Next, the effect of geometric nonlinearity in buckling analysis was considered. A linear buckling analysis was performed on the perfect structure. It was found that the linear buckling analysis highly underestimates the minimum mass, which may lead to structural failure. The final results are given in Table 5-15. A closer inspection of the results reveals that using either $K_{\alpha}$ or $K_\alpha$ as the geometric stiffness matrix does not result in a significant change in the final cross-sectional areas and minimum mass. However, using the $K_{D\alpha}$ geometric stiffness matrix produces more conservative results. The reason may be attributed to the nature of the $K_\sigma$ and $K_{D\alpha}$ matrices. When computing a linear buckling load, the use of $K_\sigma$ implies that pre-buckling rotations are zero, whereas the use of $K_{D\alpha}$ implies that pre-buckling rotations are small. For linear problems, the two matrices yield the same buckling load, but for problems with geometric nonlinearity where pre-buckling rotations are not negligible, the use of $K_{D\alpha}$ yields a smaller buckling load and larger optimum mass. Figure 5-18 shows the iteration history for all cases.

The optimum results for different heights $H$, for a perfect structure with $L_1=L_2=100$ in and its comparison to the exact solution are given in Table 5-16. It is noted that when the height reaches $H=20$ in and beyond, the stresses in the elements exceed the allowable stress so these situations will not arise in reality, however are mentioned here for comparison purposes to show the validity of the present solution. The comparison of linear and nonlinear buckling analysis for different initial angles of inclination is shown in Figure 5-19.
Figure 5-17  Load-deflection curve up to the limit load for the symmetric 2-bar truss for
the perfect and the imperfect structure.

Table 5-15  Final designs for the cross-sectional areas (in$^2$) for the symmetric
2-bar truss structure.

<table>
<thead>
<tr>
<th>Element No.</th>
<th>Linear ($K_{ac}$)</th>
<th>Linear ($K_c$)</th>
<th>Linear ($K_{D1}$)</th>
<th>Nonlinear (Perfect)</th>
<th>Nonlinear (Imperfect)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.2502</td>
<td>1.2508</td>
<td>3.7523</td>
<td>6.4978</td>
<td>8.3647</td>
</tr>
<tr>
<td>2</td>
<td>1.2502</td>
<td>1.2508</td>
<td>3.7523</td>
<td>6.4978</td>
<td>8.3647</td>
</tr>
<tr>
<td>Mass (lbum)</td>
<td>31.2625</td>
<td>31.275</td>
<td>93.825</td>
<td>162.456</td>
<td>209.106</td>
</tr>
<tr>
<td>Iteration</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>8</td>
</tr>
</tbody>
</table>
Figure 5-18  Iteration history for the perfect and imperfect symmetric 2-bar truss.

Table 5-16  Optimal designs for different H (in) for the symmetric 2-bar truss.

<table>
<thead>
<tr>
<th>H</th>
<th>Present work</th>
<th>Exact</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \frac{A_1}{A_2} )</td>
<td>V (in)</td>
</tr>
<tr>
<td>10</td>
<td>1.0</td>
<td>4.2289</td>
</tr>
<tr>
<td>20</td>
<td>1.0</td>
<td>8.4721</td>
</tr>
<tr>
<td>50</td>
<td>1.0</td>
<td>21.4247</td>
</tr>
<tr>
<td>75</td>
<td>1.0</td>
<td>32.6515</td>
</tr>
<tr>
<td>100</td>
<td>1.0</td>
<td>44.4240</td>
</tr>
<tr>
<td>125</td>
<td>1.0</td>
<td>56.8278</td>
</tr>
<tr>
<td>150</td>
<td>1.0</td>
<td>69.9007</td>
</tr>
<tr>
<td>175</td>
<td>1.0</td>
<td>83.6442</td>
</tr>
<tr>
<td>200</td>
<td>1.0</td>
<td>98.0351</td>
</tr>
</tbody>
</table>

* Lf=Load factor=(Nonlinear Optimum Volume)/(Linear Optimum Volume), for a specified limit load.
5.4.2 The Asymmetric 2-Bar Truss

The asymmetric two-bar truss structure shown in Fig. 5-20 was optimized for a design limit load of 200 lbf applied at node 1 in the negative Y direction.

Figure 5-20 The asymmetric 2-bar truss structure.
The downward vertical displacement at this node (V) is taken as the controlling displacement in the displacement control method. The displacement is applied at a rate of 0.05 inch at each time step. The optimization has been carried out using the optimality criterion algorithm based on the potential energy. The initial cross sectional area of $A = 20$ in$^2$ is considered for both elements and the initial mass is 500.156 lbm. The elements are tubular with solid circular cross-section. The problem has been solved for both perfect and imperfect elements with imperfection amplitude of 0.5 in. Figure 5-21 shows the effect of the element imperfection where a nonlinear buckling analysis has been carried out up to limit load for both the perfect and imperfect structure. This asymmetric structure demonstrates that the effect of imperfections are significant also for loads far below the limit load. For perfect elements, with $A = 20$ in$^2$ and 5 in$^2$, the limit load of 1501.523 lbf and 375.381 lbf was obtained, respectively. These limit loads were reduced to 1280.335 lbf and 142.050 lbf, respectively for the imperfect structure. It is noted that the further the cross-sectional areas are decreased, the effect of the imperfections becomes more pronounced. Comparing these limit loads with those of the symmetric two-bar truss, it is clear that the load carrying capacity of the asymmetric truss is significantly greater than that of the symmetric one.

Next, let us consider nonlinear buckling. Here, a minimum mass of 66.607 lbm was obtained after three iterations for the perfect structure and 144.468 lbm after 27 iterations for the imperfect structure. The final results for the cross-sectional areas are shown in Table 5-17. It is noted that the optimum design of the structure with perfect elements is nearly symmetric, however this is not the case for the imperfect structure. Comparing the results of the symmetric and asymmetric two-bar truss structures, it can be concluded that the weight of the symmetric structure is greater than that of the asymmetric structure for the same specified design load. The effect of imperfection is quite severe for this structure so that neglecting this effect underestimates the minimum mass by 116.9 %. The solution history for the imperfect asymmetric structure exhibits high oscillatory convergence in comparison to the comparable symmetric structure. It may be inferred that the asymmetric structure is more imperfection sensitive than the symmetric
counterpart. Also, a nonlinear buckling analysis was performed using the final design cross-sectional areas. Here, an exact limit load of 200.00 was obtained for both the perfect and the imperfect structures, implying that the final design is in the elastic stability boundary. In other words, the design is driven by the critical buckling mode. The final stress in members 1 and 2 are found to be -2080.94 psi and -2081.34 psi for the perfect structure and -3306.65 psi and -3093.99 psi for the imperfect structure. These are well below the buckling stress of the individual elements. The relative final strain energy densities for the perfect structure are 0.9996 and 1.000 for members 1 and 2, respectively and for the imperfect structure are 1.000 and 0.9994.

The results for the perfect structure are in excellent agreement with the results reported by Khot and Kamat [111]. Although the initial cross sectional areas considered here are not in the feasible region, the problem converges to the optimum solution in just 3 iterations for perfect structure in comparison to the 10 iterations in Ref. [111] where the initial cross-sectional areas were taken in the feasible region.

Next, the effect of geometric nonlinearity in buckling analysis was considered. The problem was solved for the perfect structure using a linear buckling analysis. It was again observed that the linear buckling analysis highly underestimates the minimum mass. The final results are given in Table 5-17. As expected, using either $K_{ac}$ or $K_{c}$ as the geometric stiffness matrix does not result in any significant improvement in the final cross-sectional areas and minimum mass. However, using the $K_{Df}$ matrix results in a more conservative design. Figure 5-22 illustrates the iteration history for all cases.

Finally, the optimum results, for different values of the height $H$, for the perfect structure are tabulated in Table 5-18. Here, $U$ and $V$ are the horizontal and vertical displacement at node 1 for the optimum design. The results are in good agreement with those obtained by Levy [127] who analyzed the problem analytically and used the generalized reduced algorithm of nonlinear programming as the optimizer.
Figure 5-21  Load-deflection curve until limit load for the asymmetric 2-bar truss using perfect and imperfect elements.

Table 5-17  Final designs for the cross-sectional areas (in$^2$) for the asymmetric 2-bar truss structure

<table>
<thead>
<tr>
<th>Element No.</th>
<th>Linear ($K_{oc}$)</th>
<th>Linear ($K_D$)</th>
<th>Linear ($K_{DI}$)</th>
<th>Nonlinear (Perfect)</th>
<th>Nonlinear (Imperfect)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.5128</td>
<td>0.5131</td>
<td>1.8565</td>
<td>2.6638</td>
<td>6.1765</td>
</tr>
<tr>
<td>2</td>
<td>0.5133</td>
<td>0.5136</td>
<td>1.8581</td>
<td>2.6646</td>
<td>4.1850</td>
</tr>
<tr>
<td>Mass (lbm)</td>
<td>12.827</td>
<td>12.835</td>
<td>46.434</td>
<td>66.607</td>
<td>144.468</td>
</tr>
<tr>
<td>Iteration</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>27</td>
</tr>
</tbody>
</table>
Figure 5.22  Iteration history for perfect and imperfect asymmetric 2-bar truss.

Table 5.18 Optimal designs for different $H$ (in) – The asymmetric 2-bar truss.

<table>
<thead>
<tr>
<th>$H$</th>
<th>$A_1/A_2$</th>
<th>$V/V_0^*$</th>
<th>$U$ (in)</th>
<th>$Lf$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>1.00</td>
<td>1.00</td>
<td>-0.0050</td>
<td>5.20</td>
</tr>
<tr>
<td>1.5</td>
<td>1.00</td>
<td>1.50</td>
<td>-0.0112</td>
<td>5.20</td>
</tr>
<tr>
<td>2.0</td>
<td>1.00</td>
<td>2.00</td>
<td>-0.0200</td>
<td>5.20</td>
</tr>
<tr>
<td>2.5</td>
<td>1.00</td>
<td>2.50</td>
<td>-0.0312</td>
<td>5.20</td>
</tr>
<tr>
<td>5.0</td>
<td>1.00</td>
<td>4.99</td>
<td>-0.1245</td>
<td>5.19</td>
</tr>
<tr>
<td>7.5</td>
<td>1.00</td>
<td>7.49</td>
<td>-0.2790</td>
<td>5.19</td>
</tr>
<tr>
<td>10.0</td>
<td>0.99</td>
<td>9.98</td>
<td>-0.4926</td>
<td>5.18</td>
</tr>
<tr>
<td>20.0</td>
<td>0.98</td>
<td>19.80</td>
<td>-1.8835</td>
<td>5.12</td>
</tr>
<tr>
<td>50.0</td>
<td>0.91</td>
<td>48.71</td>
<td>-9.2912</td>
<td>4.65</td>
</tr>
<tr>
<td>75.0</td>
<td>0.87</td>
<td>74.16</td>
<td>-16.3942</td>
<td>3.96</td>
</tr>
<tr>
<td>100.0</td>
<td>0.83</td>
<td>102.10</td>
<td>-23.3163</td>
<td>3.15</td>
</tr>
<tr>
<td>125.0</td>
<td>0.82</td>
<td>132.99</td>
<td>-29.3365</td>
<td>2.43</td>
</tr>
<tr>
<td>150.0</td>
<td>0.81</td>
<td>166.40</td>
<td>-34.5307</td>
<td>1.86</td>
</tr>
</tbody>
</table>

$V_0=0.4230$ in
5.4.3 The 4-Bar Space Truss

The four-bar truss shown in Figure 5-23 was designed for a specified limit load of 200 lbf applied at node 1 in the negative Z direction. The downward vertical displacement at this node (W) is taken as the controlling displacement for the displacement control method. The displacement is applied at a rate of 0.1 inch in each time step. The optimization has been carried out using the optimality criterion algorithm based on the potential energy. An initial cross sectional area of $A=4 \text{ in}^2$ is considered for all elements and the initial mass is 230.585 lbm. The problem has been solved for both perfect and imperfect elements. The elements are tubular with solid circular cross-section. An imperfection amplitude of 0.1 inch is assumed for all elements. With the assumed initial cross-sectional areas, a limit load of 382.231 lbf and 294.307 lbf was obtained for the perfect and the imperfect structures, respectively. The imperfection has a significant effect on the design of the structure. It is also noted that the initial limit loads is not equal to the specified limit load, implying that the initial design is not a feasible one.

Figure 5-23 The 4-bar space truss structure.
Next, consider nonlinear buckling. Here, a minimum mass of 115.026 lbm was obtained after 10 iterations for the perfect structure. The imperfect structure solution required 26 iterations and resulted in a minimum mass of 184.06 lbm. The final results for the cross-sectional areas of the elements are tabulated in Table 5-19. The results for the perfect structure are in excellent agreement with the results reported by Khot and Kamat [111], where a feasible initial design was selected. Using the final design cross-sectional areas, a nonlinear buckling analysis was performed. A limit load of 200.00 lbf was obtained for both the perfect and imperfect structures, again implying that the final design is in the elastic stability boundary, with the design being driven by the critical buckling mode. The relative strain energy and stresses in the elements in the initial and optimum designs for both the perfect and the imperfect structures is given in Table 5-20. The elements stresses were found to be uniform and far below the element buckling stresses.

Finally, to consider the effect of geometric nonlinearity in buckling analysis, the problem was solved again considering the linear buckling analysis for the perfect structure. The final results are given in Table 5-17. The geometry matrix $K_{D1}$ gives more efficient and conservative results. Also, it was observed that the linear buckling analysis highly underestimates the optimum mass. Figure 5-24 shows the iteration history for all cases.

### Table 5-19  
Final designs for the cross-sections (in$^2$)- The 4-bar space truss structure.

<table>
<thead>
<tr>
<th>Element No.</th>
<th>Linear $(K_{G0})$</th>
<th>Linear $(K_0)$</th>
<th>Linear $(K_{D1})$</th>
<th>Nonlinear (Perfect)</th>
<th>Nonlinear (Imperfect)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.5575</td>
<td>0.5577</td>
<td>1.7284</td>
<td>2.8962</td>
<td>3.4262</td>
</tr>
<tr>
<td>2</td>
<td>0.3311</td>
<td>0.3313</td>
<td>1.0283</td>
<td>1.7210</td>
<td>3.1713</td>
</tr>
<tr>
<td>3</td>
<td>0.3206</td>
<td>0.3208</td>
<td>0.9958</td>
<td>1.6666</td>
<td>3.1154</td>
</tr>
<tr>
<td>4</td>
<td>0.4149</td>
<td>0.4151</td>
<td>1.2875</td>
<td>2.15560</td>
<td>3.1655</td>
</tr>
<tr>
<td>Mass (lbm)</td>
<td>22.138</td>
<td>22.150</td>
<td>68.710</td>
<td>115.026</td>
<td>184.060</td>
</tr>
<tr>
<td>Iteration</td>
<td>10</td>
<td>10</td>
<td>8</td>
<td>10</td>
<td>26</td>
</tr>
</tbody>
</table>
Table 5-20  The final relative strain energy and element stresses (psi) for the nonlinear buckling solution of the 4-bar space truss structure.

<table>
<thead>
<tr>
<th>Element No.</th>
<th>Perfect</th>
<th>Imperfect</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Initial</td>
<td>Final</td>
</tr>
<tr>
<td>1</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>2</td>
<td>0.3565</td>
<td>0.9979</td>
</tr>
<tr>
<td>3</td>
<td>0.3285</td>
<td>0.9979</td>
</tr>
<tr>
<td>4</td>
<td>0.5582</td>
<td>0.9988</td>
</tr>
</tbody>
</table>

Figure 5-24  Iteration history for the perfect and the imperfect 4-bar truss structure.

5.4.4  The 46-Bar Planar Truss

The 46-element shallow truss structure is shown in Figure 5-25. This structure represents a typical crane or robotic manipulator. The nodal coordinates are given in Table 5-21. The structure is to be designed for loads of 300, 1200, 300 lbf applied in the negative Z direction at nodes 7, 13 and 19, respectively. The downward vertical displacement at node 1 is taken as the controlling displacement. The displacement is applied at a rate of
0.1 inch at each time step. An infeasible initial design with cross-sectional areas of 4 in$^2$ for all elements has been considered. Although the structure has symmetry with respect to the plane through node 13 and perpendicular to the X-Y plane, no variable linking has been used. The initial mass is 626.095 lbm. The members are tubular with annular cross-sections such that the wall thickness is equal to one tenth of the diameter. An imperfection amplitude of 0.1 inch is assumed for elements 5,9,13,17,30,34,38 and 42 (upper elements). A limit load of 22168.849 lbf and 20972.245 lbf was obtained for the perfect and the imperfect structures, respectively. Considering imperfection in all elements results in a limit load of 20957.848 lbf, confirming that imperfections in the lower and diagonal elements do not significantly affect the limit load of the structure.

![Figure 5-25](image)  The 46-bar planar truss structure.

<table>
<thead>
<tr>
<th>Table 5-21</th>
<th>Nodal coordinates of the 46-bar planar truss structure.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Node</strong></td>
<td><strong>X</strong></td>
</tr>
<tr>
<td>1</td>
<td>0.00</td>
</tr>
<tr>
<td>2</td>
<td>10.94</td>
</tr>
<tr>
<td>3</td>
<td>9.75</td>
</tr>
<tr>
<td>4</td>
<td>39.60</td>
</tr>
<tr>
<td>5</td>
<td>67.08</td>
</tr>
<tr>
<td>6</td>
<td>96.93</td>
</tr>
<tr>
<td>7</td>
<td>124.44</td>
</tr>
</tbody>
</table>

* Coordinates of other nodes can be found by symmetry
When using a nonlinear buckling analysis, a minimum mass of 233.643 lbm was obtained after 14 iterations for the perfect structure. The final results are given in Table 5-22 and are in good agreement with the results reported by Khot and Kamat [111], where a feasible initial design was considered and the number of iteration was 17. Even without linking the design variables, the optimum design was found to be completely symmetric with respect to the plane passing through node 13. The relative strain energy density results are given in Table 5-23. The uniformity of the strain energy and stress in the final design is found to be better than that of Ref. [111], pointing out the current design is closer to the optimum design. Upon closer inspection, the results reveal that in the optimum design the forces in elements 5,7,9, 10-14, 16-18, 29-31, 33-38, 40 and 42 are considerably beyond the buckling load in the individual elements. This result is expected since both the optimality criteria algorithms are based on the system stability constraints.

Next, to prevent the structure from buckling locally, the local buckling was treated as a passive constraint. A simple strategy similar to the stress-ratio technique was used. During the design iteration, if the force in the individual element reaches beyond the element-buckling load, the cross-section areas of the relevant elements are updated to guard against element forces beyond the buckling load. The above strategy was implemented successfully for both the perfect and the imperfect structures. This is particularly important for imperfect structures since the buckling of the element are integrated into the formulation of the imperfect elements. Thus, an optimum mass of 241.971 lbm and 270.470 lbm was obtained for perfect and imperfect structures, respectively. The final cross-sectional areas are given in Table 5-22. Note that while the increase in the mass is not particularly significant, all the element forces were found to be below the element buckling load.

Next, a nonlinear buckling analysis was performed using the optimum cross-sectional areas. A limit load of 300, 1200 and 300 was found at nodes 7, 13, 19 for both the perfect and imperfect structures, confirming that the final design is in the elastic stability boundary. Again, this means that the design is driven by the critical buckling mode.
Stability eigenanalyses performed for each solution show that this buckling mode is axisymmetric.

Finally, the effect of geometric nonlinearity was studied and similar conclusions are drawn as in the previous test cases presented. The results are summarized in Table 5-22. As expected, the linear buckling analysis underestimates the optimum mass significantly. The geometric stiffness matrix $K_{D1}$ provides a better solution in comparison to the other two geometric matrices. The difference in optimum solution using $K_{oc}$ and $K_{o}$ is negligible. Figure 5-26 shows the iteration history for all cases.

Table 5-22  Final designs for the cross-sectional areas (in$^2$) for the 46-bar truss.

<table>
<thead>
<tr>
<th>Element No.</th>
<th>Linear ($K_{oc}$)</th>
<th>Linear ($K_{o}$)</th>
<th>Linear ($K_{D1}$)</th>
<th>Nonlinear Perfect$^*$</th>
<th>Nonlinear Perfect$^†$</th>
<th>Nonlinear (Imperfect)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.4764</td>
<td>1.4788</td>
<td>1.8944</td>
<td>2.4832</td>
<td>1.7729</td>
<td>2.4435</td>
</tr>
<tr>
<td>2</td>
<td>1.3763</td>
<td>1.3785</td>
<td>1.7659</td>
<td>2.3789</td>
<td>1.6763</td>
<td>2.2894</td>
</tr>
<tr>
<td>3</td>
<td>0.6886</td>
<td>0.6897</td>
<td>0.8835</td>
<td>1.1744</td>
<td>0.8688</td>
<td>1.2224</td>
</tr>
<tr>
<td>4</td>
<td>0.1273</td>
<td>0.1276</td>
<td>0.1634</td>
<td>0.2522</td>
<td>0.2449</td>
<td>0.3499</td>
</tr>
<tr>
<td>5</td>
<td>1.3964</td>
<td>1.3987</td>
<td>1.7918</td>
<td>2.3756</td>
<td>2.6305</td>
<td>2.6531</td>
</tr>
<tr>
<td>6</td>
<td>1.19197</td>
<td>1.1939</td>
<td>1.5294</td>
<td>2.0585</td>
<td>1.4650</td>
<td>2.0111</td>
</tr>
<tr>
<td>7</td>
<td>0.1284</td>
<td>0.1286</td>
<td>0.1648</td>
<td>0.2206</td>
<td>0.4762</td>
<td>0.4620</td>
</tr>
<tr>
<td>8</td>
<td>0.1278</td>
<td>0.1280</td>
<td>0.1639</td>
<td>0.2199</td>
<td>0.1883</td>
<td>0.2787</td>
</tr>
<tr>
<td>9</td>
<td>1.6329</td>
<td>1.6355</td>
<td>2.0952</td>
<td>2.7716</td>
<td>2.8774</td>
<td>2.9663</td>
</tr>
<tr>
<td>10</td>
<td>0.9559</td>
<td>0.9574</td>
<td>1.2265</td>
<td>1.6310</td>
<td>2.0561</td>
<td>2.0873</td>
</tr>
<tr>
<td>11</td>
<td>0.1271</td>
<td>0.1273</td>
<td>0.1630</td>
<td>0.1904</td>
<td>0.4139</td>
<td>0.4275</td>
</tr>
<tr>
<td>12</td>
<td>0.1267</td>
<td>0.1269</td>
<td>0.1625</td>
<td>0.1914</td>
<td>0.4144</td>
<td>0.4215</td>
</tr>
<tr>
<td>13</td>
<td>1.6235</td>
<td>1.6262</td>
<td>2.0832</td>
<td>2.7651</td>
<td>2.8738</td>
<td>2.9588</td>
</tr>
<tr>
<td>14</td>
<td>0.7206</td>
<td>0.7218</td>
<td>0.9247</td>
<td>1.2601</td>
<td>1.7535</td>
<td>1.9887</td>
</tr>
<tr>
<td>15</td>
<td>0.1267</td>
<td>0.1269</td>
<td>0.1626</td>
<td>0.2197</td>
<td>0.1882</td>
<td>0.2782</td>
</tr>
<tr>
<td>16</td>
<td>0.1268</td>
<td>0.1270</td>
<td>0.1626</td>
<td>0.2191</td>
<td>0.4769</td>
<td>0.4602</td>
</tr>
<tr>
<td>17</td>
<td>1.3895</td>
<td>1.3918</td>
<td>1.7829</td>
<td>2.3706</td>
<td>2.6271</td>
<td>2.6477</td>
</tr>
<tr>
<td>18</td>
<td>0.9545</td>
<td>0.9561</td>
<td>1.2248</td>
<td>1.6317</td>
<td>2.0613</td>
<td>2.0924</td>
</tr>
<tr>
<td>19</td>
<td>0.1263</td>
<td>0.1265</td>
<td>0.1621</td>
<td>0.2515</td>
<td>0.2441</td>
<td>0.3486</td>
</tr>
<tr>
<td>20</td>
<td>1.1882</td>
<td>1.1900</td>
<td>1.5245</td>
<td>2.0570</td>
<td>1.4639</td>
<td>2.0088</td>
</tr>
<tr>
<td>21</td>
<td>0.6821</td>
<td>0.6832</td>
<td>0.8752</td>
<td>1.1662</td>
<td>0.8631</td>
<td>1.2141</td>
</tr>
<tr>
<td>22</td>
<td>1.3697</td>
<td>1.3719</td>
<td>1.7575</td>
<td>2.3734</td>
<td>1.6726</td>
<td>2.2835</td>
</tr>
<tr>
<td>23</td>
<td>1.4680</td>
<td>1.4704</td>
<td>1.8837</td>
<td>2.4757</td>
<td>1.7680</td>
<td>2.4359</td>
</tr>
</tbody>
</table>

| Mass (lbm)  | 136.966           | 137.190          | 175.746           | 233.643              | 247.971              | 270.470              |
| Iteration   | 14                | 14               | 14                | 14                   | 20                   | 9                    |

* The area of the members on other half of the structure can be found by symmetry.
† Without considering local buckling.
‡ With considering the local buckling.
Table 5-23  Final results for the relative strain energy density distribution (Nonlinear buckling-Perfect structure) for the 46-bar planar truss.

<table>
<thead>
<tr>
<th>Element No.</th>
<th>Initial Design</th>
<th>Final Design</th>
<th>Element No.</th>
<th>Initial Design</th>
<th>Final Design</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.7243</td>
<td>0.9957</td>
<td>13</td>
<td>0.9954</td>
<td>1.0000</td>
</tr>
<tr>
<td>2</td>
<td>0.5903</td>
<td>0.9982</td>
<td>14</td>
<td>0.1189</td>
<td>0.9852</td>
</tr>
<tr>
<td>3</td>
<td>0.1456</td>
<td>0.9861</td>
<td>15</td>
<td>0.0055</td>
<td>0.9815</td>
</tr>
<tr>
<td>4</td>
<td>0.0133</td>
<td>0.9734</td>
<td>16</td>
<td>0.0094</td>
<td>0.9744</td>
</tr>
<tr>
<td>5</td>
<td>0.7089</td>
<td>0.9956</td>
<td>17</td>
<td>0.7058</td>
<td>0.9956</td>
</tr>
<tr>
<td>6</td>
<td>0.4412</td>
<td>0.9960</td>
<td>18</td>
<td>0.2202</td>
<td>0.9921</td>
</tr>
<tr>
<td>7</td>
<td>0.0095</td>
<td>0.9743</td>
<td>19</td>
<td>0.0131</td>
<td>0.9734</td>
</tr>
<tr>
<td>8</td>
<td>0.0055</td>
<td>0.9814</td>
<td>20</td>
<td>0.4405</td>
<td>0.9960</td>
</tr>
<tr>
<td>9</td>
<td>1.0000</td>
<td>1.0000</td>
<td>21</td>
<td>0.1435</td>
<td>0.9860</td>
</tr>
<tr>
<td>10</td>
<td>0.2197</td>
<td>0.9921</td>
<td>22</td>
<td>0.5875</td>
<td>0.9982</td>
</tr>
<tr>
<td>11</td>
<td>0.0037</td>
<td>0.9759</td>
<td>23</td>
<td>0.7201</td>
<td>0.9956</td>
</tr>
<tr>
<td>12</td>
<td>0.0037</td>
<td>0.9757</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 5-26  Iteration history for the perfect and imperfect 46-bar truss structures.
5.4.5 The 30-Bar Dome Space Truss

The 30-bar dome space truss is shown in Figure 5-27. This structure represents a typical space antenna. The structure was projected for a specified limit load of 200 lbf applied at node 1 in the negative Z direction. The downward vertical displacement at node 1 is taken as the controlling displacement. The displacement is applied at a rate of 1 inch at each time step. The members are tubular with annular cross-sections such that the wall thickness is equal to one tenth of the diameter. The structure has symmetry about X-Z and Y-Z planes, however, no variable linking strategy is implemented to check if the final optimum solution is symmetry or not. Two case studies have been investigated. During the optimization step, first the optimality criterion algorithm based on the potential energy has been implemented and applied and next, the optimality criterion algorithm based on the sensitivity analysis of the limit load has been used to optimize the structure.

![Figure 5-27 The 30-bar dome space truss structure.](image-url)
(i) Case study I

The design was started with all the cross-sectional areas equal to 2 in\(^2\) (infeasible design). A final mass of 778.470 lbm was obtained after 20 iterations. The same final mass result was obtained when starting the optimization process with other uniform initial areas. By starting the design with the cross-sectional areas of 2 in\(^2\), 2 in\(^2\), 0.1 in\(^2\), 0.1 in\(^2\) for elements 1-6, 7-12, 13-18 and 19-30, respectively (infeasible design) a final mass of 762.169 lbm was obtained after 14 iterations. The same problem was investigated by Khot and Kamat [111], where it was assumed that the Lagrange multiplier is equal to unity. The reported final mass was equal to 766.188 after 30 iterations. The final cross-sectional areas are given in Table 5-24. The results exhibited exact symmetry, as expected. The limit load for the initial design was found to be 2599.00 lbf. When using the final cross-sectional areas, a limit load of 2000.89 lbf was obtained, confirming that the optimum structure is at the elastic stability boundary corresponding to the fundamental buckling mode. Recalling Chapter 3, the limit load can be calculated with the desired accuracy and it is not sensitive to the displacement increment. To demonstrate this argument, the analysis was performed on the optimum structure using various displacement increments at node 1, as shown in Figure 5-28. In all analysis, the same limit point of 2000.89 was obtained. An eigenvalue analysis of the optimum results reveals that the fundamental buckling mode is axisymmetric (node 1 is moving down while nodes 2-7 are moving up uniformly) as expected due to the structural symmetry. However, real structures are always contaminated by non-axisymmetric imperfections in nodal coordinates, which may induce non-axisymmetric response. In order to allow the algorithm to recognize non-axisymmetric modes, a random perturbation in the nodal coordinates was artificially introduced. The perturbations were generated using a pseudo-random number generator whose elements are normally distributed with mean 0 and normalized to within the range of +1 and -1 in. Using the initial design, three nonlinear buckling analysis simulations were performed, where the coordinates of the internal nodes (1-7) were perturbed randomly. Surprisingly, the limit load of 2599.00 was again obtained in all three cases, confirming that the non-axisymmetric mode cannot be sensed by the presence of the nodal imperfections and that the axisymmetric mode is dominating the response of the structure. The problem was further probed. To confirm this
observation during the optimization iteration, that axisymmetry is the dominant mode, two optimization runs were performed and the optimum weight of 762.120 lbm and 762.039 lbm were obtained, confirming that system imperfections do not have any effect on the optimum solution of this symmetric structure. The optimum results for these two simulations are given in Table 5-24. A stability eigenanalysis of the optimum design shows that, for both runs, the critical mode, which drives the design, remains essentially axisymmetric.

The effect of geometric nonlinearity was studied next. The problem was solved using the linear buckling analysis with $K_D$ and $K_{Dl}$ as the geometric stiffness matrices. The final results are given in Table 5-24. The linear buckling using $K_D$ as the geometric stiffness matrix underestimates the optimum mass significantly. It is noted that for this structure, the geometric stiffness matrix $K_{Dl}$ provides an optimum solution relatively close to the real nonlinear solution. The difference in optimum solution using $K_{Dl}$ and $K_D$ is negligible, as expected. Figure 5-29 shows the iteration history for all cases.

It was found that the relative strain energy density is nearly 1 for members 1-18, however it is far from 1 in members 19-30 for both the linear and nonlinear cases, indicating that the optimum solution may have not been reached. In order to check whether an optimum solution has been obtained, the algorithm II (please refer to chapter 4) was employed. The algorithm II is numerically much more expensive than the algorithm I, due to the computing sensitivity derivatives of the critical load with respect to the design variables. However, the sensitivity analysis may provide an improved solution.

(ii) Case study II

The results tabulated in Table 5-25 reveal that the final solution obtained using algorithm I is not an optimum solution. Using algorithm II, an optimum weight of 730.151 lbm was obtained for nonlinear buckling compared to 762.04 lbm obtained using algorithm I as shown in Table 5-24. Algorithm II is not designed to handle linear buckling. The computational resources required when carrying out a linear buckling analysis is much
less than when obtaining a nonlinear buckling solution. Therefore, the optimization for
the linear buckling cases is performed using SQP, which is a computationally more
intensive approach. For linear buckling analysis using the geometric stiffness matrix $K_a$,
there is no significant difference in the optimum solutions between the algorithms I and
SQP. However, the difference is significant when $K_{Di}$ is used as the geometric stiffness
matrix. Using Algorithm II, the members 13-18 reach their minimum. However, this is
not the case for the algorithm I. Although the solutions obtained when using algorithm I
does not produce the uniform strain energy density in all members, the final solutions
obtained are close to the optimum solution. If the final strain energy obtained when using
algorithm I is not uniform in the final design, one should exercise caution and check the
design with other appropriate optimization methods. The iteration history for the
optimization is given in Figure 5-30. The solution obtained for nonlinear buckling is in
good agreement with the result reported by Smaui and Schmit [115], who solved the
problem using an integrated approach employing the generalized reduced gradient

\[ \text{Table 5-24 Final designs for the cross-sectional areas (in}^2) \text{ for the 30-bar dome space} \]

\[ \text{truss structure (Algorithm I).} \]

<table>
<thead>
<tr>
<th>Element No.</th>
<th>Linear ($K_{ac}$)</th>
<th>Linear ($K_a$)</th>
<th>Linear ($K_{Di}$)</th>
<th>Nonlinear</th>
<th>Nonlinear Perturbed nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-6</td>
<td>0.3976</td>
<td>0.3975</td>
<td>1.1865</td>
<td>1.6911</td>
<td>1.6910</td>
</tr>
<tr>
<td>7-12</td>
<td>0.2814</td>
<td>0.2814</td>
<td>0.8129</td>
<td>1.3836</td>
<td>1.3835</td>
</tr>
<tr>
<td>13-18</td>
<td>0.1000</td>
<td>0.1000</td>
<td>0.3240</td>
<td>0.2459</td>
<td>0.2459</td>
</tr>
<tr>
<td>19-30</td>
<td>0.1000</td>
<td>0.1000</td>
<td>0.1000</td>
<td>0.100000</td>
<td>0.1000</td>
</tr>
<tr>
<td>Mass (lbm)</td>
<td>212.267</td>
<td>212.231</td>
<td>546.926</td>
<td>762.169</td>
<td>762.120</td>
</tr>
<tr>
<td>Iteration</td>
<td>13</td>
<td>13</td>
<td>43</td>
<td>14</td>
<td>14</td>
</tr>
</tbody>
</table>
Figure 5-28  Load-displacement curve for the optimum solution using various displacement increments at node 1 for the 30-bar dome space truss.

Figure 5-29  Iteration history for the 30-bar dome space truss structure (Algorithm I).
Table 5-25  Final designs for the area of cross-sections (in^2)- The 30-bar dome space truss structure (Algorithm II).

<table>
<thead>
<tr>
<th>Element No.</th>
<th>Linear ($K_{ac}$)</th>
<th>Linear ($K_a$)</th>
<th>Linear ($K_{D1}$)</th>
<th>Nonlinear</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-6</td>
<td>0.3248</td>
<td>0.3253</td>
<td>0.9453</td>
<td>1.6150</td>
</tr>
<tr>
<td>7-12</td>
<td>0.3283</td>
<td>0.3279</td>
<td>0.9767</td>
<td>1.4595</td>
</tr>
<tr>
<td>13-18</td>
<td>0.1000</td>
<td>0.1000</td>
<td>0.1000</td>
<td>0.1000</td>
</tr>
<tr>
<td>19-30</td>
<td>0.1000</td>
<td>0.1000</td>
<td>0.1000</td>
<td>0.1000</td>
</tr>
<tr>
<td>Mass (lbm)</td>
<td>206.63</td>
<td>206.667</td>
<td>480.957</td>
<td>730.151</td>
</tr>
<tr>
<td>Iteration</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>11</td>
</tr>
</tbody>
</table>

Figure 5-30  Iteration history for the 30-bar dome space truss structure (Algorithm II).

5.4.6  The 24-Bar Dome Space Truss

The 24-bar dome space structure is shown in Figure 3-27. This example is similar to the previous one, except that the elements 13-18 are eliminated. This test case has also been analyzed in chapter 3 to demonstrate the application of the group theoretic approach.
The purpose here is twofold: first, to show that it is possible to reach to uniform strain energy density in space dome structures; and second, to demonstrate clearly the application of the GTA in structural optimization with system stability constraints. To the author's knowledge, this particular problem has not been addressed in the literature.

The optimization of the structure has been carried out using the optimality criterion algorithm I. The material is assumed to be aluminum with Young's modulus \( E = 73 \times 10^{11} \) N/m\(^2\) and material density \( \rho = 2770 \) kg/m\(^3\). The minimum area for all elements was set at 0.5 cm\(^2\). The structure was designed for a specified limit load of 50000 N applied downward at node 4. The downward vertical displacement at this node is taken as the controlling displacement (displacement control method), and it is incremented in steps of 0.01 m per time step. The Group Theoretic Approach (GTA) is used to show its application in structural optimization of highly nonlinear problems. The GTA takes advantage of all possible symmetries in structure to reduce the number of degrees of freedom of the system model. In order to maintain the symmetry during the optimization as well, the elements have been linked into three groups as shown in the Table 5-26.

An initial cross-sectional area of 5 cm\(^2\) was selected for all elements. The initial mass is 302.255 kg. With the given initial area, the limit point load obtained was 111729.2 N in both full and reduced subspace. Therefore the initial design is not in a feasible region (limit load is not equal to the design critical load of 50000 N). Considering an accuracy of 0.001% or less for the relative change in the mass, and considering nonlinear buckling, an optimum weight of 93.774 kg and 93.784 kg was obtained in full space and reduced subspace after 19 and 17 iterations, respectively. The final design for all cross-sectional areas using both the full space and the reduced subspace is shown in Table 5-27. It is noted that there is excellent agreement between the final designs in full space and reduced subspace. The little difference between the final solutions between the full space and reduced subspace can be attributed to round-off errors during analysis. Also, the basis vectors or projection matrix can cause a very small error when finding the limit point. The computational time decreased considerably when solving in the reduced subspace thus confirming that optimization using the GTA for a structure with symmetry is more efficient than the full space.
Table 5-28 shows the relative strain energy distribution in the initial design and final design for both the full space and the reduced subspace. Figure 5-31 shows the iteration history in both full space and reduced subspace. It is noted that in the initial design the strain energy is not uniform for all the elements. However, following optimization, the strain energy becomes exactly uniform in all elements when using the full space confirming that the optimum point has been reached. The reduced subspace, on the other hand, provides a solution where the strain energy is also fairly uniform in all elements, however not exactly equal, due to the approximate nature of the solution.

Table 5-29 shows the optimization results when the system stability constraint is considered as a linear buckling analysis using two different geometry matrices. It is noted that when using $K_{DI}$ as the geometric stiffness matrix results in an optimum mass of 78.679 lbm, which is quite close to the optimum mass solution obtained using nonlinear buckling analysis. However, an analysis using $K_\sigma$ as the geometric stiffness matrix highly underestimates the true solution, possibly leading to structural failure. It was observed that in the final design for linear analysis, the strain energy is not uniform in all elements, thus indicating that the optimum solution may have not been reached. In order to find out the possible optimum solution, the problem with linear buckling constraint was solved again using the Sequential Quadratic Programming (SQP) method, with the same initial areas. The weight was reduced to 31.725 kg and 60.986 kg when using the geometric stiffness matrices $K_\sigma$ and $K_{DI}$, respectively. This confirms that the optimum solution obtained using the optimality algorithm is not an optimal, however close to the optimum solution. It is noted in Table 5-30 that there is a significant difference in the number iteration and computational time between the optimality criterion and the SQP method, confirming that the optimality criterion is more efficient than the SQP.

<table>
<thead>
<tr>
<th>Group</th>
<th>Elements</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1-6</td>
</tr>
<tr>
<td>2</td>
<td>7-12</td>
</tr>
<tr>
<td>3</td>
<td>13-24</td>
</tr>
</tbody>
</table>
Table 5-27  Final designs for the area of cross-section (cm$^2$) for the nonlinear buckling solution for the 24-bar dome space truss.

<table>
<thead>
<tr>
<th>Group No.</th>
<th>Nonlinear Buckling (Full Space)</th>
<th>Nonlinear Buckling Reduced Subspace</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.6544</td>
<td>2.6548</td>
</tr>
<tr>
<td>2</td>
<td>1.7481</td>
<td>1.7484</td>
</tr>
<tr>
<td>3</td>
<td>0.9082</td>
<td>0.9083</td>
</tr>
<tr>
<td>Mass (kg)</td>
<td>93.774</td>
<td>93.784</td>
</tr>
<tr>
<td>Iteration No.</td>
<td>19</td>
<td>17</td>
</tr>
</tbody>
</table>

Table 5-28  Initial and final relative energy density distribution (Nonlinear buckling)-The 24-bar dome space truss structure

<table>
<thead>
<tr>
<th>Group No.</th>
<th>Initial Design</th>
<th>Final Design (Full Space)</th>
<th>Final Design (Reduced Subspace)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1.0000</td>
<td>0.9994</td>
</tr>
<tr>
<td>2</td>
<td>0.4841</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>3</td>
<td>0.0930</td>
<td>1.0000</td>
<td>0.9981</td>
</tr>
</tbody>
</table>

Table 5-29  Final designs for the area of cross-section (cm$^2$) for the linear buckling solution for the 24-bar dome space truss structure.

<table>
<thead>
<tr>
<th>Group No.</th>
<th>Linear-Algorithm 1</th>
<th>Linear -SQP Method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$(K_o)$</td>
<td>$(K_{DI})$</td>
</tr>
<tr>
<td>1</td>
<td>0.7407</td>
<td>2.0735</td>
</tr>
<tr>
<td>2</td>
<td>0.5000</td>
<td>1.0336</td>
</tr>
<tr>
<td>3</td>
<td>0.5000</td>
<td>1.0477</td>
</tr>
<tr>
<td>Mass (kg)</td>
<td>33.874</td>
<td>78.679</td>
</tr>
<tr>
<td>Iteration No.</td>
<td>17</td>
<td>23</td>
</tr>
</tbody>
</table>
5.4.7 The Shallow Frame Arch

A simply supported sinusoidal arch and its finite element model are shown in Figure 5-32.
The arch is modeled using 10 plane beam elements, with equal projections in the X-axis. The Young's modulus is assumed to be \( E = 10^8 \). The cross-sectional area, \( A \), and the moment of inertia, \( I \), of the arch obey the relationship \( l = a A^b \), where \( b = 1, 2, 3 \) and \( a \) is a specified constant. For \( b = 1 \) and \( b = 3 \) the rectangular cross-section with unit constant depth-variable width and variable depth-unit constant width have been considered, respectively. For \( b = 2 \), the solid circular cross-section is selected. The analysis of the arch for its limit load calculation was carried out using nonlinear buckling analysis. Similar to the truss elements, the nonlinear buckling analysis based on the displacement control method was implemented successfully to capture the limit load as accurately as desired. The downward vertical displacement at node 6 is taken as the controlling displacement (displacement control method). The displacement is applied at a rate of 0.1 inch per time step. Due to the nonlinear coupling between stretching and bending actions, the design variables cannot be scaled to achieve a prescribe limit load by a simple linear scaling and it requires an iterative process. The dual problem, the maximization of the critical load under specified volume, has been addressed. The recurrence relation in algorithm I was used for the dual problem because it is a general relation which results in a uniform strain energy density.

Two arches with different rise have been investigated. For rise \( H = 5 \) (low rise arch), the limit load is maximized under specified volume of 40 in\(^3\) while for \( H = 10 \) (intermediate rise arch) a specified volume of 35 in\(^3\) is considered. The feasible initial design with cross-sectional area of 0.397579 in\(^2\) for the arch with \( H = 5 \) in and 0.341784 in\(^2\) for the arch with \( H = 10 \) in has been selected. The objective is to investigate the percentage increase in the limit load to be gained by redistributing the area. The final results are given in Table 5-30. Although no linking design variables strategy was used, the final cross-sectional areas were found to be exactly symmetric. Both the fully geometrical nonlinear buckling analysis and the linear analysis (stability eigenanalyses) are performed. In linear analysis, the effect of three different geometric stiffness matrices namely the stress stiffness matrix \( (K_o)_E \) obtained by energy approach, the stress stiffness matrix \( (K_o)_P \) obtained by perturbation method and the stiffness matrix based on the displacement \( K_{Df} \) have been investigated. The results reveal that when using a nonlinear
buckling analysis, an increase in limit load was observed. For the arch with \( b=3 \) this increase was the largest. For the arch with \( b=3 \) (\( H=5 \) in or \( H=10 \) in), the limit load for the optimal design was increased by approximately 1.314 times that for the initial design. The linear analysis resulted in erroneous results. Here, the limit load in the final design was decreased. However, the ratio of the final limit load to the initial limit load when using \( K_{Df} \) is greater than that of when using the other two geometric stiffness matrices. The ratios for \( (K_\sigma)_E \) and \( (K_\sigma)_p \) are in good agreement in all cases. It is noted that the final distribution of the area when using a linear analysis with different geometric stiffness matrices are exactly the same. When scaling the design, the volume of the arch is kept constant during the optimization process. Thus, in linear analysis, the distribution of the areas is the same using the three different geometric stiffness matrices. The final relative strain energy using the nonlinear buckling analysis is given in Table 5-31. The relative strain energy is nearly uniform in all cases. For the \( b=3 \) case, for both \( H=5 \) in and \( H=10 \) in, the exact uniform strain energy has been obtained, confirming that the optimum solution has been obtained. For the case \( b=1 \), for both \( H=5 \) inch and 10 in, an approximate uniform strain energy has been obtained. In order to improve the uniformity of the strain energy, the number of the elements was doubled to 20 elements. As expected, the nonlinear buckling analysis for a mesh with 20 elements was found to be computationally much more expensive than that for a mesh with 10 elements. The results are tabulated in Table 5-32. A fairly uniform strain energy was obtained for the arch modeled with 20 elements. For the arch with \( b=1 \) and \( H=5 \) in, modeled with 10 and 20 elements, the ratio of the final limit load to the initial limit load was increased from 1.136 to 1.219, respectively. Similarly, for the arch with \( b=1 \) and \( H=10 \) in, modeled with 10 and 20 elements, the ratio of the final limit load to the initial limit load was increased from 1.136 to 1.230, respectively. Thus, when the uniformity of the strain energy is not acceptable, increasing the number of the elements may help to increase the uniformity of the strain energy and in turn result in a more accurate optimum solution. The iteration history for the arch with \( b=1 \) and \( H=5 \) in and 10 in modeled with 10 and 20 elements, and using nonlinear buckling analysis is shown in Figure 5-33.

In all cases, the volume of the arch in the optimum design was found to be 40 in\(^3\) for \( H=5 \) in, and 35 in\(^3\) for \( H=10 \) in. For example, for \( H=5 \) in and \( b=1 \), the final volume was
40.000095 in$^3$, and for $H=10$ in and $b=3$, the final volume was found to be 35.0000028 in$^3$. This confirms that the fixed constraint was totally satisfied.

The initial and final configuration of the arch for $b=1$ with both $H=5$ in and 10 in is shown in Figure 5-34. It is clear that the symmetry of the arch is held in the final optimum design, pointing out that the design is driven by the axisymmetric mode. The eigenanalysis of the optimum design of the nonlinear buckling analysis confirms that the fundamental buckling mode is symmetric.

To confirm the duality, the problem was converted to the minimization of the volume under limit load constrained for the arch with $b=1$. This problem is computationally much more expensive than that of its dual problem, because scaling the design variable itself requires an iteration process. For arch with $b=1$, two to three iterations are usually needed to scale the design variable to the feasible design. The final results are shown in Table 5-33. When maximizing the limit load, for the arch with $H=5$ in, the volume is constrained at 40 in$^3$ and the initial limit load is 4145.505 lbf. In the optimum design, the limit load was increased to 4710.576 lbf while the volume was kept constant. When minimizing the volume, the limit load was specified as 4710.576 lbf and the initial volume was 201.218 in$^3$. In the optimum design, the volume was decreased to 39.999972 in$^3$ while the limit load was kept constant. The distribution of the area was found to be in excellent agreement for both cases. Therefore, excellent duality exists between the two problems. The same duality exists for the arch with $H=10$ in.

Finally to check the accuracy of the results obtained using the optimality algorithm I, the problem was solved again using mathematical programming method based on SQP. This method is computationally much more expensive than the algorithm I. Moreover the possibility that the design can be cast into a region where no limit load could be determined is relatively high. The results are shown in Table 5-34. Although it was expected to obtain a more accurate optimum solution, this turned out to be not the case for the arch with $b=1$. The limit load ratio of 1.136 was obtained using algorithm I and a limit load ratio of 1.018 was obtained using SQP. For $b=1$ and $b=2$, improvement in the limit load ratio is negligible confirming that the results obtained using algorithm I are accurate. The problem was also tried with different initial guesses, however in all cases
the optimum solution was the same. The lower limit load ratio in the SQP for \( b=1 \) can be attributed to the premature termination during the optimization process. The SQP method complained that no limit load can be found in some iterations for arch with \( b=1 \). Considering that the shallow arch may exhibit no distinct limit load for some area distributions, this may be interpreted that during the iteration process, the design variables were updated in such a way that no limit load exists in the following iteration. For these kinds of situations, the optimization process will fail or terminate prematurely.

The iteration history using algorithm 1 and the SQP method for the arch with \( H=5 \) in and \( H=10 \) in using a nonlinear buckling analysis are shown in Figures 5-35 and 5-36, respectively.

This problem has been reported by Kamat [110]. The approach here was based on the nonlinear analysis using the force control method. Both VMCON [175], which is based on the gradient search techniques, and an algorithm based on the maximum potential energy in optimum design were used. Here, the problem was addressed for just \( H=10 \) in and it is mentioned that for \( H=5 \), the optimization failed because no limit load was determined. For \( H=10 \) in, the limit load ratio for the arch with \( b=1 \) (1.033 and 1.047 using VMCON and an algorithm based on the maximization of the potential energy, respectively) was lower than that found in this research. For \( b=2 \), the limit load ratio of 1.064 and 1.092 was obtained through maximization of the potential energy, which is much lower than the results presented in this thesis. Because the algorithm based on the maximum potential energy in the optimum design is naturally the same as the algorithm based on the uniform strain energy in the optimum design, the lower limit load ratio obtained in Ref. [110] may be attributed to an inaccurate limit load calculation during the course of the optimization or inappropriate Lagrange multiplier formulae were used in the algorithm as it was reported that no limit load was determined for the case of \( H=5 \) in.
Table 5-30  Final designs for the area of cross-sections (in^2) – The shallow frame arch (Algorithm I)

<table>
<thead>
<tr>
<th>Element No.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>(Pcr)₀/  (Pcr)ᵢ</th>
<th>Iteration</th>
</tr>
</thead>
<tbody>
<tr>
<td>b=1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H=5 in</td>
<td>Linear (K₁₀)p 0.2219</td>
<td>0.2723</td>
<td>0.2723</td>
<td>0.3293</td>
<td>0.8961</td>
<td>0.7690</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td>Linear (K₁₀)ₐ 0.2219</td>
<td>0.2723</td>
<td>0.2723</td>
<td>0.3293</td>
<td>0.8961</td>
<td>0.7681</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td>Linear (K₁₀)₁₇ 0.2219</td>
<td>0.2723</td>
<td>0.2723</td>
<td>0.3293</td>
<td>0.8961</td>
<td>0.8961</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td>Nonlinear 0.2936</td>
<td>0.3167</td>
<td>0.3165</td>
<td>0.3746</td>
<td>0.6900</td>
<td>0.7690</td>
<td>11</td>
</tr>
<tr>
<td>b=1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H=10 in</td>
<td>Linear (K₁₀)p 0.1751</td>
<td>0.2257</td>
<td>0.2257</td>
<td>0.2729</td>
<td>0.8247</td>
<td>0.7690</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td>Linear (K₁₀)ₐ 0.1751</td>
<td>0.2257</td>
<td>0.2257</td>
<td>0.2729</td>
<td>0.8247</td>
<td>0.7681</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td>Linear (K₁₀)₁₇ 0.1751</td>
<td>0.2257</td>
<td>0.2257</td>
<td>0.2729</td>
<td>0.8247</td>
<td>0.9607</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td>Nonlinear 0.2570</td>
<td>0.2775</td>
<td>0.2771</td>
<td>0.3140</td>
<td>0.5922</td>
<td>0.7690</td>
<td>11</td>
</tr>
<tr>
<td>b=2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H=5 in</td>
<td>Linear (K₁₀)p 0.2120</td>
<td>0.2290</td>
<td>0.2290</td>
<td>0.4711</td>
<td>0.8512</td>
<td>0.4601</td>
<td>35</td>
</tr>
<tr>
<td></td>
<td>Linear (K₁₀)ₐ 0.2120</td>
<td>0.2290</td>
<td>0.2290</td>
<td>0.4711</td>
<td>0.8512</td>
<td>0.4569</td>
<td>35</td>
</tr>
<tr>
<td></td>
<td>Linear (K₁₀)₁₇ 0.2120</td>
<td>0.2290</td>
<td>0.2290</td>
<td>0.4711</td>
<td>0.8512</td>
<td>0.6617</td>
<td>35</td>
</tr>
<tr>
<td></td>
<td>Nonlinear 0.3102</td>
<td>0.3103</td>
<td>0.2892</td>
<td>0.4499</td>
<td>0.6311</td>
<td>1.235</td>
<td>16</td>
</tr>
<tr>
<td>b=2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H=10 in</td>
<td>Linear (K₁₀)p 0.1681</td>
<td>0.1776</td>
<td>0.1776</td>
<td>0.4283</td>
<td>0.7742</td>
<td>0.3798</td>
<td>35</td>
</tr>
<tr>
<td></td>
<td>Linear (K₁₀)ₐ 0.1681</td>
<td>0.1776</td>
<td>0.1776</td>
<td>0.4283</td>
<td>0.7742</td>
<td>0.3767</td>
<td>35</td>
</tr>
<tr>
<td></td>
<td>Linear (K₁₀)₁₇ 0.1681</td>
<td>0.1776</td>
<td>0.1776</td>
<td>0.4283</td>
<td>0.7742</td>
<td>0.6587</td>
<td>35</td>
</tr>
<tr>
<td></td>
<td>Nonlinear 0.2685</td>
<td>0.2687</td>
<td>0.2466</td>
<td>0.3881</td>
<td>0.5451</td>
<td>1.235</td>
<td>18</td>
</tr>
<tr>
<td>b=3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H=5 in</td>
<td>Linear (K₁₀)p 0.2308</td>
<td>0.2308</td>
<td>0.2335</td>
<td>0.5157</td>
<td>0.7812</td>
<td>0.2974</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>Linear (K₁₀)ₐ 0.2308</td>
<td>0.2308</td>
<td>0.2335</td>
<td>0.5157</td>
<td>0.7812</td>
<td>0.2946</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>Linear (K₁₀)₁₇ 0.2308</td>
<td>0.2308</td>
<td>0.2335</td>
<td>0.5157</td>
<td>0.7812</td>
<td>0.5269</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>Nonlinear 0.3296</td>
<td>0.3297</td>
<td>0.2980</td>
<td>0.4546</td>
<td>0.5781</td>
<td>1.315</td>
<td>13</td>
</tr>
<tr>
<td>b=3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H=10 in</td>
<td>Linear (K₁₀)p 0.1886</td>
<td>0.1886</td>
<td>0.2060</td>
<td>0.4527</td>
<td>0.6876</td>
<td>0.2801</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>Linear (K₁₀)ₐ 0.1886</td>
<td>0.1886</td>
<td>0.2060</td>
<td>0.4527</td>
<td>0.6876</td>
<td>0.2772</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>Linear (K₁₀)₁₇ 0.1886</td>
<td>0.1886</td>
<td>0.2060</td>
<td>0.4527</td>
<td>0.6876</td>
<td>0.5596</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td>Nonlinear 0.2853</td>
<td>0.2854</td>
<td>0.2552</td>
<td>0.3913</td>
<td>0.4980</td>
<td>1.314</td>
<td>12</td>
</tr>
</tbody>
</table>

(Pcr)₀ = Optimum critical load  (Pcr)ᵢ = Initial critical load

Table 5-31  Final relative strain energy density for the shallow frame arch for the nonlinear buckling analysis

<table>
<thead>
<tr>
<th>Element No.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>b=1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H=5 in</td>
<td>0.9726</td>
<td>0.9621</td>
<td>0.9621</td>
<td>1.0000</td>
<td>0.9878</td>
</tr>
<tr>
<td>H=10 in</td>
<td>0.9435</td>
<td>0.9237</td>
<td>0.9236</td>
<td>1.0000</td>
<td>0.9782</td>
</tr>
<tr>
<td>b=2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H=5 in</td>
<td>1.0000</td>
<td>1.0000</td>
<td>0.9976</td>
<td>1.0000</td>
<td>0.9973</td>
</tr>
<tr>
<td>H=10 in</td>
<td>0.9999</td>
<td>0.9999</td>
<td>1.0000</td>
<td>0.9999</td>
<td>0.9999</td>
</tr>
<tr>
<td>b=3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H=5 in</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>H=10 in</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
</tbody>
</table>
Figure 5-33  Iteration history for the arch with b=1 modeled with 10 and 20 elements.

Table 5-32  Final designs using 20 elements for the shallow frame arch with b=1

(Algorithm I – Nonlinear buckling).

<table>
<thead>
<tr>
<th>Element No</th>
<th>Cross-sectional area</th>
<th>Relative Strain Energy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>H=5 in</td>
<td>H=10 in</td>
</tr>
<tr>
<td>1</td>
<td>0.21244</td>
<td>0.1775</td>
</tr>
<tr>
<td>2</td>
<td>0.3291</td>
<td>0.2881</td>
</tr>
<tr>
<td>3</td>
<td>0.3809</td>
<td>0.3358</td>
</tr>
<tr>
<td>4</td>
<td>0.3810</td>
<td>0.3359</td>
</tr>
<tr>
<td>5</td>
<td>0.3567</td>
<td>0.3110</td>
</tr>
<tr>
<td>6</td>
<td>0.2548</td>
<td>0.2135</td>
</tr>
<tr>
<td>7</td>
<td>0.2252</td>
<td>0.1816</td>
</tr>
<tr>
<td>8</td>
<td>0.4300</td>
<td>0.3664</td>
</tr>
<tr>
<td>9</td>
<td>0.6204</td>
<td>0.5364</td>
</tr>
<tr>
<td>10</td>
<td>0.7922</td>
<td>0.6888</td>
</tr>
</tbody>
</table>

\( \frac{(P_{cr})_{b}}{(P_{cr})_{i}} \)

1.219  1.230

Iteration No.  13  11
Figure 5-34 Undeformed and deformed configuration in the final design for the shallow frame arch with b=1.

Table 5-33 Verification of duality between maximum limit load and minimum volume designs - The Shallow frame arch with b=1.

<table>
<thead>
<tr>
<th>Maximum Limit Load Design</th>
<th>Minimum Volume Design</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>H=5 in</strong></td>
<td><strong>H=5 in</strong></td>
</tr>
<tr>
<td>Vol₄ = 40 in³</td>
<td>(P₄)ᵢ = 4145.505 lbf</td>
</tr>
<tr>
<td>(P₄)o = 4710.576 lbf</td>
<td>Volo = 40.000095 in³</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>H=10 in</strong></td>
<td><strong>H=10 in</strong></td>
</tr>
<tr>
<td>Vol₄ = 35 in³</td>
<td>(P₄)ᵢ = 7144.674 lbf</td>
</tr>
<tr>
<td>(P₄)o = 8111.754 lbf</td>
<td>Volo = 35.0000673 in³</td>
</tr>
</tbody>
</table>

Vol₄, Volᵢ, and Vol₀ = Specified, initial and optimum volume. (P₄)₄, (P₄)ᵢ, and (P₄)o = Specified, initial and optimum critical load.
Table 5-34 Final designs for the area of cross-sections (in^2) – The shallow frame arch (SQP - Nonlinear buckling).

<table>
<thead>
<tr>
<th>Element No.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>((P_{cr})<em>0/(P</em>{cr})_1)</th>
<th>Iteration</th>
</tr>
</thead>
<tbody>
<tr>
<td>H=5 in</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b=1</td>
<td>0.3712</td>
<td>0.3813</td>
<td>0.3976</td>
<td>0.4139</td>
<td>0.4243</td>
<td>1.018</td>
<td>13</td>
</tr>
<tr>
<td>b=2</td>
<td>0.3161</td>
<td>0.4354</td>
<td>0.3580</td>
<td>0.3037</td>
<td>0.5757</td>
<td>1.222</td>
<td>31</td>
</tr>
<tr>
<td>b=3</td>
<td>0.3087</td>
<td>0.3838</td>
<td>0.2562</td>
<td>0.4516</td>
<td>0.5894</td>
<td>1.379</td>
<td>138</td>
</tr>
<tr>
<td>H=10 in</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b=1</td>
<td>0.3187</td>
<td>0.3498</td>
<td>0.3283</td>
<td>0.3557</td>
<td>0.3573</td>
<td>1.018</td>
<td>13</td>
</tr>
<tr>
<td>b=2</td>
<td>0.2415</td>
<td>0.3255</td>
<td>0.1867</td>
<td>0.3943</td>
<td>0.5691</td>
<td>1.303</td>
<td>262</td>
</tr>
<tr>
<td>b=3</td>
<td>0.2692</td>
<td>0.3319</td>
<td>0.2200</td>
<td>0.3879</td>
<td>0.5061</td>
<td>1.376</td>
<td>272</td>
</tr>
</tbody>
</table>

Figure 5-35 The iteration history for the shallow frame arch with \(H=5\) in using algorithm I and SQP.
5.4.8 Williams Toggle Frame

The Williams toggle frame was analyzed in Chapter 3 using nonlinear buckling analysis. Here the same frame with similar geometry configuration and material properties is optimized to improve its limit load capacity. The frame with its finite element model is shown in Figure 5-37. The problem can be cast as a dual form as was done in the previous example in which the limit load is maximized with constant volume constraint.

The frame is modeled using 16 plane beam elements with equal length. The Young's modulus of $E=10.3\times10^6$ is assumed. Again, the cross-sectional area, $A$, and the moment of inertia, $I$, of the frame follow the relationship $I=aA^b$. Because the frame has basically a rectangular cross-section, $b$ has been considered to be 1 and 3. For $b=1$, the depth of the cross-section is kept constant (0.243) while the width is allowed to be varied. Similarly for $b=3$, the width of the cross-section is kept constant (0.753) while the depth is allowed to be varied. A displacement control based nonlinear buckling analysis is used. The
displacement is applied at a rate of 0.1 inch in each time step. Both the optimality
criterion algorithm I and the SQP method are used for optimization.

Figure 5-37  The Williams Toggle frame and its finite element model.

The limit load of the Williams toggle frame is maximized while its volume (4.7387 in$^3$) is kept constant. A feasible initial design with a cross-sectional area of 0.182979 in$^2$ is selected where the depth and width are 0.243 in$^2$ and 0.753 in$^2$, respectively. The objective is to probe for the possible optimum configurations for the Williams toggle frame. The final results for b=1 are given in Table 5-35. The design variables have not been linked. Nevertheless, the final cross-sectional areas were found to be exactly symmetric. Both a geometrical nonlinear buckling analysis and a linear analysis (stability eigenanalysis) using the geometric stiffness matrices $(K_\sigma)_b$, $(K_\sigma)_E$ and $K_{DI}$ are performed. The results reveal that when using a nonlinear buckling analysis, a limit load ratio (ratio of the limit load in the optimum design to the initial limit load) of 1.0846 is achieved. The initial and final optimum limit loads were found to be 34.3203 lbf and 37.2224 lbf, respectively. The increase in the limit load is not significant thus confirming that the original configuration is close to the optimal configuration. The results for the stability
eigenanalysis using \((K_o)_p\) and \((K_o)_E\) shows that the limit load in the final design decreased and the limit load ratio are in good agreement between the two solutions. However, when using a linear analysis with \(K_{D1}\) as the geometric stiffness matrix, an increase in the limit load was observed and the limit ratio of 1.06556 was obtained which is close to that obtained using a nonlinear buckling analysis. To summarize the results, for linear analysis, the initial and final optimum limit loads were found to be 49.3439 lbf and 52.5790 lbf using \(K_{D1}\), 95.4082 lbf and 94.8305 lbf using \((K_o)_p\) and 92.9585 lbf and 92.2768 lbf using \((K_o)_E\), respectively. The relative strain energy density for initial and final design is given in Table 5-36. A fairly uniform strain energy distribution is obtained in the final optimum design. The iteration history for both the linear and nonlinear buckling analyses are shown in Figure 5-38.

To confirm the duality of the problem, the problem was now converted to the minimization of the volume under limit load constrained for the frame with \(b=1\). The final results are shown in Table 5-37. When minimizing the volume, the limit load was specified as 37.2224 lbf, which is the optimum limit load obtained in the dual problem and the initial volume is 25.8975 in\(^3\). In the optimum design, the volume was decreased to 4.73892 in\(^3\), which is exactly the constrained volume in the dual problem, while the limit load was kept constant. The distribution of the area was found to be in excellent agreement for both cases as shown in Table 5-37. Thus it is confirmed that an excellent duality exists between the two problem statements.

The initial and final configuration of the frame with \(b=1\) is shown in Figure 5-39. It is clear that the symmetry of the arch is held in the final optimum design, pointing out that the design is driven by the axisymmetric mode. The eigenanalysis of the optimum design of the nonlinear buckling analysis confirms that the fundamental buckling mode is indeed symmetric.

Any attempt to optimize the frame for \(b=3\) was failed because no limit load was found during the optimization process. This may be because the algorithm cast the design in a region where no limit load exists. This implies that the William’s toggle frame for \(b=3\) is very sensitive to the change in the design variables and even for a small changes in the
cross-sectional areas the limit load may not be found. Another attempt to optimize the frame using the SQP approach failed not only for b=3 but also for b=1. The SQP method complained that no limit load can be found in some iterations for frame with b=1. This may be interpreted that during the iteration process using the SQP approach, the design variables were updated in such a way that no limit load exists in some iterations.

Table 5-35  Final designs for the cross-sectional areas (in²) for the Williams Frame.

<table>
<thead>
<tr>
<th>Element No.</th>
<th>Linear (K₀)p</th>
<th>Linear (K₀)E</th>
<th>Linear (K₀l)</th>
<th>Nonlinear</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.249276</td>
<td>0.249276</td>
<td>0.249271</td>
<td>0.224042</td>
</tr>
<tr>
<td>2</td>
<td>0.205078</td>
<td>0.205078</td>
<td>0.205076</td>
<td>0.211968</td>
</tr>
<tr>
<td>3</td>
<td>0.160880</td>
<td>0.160881</td>
<td>0.160882</td>
<td>0.176286</td>
</tr>
<tr>
<td>4</td>
<td>0.116682</td>
<td>0.116682</td>
<td>0.116687</td>
<td>0.120018</td>
</tr>
<tr>
<td>5</td>
<td>0.116682</td>
<td>0.116682</td>
<td>0.116687</td>
<td>0.119958</td>
</tr>
<tr>
<td>6</td>
<td>0.160880</td>
<td>0.160880</td>
<td>0.160882</td>
<td>0.176246</td>
</tr>
<tr>
<td>7</td>
<td>0.205078</td>
<td>0.205078</td>
<td>0.205076</td>
<td>0.211871</td>
</tr>
<tr>
<td>8</td>
<td>0.249276</td>
<td>0.249276</td>
<td>0.249271</td>
<td>0.223930</td>
</tr>
<tr>
<td>(P_cr)₀/(P_cr)₁</td>
<td>0.99394</td>
<td>0.99267</td>
<td>1.06556</td>
<td>1.08456</td>
</tr>
</tbody>
</table>

Table 5-36  Relative strain energy density (Nonlinear buckling)–Williams Frame

<table>
<thead>
<tr>
<th>Element No.</th>
<th>Initial Relative Strain Energy</th>
<th>Final Relative Strain energy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.0000</td>
<td>0.9986</td>
</tr>
<tr>
<td>2</td>
<td>0.9443</td>
<td>0.9993</td>
</tr>
<tr>
<td>3</td>
<td>0.6798</td>
<td>0.9996</td>
</tr>
<tr>
<td>4</td>
<td>0.3411</td>
<td>0.9993</td>
</tr>
<tr>
<td>5</td>
<td>0.3411</td>
<td>0.9995</td>
</tr>
<tr>
<td>6</td>
<td>0.6798</td>
<td>0.9997</td>
</tr>
<tr>
<td>7</td>
<td>0.9443</td>
<td>1.0000</td>
</tr>
<tr>
<td>8</td>
<td>1.0000</td>
<td>0.9994</td>
</tr>
</tbody>
</table>
Table 5-37  Verification of duality between maximum limit load and minimum volume designs for the Williams Toggle Frame

<table>
<thead>
<tr>
<th>Maximum Limit Load Design</th>
<th>Minimum Volume Design</th>
</tr>
</thead>
<tbody>
<tr>
<td>Volₜ = 4.7387 in³ , (Pₜ)ᵣ = 34.3204 lbf</td>
<td>(Pᵣ)ₜ = 37.2224 lbf , Volᵣ = 25.8975 in³</td>
</tr>
<tr>
<td>(Pᵣ)ₜ = 37.2224 lbf , Volₜ = 4.738700 in³</td>
<td>Volᵣ = 4.73869 in³ , (Pᵣ)ₜ = 37.2224 lbf</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Final cross-sectional areas (in³)</th>
<th>Final cross-sectional areas (in³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>El. 1</td>
<td>0.224040</td>
</tr>
<tr>
<td>El. 2</td>
<td>0.211967</td>
</tr>
<tr>
<td>El. 3</td>
<td>0.176286</td>
</tr>
<tr>
<td>El. 4</td>
<td>0.120018</td>
</tr>
<tr>
<td>El. 5</td>
<td>0.119958</td>
</tr>
<tr>
<td>El. 6</td>
<td>0.176246</td>
</tr>
<tr>
<td>El. 7</td>
<td>0.211871</td>
</tr>
<tr>
<td>El. 8</td>
<td>0.223930</td>
</tr>
</tbody>
</table>

Figure 5-38  Iteration history-The Williams Toggle Frame
5.5 Geometry Optimization – Adaptive Structures

5.5.1 The 24-bar Truss – Static Analysis

The twenty-four-bar adaptive truss shown in Figure 5-40 (with \( L = 2 \) m) was topologically optimized to maintain the maximum structural strength in the presence of a varying loading condition. The truss structure has four bays and every bay contains one active member. Also, at the bottom of the structure there is an active member (member 18) that can rotate the whole structure. The truss consists of 24 members where members 5, 9, 13, 17, and 20 are active. Angles \( \phi_1, \phi_2, \phi_3, \phi_4, \) and \( \phi_5 \) are taken as geometrical design variables, and these are related to each active member length. The range for the angles are \( 0^\circ \leq \phi_1, \phi_2, \phi_3, \phi_4 \leq 90^\circ \) and \( 0^\circ \leq \phi_5 \leq 180^\circ \). The absolute maximum allowable force for all members is assumed to be 1000 N.
First, the four angles $\phi_1, \phi_2, \phi_3$, and $\phi_4$ are taken as the geometrical design variables with $\phi_5$ being fixed at $90^\circ$ (base fixed). The structural strength (allowable applied force) for the fixed configuration ($\phi_1 = \phi_2 = \phi_3 = \phi_4 = 45^\circ, \phi_5 = 90^\circ$) is plotted as a solid line in Figure 5-41. The structural strength for the optimal adaptive shape is plotted as the dashed curve. It can be observed that the structure becomes very rapidly weak for the loads applied in directions other than $\psi = 0^\circ$. The direction of the applied load is varied between $-90^\circ \leq \psi \leq 90^\circ$ and the structural strength decreases considerably from 1414.2 N to 208.3 N. The rapid decrease in structural strength demonstrates the weakness of the structure for transverse loads. The optimal geometries of the adaptive structure as the load is changing direction are shown in Figure 5-42. As expected, the structure aligns
itself toward the direction of the applied load in order to maximize its structural strength. The optimal results for the various values of the direction of applied load, $\psi$, are given in Table 5-38. The computational time required by the force and the displacement methods is also tabulated. The force method clearly provides a computationally more efficient and faster solution.

Next, the four variables of $\varphi_1, \varphi_2, \varphi_3$, and $\varphi_4$ are considered as design variables together with $\varphi_5 = 90^\circ - \psi$ (base moveable). The structural strength for the configuration ($\varphi_1 = \varphi_2 = \varphi_3 = \varphi_4 = 45^\circ$, $\varphi_5 = 90^\circ - \psi$) is plotted as the solid curve in Figure 5-43. The structural strength for the optimal adaptive geometries is plotted as the dashed curve. The optimal geometries of the adaptive structure are shown in Figure 5-44. The optimization results for the varying load direction $\psi$ are shown in Table 5-39. The results indicate that the adaptive truss structure maintains a constant and high structural strength (1414.2 N) by making the structure align itself with the external applied load direction. In comparison to the conventional structure, the structural strength can be maintained constant for varying loading directions by adaptively optimizing the geometry of the structure.

This problem was also addressed by Murotsu and Shao [152] using the linear analysis based on the displacement method as the analysis and the conjugate gradient method as the optimization. The results obtained in this research are in good agreements with those in Ref. [152].
Table 5-38  Optimal values of $\varphi_1$, $\varphi_2$, $\varphi_3$, $\varphi_4$, optimum structural strength (N) and critical members in the optimal adaptive shapes for $\varphi_5 = 90^\circ$ (Static load).

<table>
<thead>
<tr>
<th>$\psi^*$</th>
<th>Design variables</th>
<th>CPU time (Sec)</th>
<th>Structural Strength</th>
<th>Critical Members</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varphi_1^*$</td>
<td>$\varphi_2^*$</td>
<td>$\varphi_3^*$</td>
<td>$\varphi_4^*$</td>
<td>FM</td>
</tr>
<tr>
<td>-90</td>
<td>78.89</td>
<td>8.54</td>
<td>83.82</td>
<td>4.66</td>
</tr>
<tr>
<td>-80</td>
<td>80.70</td>
<td>6.81</td>
<td>83.16</td>
<td>6.02</td>
</tr>
<tr>
<td>-70</td>
<td>80.90</td>
<td>9.16</td>
<td>80.71</td>
<td>9.71</td>
</tr>
<tr>
<td>-60</td>
<td>76.98</td>
<td>13.43</td>
<td>76.76</td>
<td>14.82</td>
</tr>
<tr>
<td>-50</td>
<td>71.72</td>
<td>18.60</td>
<td>71.72</td>
<td>19.15</td>
</tr>
<tr>
<td>-40</td>
<td>66.79</td>
<td>23.21</td>
<td>66.79</td>
<td>23.32</td>
</tr>
<tr>
<td>-30</td>
<td>63.36</td>
<td>26.64</td>
<td>63.36</td>
<td>26.64</td>
</tr>
<tr>
<td>-20</td>
<td>55.03</td>
<td>34.97</td>
<td>55.03</td>
<td>34.97</td>
</tr>
<tr>
<td>-10</td>
<td>48.75</td>
<td>41.24</td>
<td>48.76</td>
<td>41.24</td>
</tr>
<tr>
<td>0</td>
<td>45</td>
<td>45</td>
<td>45</td>
<td>45</td>
</tr>
<tr>
<td>10</td>
<td>38.31</td>
<td>51.69</td>
<td>38.31</td>
<td>51.69</td>
</tr>
<tr>
<td>20</td>
<td>32.30</td>
<td>57.70</td>
<td>32.30</td>
<td>57.70</td>
</tr>
<tr>
<td>30</td>
<td>25.96</td>
<td>64.40</td>
<td>25.90</td>
<td>64.10</td>
</tr>
<tr>
<td>40</td>
<td>25.49</td>
<td>71.57</td>
<td>18.43</td>
<td>71.57</td>
</tr>
<tr>
<td>50</td>
<td>20.66</td>
<td>77.60</td>
<td>13.48</td>
<td>77.91</td>
</tr>
<tr>
<td>60</td>
<td>11.89</td>
<td>80.02</td>
<td>11.49</td>
<td>78.62</td>
</tr>
<tr>
<td>70</td>
<td>9.12</td>
<td>82.83</td>
<td>9.07</td>
<td>80.84</td>
</tr>
<tr>
<td>80</td>
<td>10.23</td>
<td>84.74</td>
<td>5.14</td>
<td>83.10</td>
</tr>
<tr>
<td>90</td>
<td>20.43</td>
<td>83.33</td>
<td>7.11</td>
<td>86.22</td>
</tr>
</tbody>
</table>

C = Compression; T = Tension
Figure 5-41  Structural strength versus the direction of the applied load for the fixed and optimized adapted structure with fixed base (Static load).

Figure 5-42  Optimal adaptive shapes of the truss structure with fixed base (Static load).
Table 5-39  Optimal values of $\varphi_1$, $\varphi_2$, $\varphi_3$, $\varphi_4$, structural strength (N) and critical members in the optimal adaptive shapes for $\varphi_5 = 90^\circ - \psi^*$ (Static load).

<table>
<thead>
<tr>
<th>$\psi^*$</th>
<th>Design variables</th>
<th>CPU time (Sec)</th>
<th>Structural Strength</th>
<th>Critical Members</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\varphi_1^*$</td>
<td>$\varphi_2^*$</td>
<td>$\varphi_3^*$</td>
<td>$\varphi_4^*$</td>
</tr>
<tr>
<td>-90</td>
<td>45</td>
<td>45</td>
<td>45</td>
<td>45</td>
</tr>
<tr>
<td>-80</td>
<td>44.77</td>
<td>45.23</td>
<td>44.77</td>
<td>45.23</td>
</tr>
<tr>
<td>-70</td>
<td>44.54</td>
<td>45.46</td>
<td>44.54</td>
<td>45.46</td>
</tr>
<tr>
<td>-60</td>
<td>44.40</td>
<td>45.60</td>
<td>44.40</td>
<td>45.60</td>
</tr>
<tr>
<td>-50</td>
<td>43.86</td>
<td>46.14</td>
<td>43.86</td>
<td>46.14</td>
</tr>
<tr>
<td>-40</td>
<td>43.99</td>
<td>46.01</td>
<td>43.99</td>
<td>46.01</td>
</tr>
<tr>
<td>-30</td>
<td>43.73</td>
<td>46.27</td>
<td>43.73</td>
<td>46.27</td>
</tr>
<tr>
<td>-20</td>
<td>43.84</td>
<td>46.16</td>
<td>43.84</td>
<td>46.16</td>
</tr>
<tr>
<td>-10</td>
<td>43.93</td>
<td>46.07</td>
<td>43.93</td>
<td>46.07</td>
</tr>
<tr>
<td>0</td>
<td>45</td>
<td>45</td>
<td>45</td>
<td>45</td>
</tr>
<tr>
<td>10</td>
<td>44.02</td>
<td>45.98</td>
<td>44.02</td>
<td>45.98</td>
</tr>
<tr>
<td>20</td>
<td>43.68</td>
<td>46.32</td>
<td>43.68</td>
<td>46.32</td>
</tr>
<tr>
<td>30</td>
<td>43.58</td>
<td>46.42</td>
<td>43.58</td>
<td>46.42</td>
</tr>
<tr>
<td>40</td>
<td>43.53</td>
<td>46.48</td>
<td>43.52</td>
<td>46.48</td>
</tr>
<tr>
<td>50</td>
<td>43.53</td>
<td>46.48</td>
<td>43.52</td>
<td>46.48</td>
</tr>
<tr>
<td>60</td>
<td>43.58</td>
<td>46.42</td>
<td>43.58</td>
<td>46.42</td>
</tr>
<tr>
<td>70</td>
<td>43.68</td>
<td>46.32</td>
<td>43.68</td>
<td>46.32</td>
</tr>
<tr>
<td>80</td>
<td>44.02</td>
<td>45.98</td>
<td>44.02</td>
<td>45.98</td>
</tr>
<tr>
<td>90</td>
<td>45</td>
<td>45</td>
<td>45</td>
<td>45</td>
</tr>
</tbody>
</table>

$C =$ Compression; $T =$Tension
Figure 5-43  Structural strength versus the direction of the applied load for the fixed, I, and optimized adapted structure, II, with movable base (Static load).

Figure 5-44  Optimal adaptive shapes with movable base (Static load).
5.5.2 The 24-Bar Truss – Dynamic Analysis

Let us consider the same adaptive truss structure as shown in Figure 5-40. The angles $\varphi_1, \varphi_2, \varphi_3$ and $\varphi_4$ are taken as the geometrical design variables. The material properties are: Young’s modulus $= 7 \times 10^{10}$ N/m$^2$, Yield stress $\sigma = 10^8$ N/m$^2$. The geometrical parameters are: cross-sectional area $A = 10^{-4}$ m$^2$ and length $L = 2$ m. The Newmark direct integration method [133] has been used for time integration.

The minimum and maximum natural frequency of the structure are $\omega_{\text{min}} = 8281.5$ Hz and $\omega_{\text{max}} = 1026.5$ Hz, respectively. An external impact load $P(t)$ is applied at node 1, and the following two cases are considered.

**Case I:**
$$P(t) = \begin{cases} \frac{I_{mp}}{h} (N) & 0 \leq t \leq h \\ 0 & t > h \end{cases}$$

**Case II:**
$$P(t) = \begin{cases} \frac{I_{mp}}{(100h)} (N) & 0 \leq t \leq 100h \\ 0 & t > 100h \end{cases}$$

where, $I_{mp} = \sum P(t) \Delta t$ is applied impact for each case. In each case the time increment $h = 1.3 \times 10^{-4}$ Sec and total numerical time of $1000 \times h = 0.13$ Sec are considered.

In case I, the impact load acts on the structure for a very short time. It has been observed that either member 23 or member 24 have always the largest element force, irrespective of the direction of the impact load $P(t)$. However, note that from the static case, the member 18 at the bottom of the structure is the most critical. Members 23 and 24 are at the top of the structure in the vicinity of the direct impact load. Figure 5-45 shows the time-history of the element forces in members 24 and 18 for an impact impulse of $I_{mp} = 1$ N \cdot \text{Sec}$ and direction of $\psi = 90^\circ$. It can be observed that, for stability parameters $\beta = 0.25$ and $\gamma = 0.5$, the numerical solution display spurious “beating” where the amplitude of response repeatedly grows and decays. For the above numerical integration parameters, the average results are good. However, the spurious oscillations and noise exhibited by the numerical integration algorithm are severe. The Newmark method [133]
, with these numerical stability parameters, is termed ‘average acceleration’ algorithm with accuracy of order two (trapezoidal rule), and is unconditionally stable. Considering \( \gamma > 0.5 \) introduces artificial damping, which automatically dissipates the high-frequencies noises, but also reduces the accuracy of the Newmark method to first order. In order to maximize the high-frequency dissipation for a given value of \( \gamma > 0.5 \), as recommended by Hughes [176], \( \beta = 0.25(\gamma + 0.5)^2 \) was considered. Thus, using \( \gamma = 0.67 \) and \( \beta = 0.25(\gamma + 0.5)^2 = 0.34 \), the high-frequency noise can be eliminated. No optimal geometries were obtained for case I loading, because the largest internal force always exists in member 23 and 24. This implies that for impact load acting for a short time, the structural strength is not affected by the geometry of the structure. It is necessary to make the structure in the vicinity of the impact loading structurally much stronger than the other parts in the structure.

For case II loading, the duration of the impact load on the structure is relatively large. Figure 5-46 shows the time history of the element forces in members 24 and 18 for the impact impulse \( I_{mp} = 1 \text{ N-Sec} \) and load direction \( \psi = 90^\circ \). Once more, the solution exhibits high-frequency noise for the selected stability parameters \( \gamma = 0.5 \) and \( \beta = 0.25 \). The effect of high-frequency noise is not as pronounced as for Case I, especially for member 18. Nevertheless, the solution was improved when selecting \( \gamma > 0.5 \) and \( \beta > 0.25 \). The structural strength for the fixed configuration \((\varphi_1 = \varphi_2 = \varphi_3 = \varphi_4)\) using both the displacement and the force methods for analysis are shown in Figure 5-47. The results using both methods of analysis totally match. However, the computational time required by the force and displacement methods were 34 Sec and 738 Sec, respectively. There is a considerable savings in computational effort when using the force method of analysis. The structure becomes very rapidly weak when the direction of the impact load is other than \( \psi = 0^\circ \). The optimal results for the various values of the external impact load direction \( \psi \) are given in Table 5-40. Figure 5-48 illustrates the marked improvement in load carrying capability in terms of the structural strength for the adaptive truss structure in comparison to the fixed structure. The optimal geometries of the adaptive structure are shown in the Figure 5-49, corresponding to the varying load directions.
Figure 5-45 Time history of the element forces for case I and impact $I_{mp} = 1 \text{ N-Sec}$. 
Figure 5-46  Time history of the element forces for case II and impact $I_{mp} = 1$ N·Sec.
Figure 5-47  Structural strength versus the direction of the applied load (Fixed structure-Dynamic load).

Figure 5-48  Optimal adaptive and fixed structural strength versus the direction of the applied load (Dynamic load).
Table 5-40  Optimal values of $\varphi_1$, $\varphi_2$, $\varphi_3$, $\varphi_4$ and structural strength in the optimal adaptive shapes (Dynamic load).

<table>
<thead>
<tr>
<th>$\psi$</th>
<th>Design Variables</th>
<th>Structural Strength (N-sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\varphi_1$</td>
<td>$\varphi_2$</td>
</tr>
<tr>
<td>-90</td>
<td>78.70</td>
<td>17.98</td>
</tr>
<tr>
<td>-80</td>
<td>77.69</td>
<td>20.03</td>
</tr>
<tr>
<td>-70</td>
<td>79.45</td>
<td>21.11</td>
</tr>
<tr>
<td>-60</td>
<td>77.68</td>
<td>23.84</td>
</tr>
<tr>
<td>-50</td>
<td>63.95</td>
<td>25.72</td>
</tr>
<tr>
<td>-40</td>
<td>57.32</td>
<td>30.08</td>
</tr>
<tr>
<td>-30</td>
<td>56.50</td>
<td>33.59</td>
</tr>
<tr>
<td>-20</td>
<td>51.85</td>
<td>37.10</td>
</tr>
<tr>
<td>-10</td>
<td>51.11</td>
<td>47.18</td>
</tr>
<tr>
<td>0</td>
<td>53.59</td>
<td>47.46</td>
</tr>
<tr>
<td>10</td>
<td>49.39</td>
<td>53.55</td>
</tr>
<tr>
<td>20</td>
<td>44.79</td>
<td>65.53</td>
</tr>
<tr>
<td>30</td>
<td>39.22</td>
<td>66.83</td>
</tr>
<tr>
<td>40</td>
<td>39.22</td>
<td>66.83</td>
</tr>
<tr>
<td>50</td>
<td>31.96</td>
<td>81.75</td>
</tr>
<tr>
<td>60</td>
<td>29.44</td>
<td>85.05</td>
</tr>
<tr>
<td>70</td>
<td>36.12</td>
<td>89.50</td>
</tr>
<tr>
<td>80</td>
<td>35.37</td>
<td>89.50</td>
</tr>
<tr>
<td>90</td>
<td>30.79</td>
<td>89.49</td>
</tr>
<tr>
<td></td>
<td>29.65</td>
<td>89.50</td>
</tr>
</tbody>
</table>
Figure 5-49  Optimal adaptive shapes of the truss structure with $\varphi_1$, $\varphi_2$, $\varphi_3$ and $\varphi_4$ as design variables (Dynamic load)
Chapter 6

CONCLUSIONS AND RECOMMENDATIONS

6.1 Conclusions

The development of new analysis methods, optimization algorithms and their integration into a structural analysis and optimization tool to study linear and nonlinear structural problems has been presented.

From the structural analysis perspective, a technique using the force method based on complementary strain energy has been introduced. In the proposed force method, the compatibility conditions are satisfied through the complementary energy. Automatic generation of a basis structure and redundant members using the gauss elimination technique has been successfully demonstrated for truss and beam-type structures. In the integrated force method, an efficient method based on single-value-decomposition technique has been developed to generate the compatibility conditions directly for truss and beam-type structures. The application of the force method to structures with small redundancies has proved to be computationally more efficient than the displacement method. Also, a new finite element impulse method based on the complementary Hamilton equation has been developed. However, the computer implementation and automation of this technique was found to be difficult to implement computationally.

A nonlinear finite element method based on the force and displacement control techniques has been used to analyze nonlinear problems under stress, displacement and system stability constraints. Nonlinearity due to initial geometric imperfections has been addressed, as well. However, in nonlinear problems under stress and displacement constraints, the effect of nonlinearity was found to be insignificant in most practical problems.
In optimization, the most important contributions are the development of new and improved optimization algorithms based on the optimality criterion techniques. Their performance has been compared with the SQP technique. The structural optimization of truss and beam-type structures undergoing large rotations and small strains (geometrically nonlinear analysis) has been investigated and the effect of structural nonlinearity has been quantified in the presence of various constraints such as stress, displacement and system buckling.

The nonlinear analysis and optimization method has been applied to snap-through problems under limit load constraint. The methodology combines the nonlinear buckling analysis based on the displacement control and the optimality criterion techniques.

A thorough investigation has been done in linear and nonlinear stability using various types of geometric stability constraints. The effect of nonlinearity was found to be significant in nonlinear stability problems. It was found that the optimum results obtained using the linear stability with displacement dependent geometric stiffness is more conservative and closer to the nonlinear results compared to the stress geometric stiffness matrix. The effect of imperfections was found to be significant in most problems.

The application of the Group Theoretic Approach was introduced and applied to the optimum design of symmetric structures with high geometric nonlinearity. The analysis was transformed from full space to the reduced subspace by the GTA. The optimum design by the GTA using the reduced subspace was in excellent agreement with that using the full space. Design optimization using the GTA reduced subspace is computationally more efficient than that of the full space. Furthermore application of the GTA in post-buckling problems was addressed and it was shown that the agreement between full space and subspace was valid in post-buckling as well.

Finally, the finite element force method using the complementary strain energy was applied to topology optimization of adaptive structures. The optimization procedure was based on the Sequential Quadratic Programming method. The proposed method has performed well and it is extremely efficient in geometry optimization of adaptive truss structures where the primary design variables are the active member forces.
The proposed methods and tools offer an effective array of solutions to the analysis, design and optimization of nonlinear structures.

6.2 Contributions to the State of the Art

The present monogram constitutes a comprehensive study in the area of structural optimization. The development of finite element methods, optimization algorithms and their integration to study linear and nonlinear structural problems offer an effective analysis and optimization computational tool. The following points summarize the most important contributions of this thesis to the state of the art in the field of structural analysis and optimization:

- A new methodology based on the force formulation using the complementary energy approach has been formulated and implemented.

- The application of the force method based on the complementary energy to structural analysis and optimization and a comparison with the more popular and conventional displacement method has been carried out.

- A technique to directly derive the compatibility matrix in the integrated force method has been proposed and implemented.

- Efficient strategy has been implemented to generate the consistent redundant members and basis determinate structures.

- The integrated force method has been applied to truss and beam type structures requiring size and topology optimization in the presence of static and dynamic loads.

- The application of the finite element force method to linear structural optimization problems with stress, displacement and frequency constraints has been illustrated with numerous examples.
A methodology based on the nonlinear finite element analysis using displacement control technique has been developed to catch the limit load in snap-through problems accurately.

Optimization algorithms have been developed based on the optimality criterion technique for optimization of nonlinear problem with stability constraints.

The nonlinear finite element optimization based on the displacement control technique and optimality criterion techniques has been applied to truss and beam structures.

An efficient approach to incorporate element imperfections in structural optimization of nonlinear problems has been carried out.

The effect of imperfections and geometric nonlinearity in structural optimization problems have been quantified and compared to the linear analysis results.

An efficient method has been implemented to calculate the sensitivity of the load factor using adjoint method and information obtained from nonlinear buckling analysis based on the displacement control technique.

The accuracy and efficiency of the optimization algorithms based on the developed optimality criterion techniques and mathematical programming technique using the Sequential Quadratic Programming Technique have been studied and applied to structural optimization of nonlinear problems.

The effect of different geometric stiffness matrices (displacement and stress stiffness matrices) on nonlinear structural analysis and optimization has been studied. The derivations of the geometric nonlinear matrices are based on the energy and perturbation approaches.

A methodology based on the Group Theoretic Approach has been studied and applied to nonlinear symmetric structures for buckling analysis. The post-buckling path has been traced using the Group Theoretic Approach in conjunction with the nonlinear finite element using the displacement control technique.
Summarizing, the depth and detail of the present investigation has allowed an appreciation and understanding of the foundations of structural optimization and has brought to light new developments that have furthered and enriched the field of nonlinear structural analysis, design and optimization.

6.3 Recommendations for Further Work

The methodologies developed and presented in this investigation have been successfully applied to a significant class of structures, exhibiting linear and nonlinear response subject to stress, displacement, frequency and stability constraints. Although this thesis has taken an important step towards the understanding of structural optimization, other numerous and interesting aspects are identified to improve the efficiency of the developed algorithms. These thoughts for future work are summarized as follows:

- This thesis has focused on truss and frame structures; however the analysis and optimization methods and tools should be extended to plate and shell elements.

- The force method formulation was developed for the optimum analysis and design of linear problems. Extending this methodology to the nonlinear problems presents a challenging task.

- In nonlinear problems under stress and displacement constraints, the method needs to be extended to the dynamic loads.

- In nonlinear problems under system stability constraints, the optimality criterion was developed based on the system stability constraint, causing local buckling in some members. To prevent against the local buckling, the cross-sectional areas were updated when the load was beyond the element-buckling load. However, a more accurate procedure would be to consider the local buckling as the constraint in the Kuhn-Tucker condition in the optimality criteria technique.

- The finite element formulation is general and was intended to account for geometric nonlinearity where strain was assumed to be small. Further work is required to account for nonlinear elastic materials.
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A.1 Introduction

Modeling the truss structures with imperfect elements is very important, especially for structures that are sensitive to the imperfections. In perfect truss structures, the initial geometry of each element is straight and remains straight during deformation. However, in reality a truss element is not perfectly straight. For structures with imperfect elements, the load-deformation behavior changes considerably due to the initial curvature and in most structures imperfection in the elements is primarily responsible for reduced load carrying capacity of the structural system.

A.2 Analysis of an Imperfect Truss Element

The finite element formulation for a truss element was carried out under the assumption that the element is straight or perfect. However, if the element is imperfect, a model that accounts for the imperfections is required and appropriate changes need to be incorporated in the perfect element finite element matrices derived in chapter 3.

Consider an initial imperfection of a truss element represented by a sinusoidal shape \( y_0 = b_0 \sin \left( \frac{\pi x}{L} \right) \) as shown in Figure A-1. Thus

\[ y_0 = b_0 \sin \left( \frac{\pi x}{L} \right) \]  

(A-1)

where \( b_0 \) is the midspan amplitude and \( L \) is the initial length defined as the distance \( ij \). The ratio \( b_0/L \) is assumed small.
Owing to its initial curvature, an axial force $F$ (positive in tension) applied at nodes $i$ and $j$ produces both bending and pure axial deformation. The pure axial deformation ($u_a$) is that of the straight element due to the action of the end force $F$ and can be represented as

$$u_a = \frac{FL}{AE}$$

(A-2)

where $A$ and $E$ are the cross-sectional area and modulus of elasticity of the element, respectively. In the case of an initially curved element the force $F$ also causes bending of the truss. This bending is accompanied by additional transverse deflection $y$, as shown in Figure A-1. The basic moment-curvature relation for an axially loaded imperfect truss element is

$$EI \frac{d^2}{dx^2}(y) - F(y + y_0) = 0$$

(A-3)

where $I$ is the moment of inertia of the truss element cross-section. Let us assume a solution of Eq. (A-3) in the form

$$y = b \sin \left( \frac{\pi x}{L} \right)$$

(A-4)

Substitution of Eqs. (A-1) and (A-4) into Eq. (A-3) gives

$$b = -\frac{b_0 F}{F + p_e} = -\frac{b_0}{1 + \alpha}$$

(A-5)

where $\alpha = p_e/F$ is critical load factor and $p_e$ is the Euler-buckling load of the truss element given by
The change in the distance between the points $i$ and $j$ due to bending, is given by \([178]\)

\[
u_b = \frac{1}{2} \int_0^L \left[ \left( \frac{dy_0}{dx} \right)^2 - \left( \frac{d(y + y_0)}{dx} \right)^2 \right] dx
\]

(A-7)

Substituting Eqs. (A-1) and (A-4) into Eq. (A-7), results in

\[
u_b = -\left( b_0 + \frac{1}{2} b \right) b \frac{\pi^2}{2 L}
\]

(A-8)

Substitution of Eq. (A-5) into Eq. (A-8) yields

\[
u_b = \frac{b_0^2 \pi^2 (1 + 2 \alpha)}{4L (1 + \alpha)^2}
\]

(A-9)

Now the resultant change of distance between the end points of the truss ($u$) is the algebraic sum of the two contributions given by Eqs. (A-2) and (A-9). Thus

\[
u = \nu_a + \nu_b = \frac{FL}{AE} + \frac{b_0^2 \pi^2 (1 + 2 \alpha)}{4L (1 + \alpha)^2}
\]

(A-10)

Eq. (A-10) can be expressed as

\[
u = \frac{FL}{AE \gamma}
\]

(A-11)

where

\[
E_\sigma = \frac{E}{1 + \gamma \alpha \frac{(1 + 2 \alpha)}{(1 + \alpha)^2}} \quad \text{and} \quad \gamma = \frac{b_0^2}{4(1/A)}
\]

(A-12)

Eqs. (A-11) and (A-12) may be interpreted as follows. The initially imperfect truss element can be replaced by an equivalent straight truss element with the same length $L$ and cross-section of area $A$, but with an effective modulus of elasticity $E_\sigma$ characterized by a non-linear elastic material model.
The axial force $F$ in Eq. (A-11) depends on $E_\sigma$ which itself depends on $F$. In Ref. [104], the axial force $F$ is calculated by employing an iterative procedure. However, it is possible to convert Eq. (A-11) to a cubic equation in terms of $\alpha$ for which closed form solutions are available. Eq. (A-11) can be written as

$$F = E_\sigma A \varepsilon$$  \hspace{2cm} (A-13)

where $\varepsilon = u / L$ is the strain in the element. Considering that $\alpha = p_\sigma / F$ and substituting $E_\sigma$ from Eq. (A-12) into (A-13) and rearranging the terms, gives

$$\alpha^3 + \left(2 - \frac{1 + 2\gamma}{EA\varepsilon} p_\sigma\right)\alpha^2 + \left(1 - \frac{2+\gamma}{EA\varepsilon} p_\sigma\right)\alpha + \frac{p_\sigma}{EA\varepsilon} = 0$$  \hspace{2cm} (A-14)

Closed form solutions for the roots of a cubic equation are well documented [179]. The above cubic equation can have three real roots. However, physically, there can be only one valid solution. From the physics of the problem, the range of possible values for $\alpha$ can be

$$\alpha \in \left(0, \frac{p_\sigma}{EA\varepsilon}\right) \quad \text{if} \quad \frac{p_\sigma}{EA\varepsilon} > 0 \quad \text{(element is under tension)}$$  \hspace{2cm} (A-15)

$$\alpha \in (-1, 0) \quad \text{if} \quad \frac{p_\sigma}{EA\varepsilon} < 0 \quad \text{(element is under tension)}$$

Having calculated $\alpha$ from Eq. (A-14), the axial force $F$ can be easily obtained from $F = p_\sigma / \alpha$. 

**Appendix B**

**CONSTRAINT SENSITIVITY**

**B.1 Sensitivity of the Stress and Displacement Constraints using the Displacement Method-Explicit Part**

**B.1.1 Displacement Constraint**

Consider the design variables to be the cross-sectional area of the elements, \( X=A \). If the constraint \( g \) is a displacement constraint expressed as \( g = U - \bar{U} \), the explicit part and the adjoint vector become

\[
\frac{\partial g}{\partial A} = \begin{bmatrix} \nabla U_1 & \nabla U_2 & \cdots & \nabla U_m \end{bmatrix} = 0 \quad \text{and} \quad Z = \frac{\partial g}{\partial U} = \frac{\partial U}{\partial U} = [e_1, e_2, \ldots, e_m],
\]

where \( m \) is the number of displacement degrees of freedom and displacement constraints; \( e_j \) is a vector of length equal to the number of displacement degrees of freedom with all elements zero except for the \( j \)th displacement degrees of freedom (dummy-load).

**B.1.2 Stress Constraint**

Now consider the constraint \( g \) as a stress constraint, \( g = \sigma - \bar{\sigma} \). For the truss element

\[
\sigma_i = \frac{F_i}{A_i}
\]

(B-2)

and for the plane beam element

\[
\sigma_i = \sigma_{ai} + \sigma_{bi} = \frac{F_i}{A_i} \pm \frac{m_i h_i}{E_i I_i}
\]

(B-3)
where \( \sigma_{ai} \) and \( \sigma_{bi} \) are axial and bending stress in the element \( i \); \( h_i \) is the maximum height of the beam in the element axis; and \( m_i = \max(m_i^a, m_i^b) \) is the maximum moment in the element axis. The minus/plus sign in Eq. (B-3) depends if the axial force is in tension or compression. The plus sign corresponds to axial tension. Here, let us assume that there is a relationship between the moment of inertia \( I_i \) and the cross-sectional area expressed as

\[
I_i = a A_i^b
\]

where \( a \) and \( b \) are constants. Considering Eq. (B-2), the explicit part for the truss element becomes

\[
\frac{\partial g}{\partial A} = \frac{\partial \sigma}{\partial A} = \begin{bmatrix} \nabla \sigma_1 & \nabla \sigma_2 & \ldots & \nabla \sigma_n \end{bmatrix} \quad \text{and}
\]

\[
\nabla \sigma_1 = \begin{bmatrix} -F_1/A_1^2 & 0 & \ldots & 0 \end{bmatrix}^T, \quad \nabla \sigma_2 = \begin{bmatrix} 0 & -F_2/A_2^2 & \ldots & 0 \end{bmatrix}^T, \ldots
\]

Considering Eqs. (B-3) and (B-4), the explicit part for the beam element becomes

\[
\nabla g = \nabla \sigma = \begin{bmatrix} \nabla \sigma_1 & \nabla \sigma_2 & \ldots & \nabla \sigma_n \end{bmatrix} \quad \text{and}
\]

\[
\nabla \sigma_1 = \begin{bmatrix} \frac{-F_1}{A_1^2} \pm \frac{m_1 h_1}{E_1 I_1} \frac{b}{A_1} & 0 & \ldots & 0 \end{bmatrix}^T, \quad \nabla \sigma_2 = \begin{bmatrix} 0 & \frac{-F_2}{A_2^2} \pm \frac{m_2 h_2}{E_2 I_2} \frac{b}{A_2} & \ldots & 0 \end{bmatrix}^T, \ldots
\]

where \( n \) is the number of design variables and stress constraints.

In order to obtain the matrix \( Z \) for the stress constraints, the relationship between element forces and nodal displacements is considered. Recalling Eqs. (2-8) and (2-32) in Chapter 2, we obtain

\[
F = G^{-1} Q^T U. \tag{B-7}
\]

Differentiating Eq. (B-7), yields
\[ \frac{\partial F}{\partial U} = G^{-1} Q^T \]  

(B-8)

For the truss element:

\[ \frac{\partial F}{\partial U} = \begin{bmatrix} \frac{\partial F_1}{\partial U} & \frac{\partial F_2}{\partial U} & \ldots & \frac{\partial F_n}{\partial U} \end{bmatrix} \]  

(B-9)

and the corresponding flexibility matrix is

\[ G_i = \frac{L_i}{E_i A_i}. \]  

(B-10)

For the beam element:

\[ \frac{\partial F}{\partial U} = \begin{bmatrix} \frac{\partial F_1}{\partial U} & \frac{\partial m_1}{\partial U} & \frac{\partial m_1}{\partial U} & \frac{\partial F_2}{\partial U} & \frac{\partial m_2}{\partial U} & \frac{\partial m_2}{\partial U} & \ldots & \frac{\partial F_n}{\partial U} & \frac{\partial m_n}{\partial U} & \frac{\partial m_n}{\partial U} \end{bmatrix}, \]  

(B-11)

and the flexibility matrix is

\[ G_i = \begin{bmatrix} \frac{L_i}{E_i A_i} & 0 & 0 \\ 0 & \frac{L_i}{3E_i A_i} & -\frac{L_i}{6E_i A_i} \\ 0 & \frac{L_i}{6E_i A_i} & \frac{L_i}{3E_i A_i} \end{bmatrix}. \]  

(B-12)

The system flexibility matrix \( G \) for truss and beam elements can be obtained by assembling Eqs (B-10) and (B-12), respectively.
B.2 Sensitivity of the Stress and Displacement Constraints using the Force Method-Explicit Part

B.2.1 Displacement Constraint

Recalling Eq. (2-42) \( (U = F) \), the explicit part for displacement constraint becomes

\[
\frac{\partial g}{\partial A} = \begin{bmatrix} \nabla U_1 & \nabla U_2 & \cdots & \nabla U_m \end{bmatrix} = J \frac{\partial G}{\partial A} F
\]  \( \text{(B-13)} \)

where \( \frac{\partial G}{\partial A} \) may be obtained by assembling \( \frac{\partial G_i}{\partial A_i} \) for each element according to Eqs. (B-10) and (B-12) for truss and beam elements, respectively. Considering \( F \) as a primary variable, the matrix \( Z \) in the force method for displacement constant is a null matrix.

B.2.2 Stress Constraint

The explicit part of the stress constraint in the force method is exactly similar to that in the displacement method mentioned in the section (B.1.2). The matrix \( Z \) can be easily constructed using Eqs. (B-2) and (B-3). For truss elements

\[
Z = \frac{\partial g}{\partial F} = \frac{\partial \sigma}{\partial F} = \begin{bmatrix}
1/A_1 & 0 \\
0 & 1/A_2 \\
& \ddots \\
0 & \cdots & \cdots & 1/A_n
\end{bmatrix}.
\]  \( \text{(B-14)} \)

The matrix \( Z \) for the beam element may be written as

\[
Z = \frac{\partial g}{\partial F} = \frac{\partial \sigma}{\partial F} = \begin{bmatrix}
1/A_1 & 0 & \cdots & 0 \\
0 & 1/A_1 & \cdots & 0 \\
& \ddots & \ddots & \ddots \\
0 & \cdots & \cdots & \cdots & 1/A_n\end{bmatrix}
\]  \( \text{(B-15)} \)
where it is assumed that \( m_i \) is less than the \( m_i^* \) for all elements.

### B.3 Sensitivity of the Linear Stiffness and Mass Matrix

Using the linear stiffness matrix for the truss element, Eq. (3-30), yields

\[
\frac{\partial k_E}{\partial A_i} = \frac{E_i}{L_i} \begin{bmatrix} 1 & 0 & -1 & 0 \\ 0 & 0 & 0 & 0 \\ -1 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}.
\] (B-16)

Using Eq. (B-4) and the local stiffness matrix for the plane beam element (Eq. 3-49), we have

\[
\frac{\partial k_E}{\partial A_i} = \frac{E_i}{L_i} \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ -1 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \end{bmatrix} \text{SYM} + \frac{E_i b}{A_i} \begin{bmatrix} 0 & 0 & 12 & \text{SYM} \\ 0 & 6L & 4L^2 & 0 \\ 0 & -6 & 0 & 0 \\ 0 & -12 & -6 & 0 \end{bmatrix}.
\] (B-17)

The sensitivity of the system linear stiffness matrix, \( \frac{\partial K}{\partial A_i} \), can be obtained by transforming Eq. (B-16) and (B-17) to the global coordinates using the rotation matrix and subsequently assembling for all the elements.

The consistent mass matrix for the truss element in two-dimension is

\[
m = \frac{\rho_i A_i L_i}{6} \begin{bmatrix} 2 & 0 & 1 & 0 \\ 0 & 2 & 0 & 1 \\ 1 & 0 & 2 & 0 \\ 0 & 1 & 0 & 2 \end{bmatrix}.
\] (B-18)
and the consistent mass matrix for the plane beam element is

\[
m = \frac{\rho, A, L}{420} \begin{bmatrix}
140 & 156 & \text{SYM} \\
0 & 22L & 4L^2 \\
70 & 0 & 140 \\
0 & 54 & 13L \\
0 & -13L & -13L^2 \\
0 & 156 & 0 \\
0 & -22L & 4L^2
\end{bmatrix}.
\] (B-19)

By inspection of Eqs. (B-18) and (B-19), the element mass matrices are linearly dependent on the cross-sectional areas; therefore they can be easily differentiated.

**B.4 Sensitivity of the matrix \( S \) in the force method**

Recalling that the matrix \( S \) is the combination of the equilibrium equation and the compatibility conditions, it can be expressed as

\[
S = \begin{bmatrix}
Q \\
C \\
G
\end{bmatrix}.
\] (B-20)

Recalling that equilibrium matrix, \( Q \) and compatibility matrix \( C \) do not depend on the design variables (cross-sectional areas), we have

\[
\frac{\partial S}{\partial A_i} = \begin{bmatrix}
0 \\
\ldots \\
C \frac{\partial G}{\partial A_i}
\end{bmatrix}.
\] (B-21)
where the sensitivity of the flexibility matrix, \( \frac{\partial G}{\partial A_i} \), may be computed for truss and plane beam element using Eq. (B-10) and (B-12).