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ABSTRACT

With the evolution of multimedia systems, image and video compression is becoming the key enabling technology for delivering various image/video services over heterogeneous networks. The basic goal of image data compression is to reduce the bit rate for transmission and storage while either maintaining the original quality of the data or providing an acceptable quality.

This thesis proposes a new wavelet transform for lossless compression of images with application to medical images. The transform uses integer arithmetic and is very computationally efficient. Then a new color image transformation, which is reversible and uses integer arithmetic, is proposed. The transformation reduces the redundancy among the red, green, and blue color bands. It approximates the luminance and chrominance components of the YIQ coordinate system. This transformation involves no floating-point/integer multiplications or divisions, and is, therefore, very suitable for real-time applications where the number of CPU cycles needs to be kept to a minimum.

A technique for lossy compression of an image data base is also proposed. The technique uses a wavelet transform and vector quantization for compression. The discrete cosine transform is applied to the coarsest scale wavelet coefficients to achieve even higher compression ratios without any significant increase in computational complexity. Wavelet denoising is used to reduce the image artifacts generated by quantizing the discrete cosine transform coefficients. This improves the subjective quality of the decompressed images for very low bit rate images (less than 0.5 bits per pixel).

The thesis also deals with the real-time implementation of the wavelet transform. The new wavelet transform has been applied to speech signals. Both lossless and lossy techniques for speech coding have been implemented. The lossless technique involves using the reversible integer-arithmetic wavelet transform and Huffman coding to obtain the compressed bitstream. The lossy technique, on the other hand, quantizes the wavelet coefficients to obtain higher compression ratio at the expense of some degradation in sound quality. The issues related to real-time wavelet compression are also discussed. Due to the limited size of memory on a DSP, a wavelet transform had to be applied to an input signal of finite length. The effects of varying the signal length on compression performance are also studied for different reversible wavelet transforms. The limitations of the proposed techniques are discussed and recommendations for future research are provided.
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Notation

- The symbols $\mathbb{Z}$, $\mathbb{R}$, and $\mathbb{C}$ denote the sets of integers, real numbers, and complex numbers, respectively.
- $\mathcal{L}^p(\mathbb{R})$ is a real inner product space of measurable functions such that
  \[ \int_{-\infty}^{\infty} |f(x)|^p \, dx < +\infty \]
- The classical norm of $f(x) \in \mathcal{L}^1(\mathbb{R})$ is given by
  \[ \|f\|_{\mathcal{L}^1} = \int_{-\infty}^{\infty} |f(x)| \, dx \]
- $\mathcal{L}^2$ norm is given by
  \[ \|f\|^2 = \int_{-\infty}^{\infty} |f(x)|^2 \, dx \]
- $\mathcal{L}^2(\mathbb{R}^n)$ is an inner product space of measurable square integrable $n$-dimensional functions.
- The classical norm of $f(x_1, x_2, \ldots, x_n) \in \mathcal{L}^2(\mathbb{R}^n)$ is given by
  \[ \|f\|^2 = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} |f(x_1, x_2, \ldots, x_n)|^2 \, dx_1 \, dx_2 \cdots \, dx_n \]
- The series $V_0$, $V_1$, $V_2$, $\ldots$ refers to the sequence of subspaces in $\mathcal{L}^2(\mathbb{R})$.
- The symbols ‘$\oplus$’ and ‘$\otimes$’ refer to the tensor sum and tensor product of two subspaces, respectively.
- The symbol $j$ denotes the quantity $\sqrt{-1}$.
- Functions of a continuous variable are indicated with round parenthesis, for example, $f(t)$ where $t \in \mathbb{R}$.
- Functions of a discrete variable are indicated with square parenthesis, for example, $x[n]$ where $n \in \mathbb{Z}$.
- Bold face symbols are usually used to represent vector or matrix variables.
- The quantity $A^T$ denotes the transpose of $A$.
- The quantity $A^*$ denotes the conjugate of $A$. 
• The z-transform of a discrete sequence \( x[n] \) is denoted as \( X(z) \) and is defined as
\[
Zx[n] = X(z) = \sum_{n=-\infty}^{\infty} x[n] z^{-n}
\] (0.1)

• The inner product of two functions in the continuous variable case is defined as
\[
< f(t), g(t) > = \int_{-\infty}^{+\infty} f(t)g^*(t) dt
\] (0.2)
and in the discrete variable case as
\[
< f[n], g[n] > = \sum_{n=-\infty}^{n=\infty} f[n]g^*[n]
\] (0.3)

• The delta function \( \delta[n] \) is defined as
\[
\delta[n] = \begin{cases} 
1 & \text{for } n = 0 \\
0 & \text{otherwise}
\end{cases}
\] (0.4)

• The notation \( f * g \) stands for convolution of \( f \) and \( g \)

• The notation \( [x] \) denotes the greatest integer not more than \( x \) (or equivalently \( x \) is rounded to the nearest integer towards \( -\infty \)).

• Filter coefficients are assumed to be real unless stated explicitly.

• The sampling period of discrete sequences is assumed to be one unless stated otherwise.

• A filter \( H \) has a transfer function \( H(z) \). That is, roman font is used to name a particular filter while italics are used to indicate the transfer function associated with it.
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Chapter 1

Introduction

Traditional image compression techniques have been designed to exploit the statistical redundancy present within real world images. The discrete cosine transform is one example of this statistical approach. Removing redundancy can only give a limited amount of compression; to achieve high memory savings, some of the non-redundant information must be removed. By using methods that closely mimic the human visual system (HVS), compression can take into account the importance of each individual coefficient and code accordingly. Psychophysicists and visual psychologists have discovered that the eye filters the image into a number of bands, each approximately one octave wide in frequency. Further, in the spatial domain, the image should be considered to be composed of information at a number of different scales. Wavelets decompose the image into multiple bands at octave frequencies similar to the multiple channel models of the HVS. New compression techniques based on the wavelet transform are getting extremely popular these days. Wavelet technology can help attain higher transmission speeds and clearer pictures than the conventional statistical methods by providing higher compression ratios and reduced computational complexity.

1.1 Historical overview

Wavelets, filter banks, and multi-resolution signal analysis, which have been used independently in the field of applied mathematics, signal processing, and computer vision, respectively, have recently converged to form a single theory. The first wavelet system was constructed by Haar [1] in 1910. The Haar wavelet system, as it is now known, uses piecewise constant functions as its basis to decompose the input signal. Although wavelet theory has many close ties to science and engineering since the early 1900s, these linkages were not discovered until the early 1980s. Until that time wavelet theory was a disjoint set of ideas that lacked a unified framework.

The vast majority of developments in the wavelet theory and applications occurred in the
mid 1980s. In 1984, the term ‘wavelet’ was introduced by Grossman and Morlet [2]. In 1988, a tremendous breakthrough in wavelets was brought about by Daubechies [3]. In this classic paper, Daubechies introduced a family of compactly supported wavelet systems that satisfy the property of orthogonality and perfect reconstruction. In 1989, Mallat [4] presented the theory of multiresolution analysis that later became popular as the Mallat algorithm. This algorithm provided an easy insight to engineers and physicists in applying wavelet concepts to diverse fields such as signal processing etc. In 1992, Cohen, Daubechies and Feauveau [5] established the theory of biorthogonal wavelet filters commonly known as the CDF filters. Unlike orthogonal wavelet filters (except for the trivial case of the Haar and other Haar-like transforms), biorthogonal filters allow for symmetric finitely-supported basis functions. The symmetry property can offer significant benefits in many applications, image data compression being one of them. Wavelet transforms have proven to be extremely useful for image coding as many researchers have shown (e.g., [6]-[23]). Consequently such transforms have been used extensively in many image data compression algorithms. In 1993, Shapiro [9] introduced the concept of embedded coding. His coding scheme, called embedded zerotree wavelet (EZW) coding, was based on wavelet transforms. Due to the obvious advantages of the embedded property in many applications, embedded coding quickly grew in popularity especially as a means of building unified lossless/lossy compression systems. In 1995, Zandi et al. [10] proposed compression with reversible embedded wavelets (CREW), a reversible embedded image compression system based on some ideas of Shapiro. Not long after, in 1996, Said and Pearlman [11] introduced a new coding scheme known as set partitioning in hierarchical trees (SPIHT), which is conceptually similar to EZW with some implementation improvements.

Apart from the embedded coding techniques which involve using highly complex coders and decoders, there are other wavelet-based techniques that became popular in certain areas of image compression. One of them is known as vector quantization (VQ). Although the concept of vector quantization has been around for decades [12], applying VQ to a wavelet transform was introduced by Barlaud et al. in 1989 [13]. Modifications to the VQ approach were later reported in various other publication [14], [15].

1.1.1 Need for compression

The need of compression emerges from the fact that any real data gathered through a data acquisition system always has some degree of correlation. The degree of correlation depends on the type of data and the amount of noise in the data. Compression is widely used in
many areas, e.g., image processing, speech coding, medicine and the Internet, to name a few. Even though data memories are getting cheaper and faster, there will be cases where compression of data is necessary. For example:

1. To store a moderately large image, say a $512 \times 512$ pixels, 24-bit color image, requires about 0.75 MBytes. A video signal typically has 30 frames per second.
2. A standard 35 mm photograph digitized at 12 μm resolution requires about 18 MBytes.
3. One second of NTSC color video entails 23 MBytes.

This shows that one can easily find situations where the current hardware is inadequate, either technically or economically. Compression techniques can reduce this gap by

- saving storage,
- saving CPU time, or by
- saving transmission time.

The requirement for compression has become even more critical with the boom in Internet. Various multimedia protocols such as H.323 and H.324 have built-in compression of audio and video signals to minimize the bandwidth per channel. Some of the Internet applications such as voice over Internet protocol (VoIP) use state of the art audio coders such as G.728 and G.729A [16] [17].

The major requirement of compression is that one should be able to quickly switch between the original and the compressed data.

1.2 Contributions of the thesis

This thesis studies reversible wavelet transforms and their application to lossless compression of speech and image signals. The ideas are drawn from all of the previously described developments, but of most direct importance are the reversible wavelet transforms proposed by Boliek et al. [10] and the S+P transform proposed by Said and Pearlman [11]. Many of the ideas on reversible wavelets are closely related to ideas presented in these two papers. Apart from lossless compression, wavelets have also been used for lossy compression of images. Many existing wavelet-based lossy compression techniques are based on embedded coding techniques [9], [11]. In this thesis, focus is directed towards using vector quantization [12] and wavelets for lossy compression. Some of the topics addressed in detail are as follows:

- Lossless Compression
1. Introduction

- a new reversible transform and comparison with existing transforms with focus on medical image compression
- extension of the reversible transformations to the class of color images
- practical issues associated with the implementation of transforms such as computational complexity

• Lossy Compression
- a mixed transform technique based on the discrete wavelet transform and the discrete cosine transform with vector quantization technique
- methods of minimizing quantization artifacts using post processing

• Practical Implementation
- practical issues related to real-time implementation of reversible transform techniques
- effects of block wavelet transform on compression performance and computational complexity

1.3 Thesis organization

The thesis is divided into six chapters. The first two chapters provide introductory and background material necessary to understand the rest of the thesis. The remaining chapters present a combination of fundamentals and research results in detail.

In Chapter 2, concepts underlying multirate filter banks and wavelet transforms are outlined. The chapter begins by presenting the fundamentals of multirate filter banks and wavelet-based decomposition. A special class of wavelets called reversible wavelets [10] is described. This is followed by methods of quantizing the wavelet coefficients. Two different quantization techniques, namely, scalar quantization and vector quantization, are discussed. Finally, different types of encoders are discussed. The advantages of wavelet coders over other entropy coders are also discussed.

In Chapter 3, a new reversible transform is proposed. The transform is used for the compression of medical images. The performance achieved is compared with that achieved with other existing lossless compression techniques. The transform is then extended to compress color images. A new reversible color image transformation to remove spectral redundancy among the color bands is also presented. Results obtained with the new transform are compared with results obtained with some of the existing reversible transforms.

In Chapter 4, a technique for lossy compression of images is presented. The technique
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uses wavelets and vector quantization for the compression of the wavelet coefficients and DCT with scalar quantization for encoding the scaling coefficients. The results are compared with results obtained with state of the art wavelet coders such as the EZW [9] and SPIHT [11] coders. Subjective results are also given.

In Chapter 5, the proposed reversible wavelet transform is used for the compression of speech signals. Real-time implementation was done on the TMS320C30 DSP. Issues concerning the real-time wavelet transform (called block wavelet transform) are also discussed. Both lossless and lossy speech coding are implemented. The results are compared with results obtained with some of the existing coders.

Finally, Chapter 6 summarizes some of the more important contributions and results presented in the thesis. The chapter concludes by putting forward some suggestions and directions for future work.
Chapter 2

Overview of Wavelet-Based Compression Methods

2.1 Introduction

Coding is the process of finding a representation of a given signal. It is usually used to either find a representation with less redundancy so that fewer bits are required to encode the given signal, or to add redundancy in order to facilitate error detection/correction of the signal transmitted over noisy channels. The former coding approach is also called compression. With the boom in multimedia and high-resolution video containing a high degree of redundancy, compression has gained widespread attention in both research and industry.

There are essentially two basic kinds of compression schemes: lossless and lossy. In the case of lossless compression, one is interested in reconstructing the data exactly, without any loss of information. Lossless compression is often used for compressing text files and medical images. Lossy compression, on the other hand, can tolerate errors in the image as long as the quality of the signal is 'acceptable' after compression. Although the term 'acceptable' is subjective, an acceptable approximation of the signal is one that is, for practical purposes, visually indistinguishable from the original signal.

The general structure of an image compression system is as shown in Figure 2.1. In this diagram $x[i,j]$ represents the original image. The transform is applied to the original image to reduce the spatial or spectral correlation or both, to generate the transformed image $y[k,l]$. The transformed image is quantized to obtain a quantized image $y_q[k,l]$. Quantization is used to discard any coefficients deemed to be insignificant. This results in loss of information content from the image and thus the compression is lossy. In the case of lossless compression, no quantization is performed since no loss of information can be
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The quantized image is encoded to obtain the final compressed bit stream $b[m]$. There are various types of encoders and entropy encoder is one of them. Entropy is a measure of the amount of information in an object. For example, a speech signal with periods of silence will have lower entropy than a signal with no periods of silence. Entropy can be expressed in bits. In this form, it is generally referred to as information content. Every non-random signal has some degree of redundancy or correlation in itself. By an appropriate prediction algorithm, the redundancy can be removed thus reducing the entropy of the signal as well (entropy is directly proportional to information content). As reduction in entropy reduces the average number of bits per sample of the signal, it results in the overall compression of the signal. An encoder using this concept of reducing entropy to achieve compression is an entropy encoder. The entropy is reduced by using the fact that a symbol with higher probability of occurrence should use fewer bits compared to a symbol with lower probability of occurrence. At the receiver, the coded bit stream is decoded using an equivalent entropy decoder followed by an inverse transformation to obtain the decompressed image.

In the sections that follow, each of these two or three stages (for lossless or lossy compressions, respectively) in a compression system are discussed in detail.

2.2 The transformation stage

The aim of compression is to remove redundancy from the original data so that the same information (or slightly less) can be coded in a fewer bits. Correlated data is characterized by the fact that one can, given a part of the data, fill in the missing part. Several types of correlation exist. They can be characterized as follows:

- Spatial correlation: One can often predict the value of a pixel in an image by looking at the neighboring pixels.
- Spectral correlation: One can predict one frequency component by looking at the neighboring frequency components. This means that a spectral transform (Fourier transform, for example) of a signal is smooth.
Spatial decorrelating transforms

A spatial decorrelating transform removes the correlation from an image by using the neighboring pixel values. A predictor is used to estimate the current value of the pixel based on previous pixels. Different types of predictors have been reported in the literature. A compression scheme based on this approach is called predictive coding. The current pixel value is estimated based on the neighboring pixels and the type of predictor being used. The difference between actual and estimated value is called the prediction error (or error residual). For lossless compression, the prediction error is stored without any loss using entropy coding and is used to obtain the final bit stream. On the other hand, if the compression is lossy, the error residual is quantized and then coded to obtain the bit stream. The predictor can also be adaptive in which case its coefficients change with the type of signal being coded. The Joint Photographic Experts Group, also known as JPEG, uses a variety of lossless predictors [18] for predicting the current pixel value based on the neighboring pixels. Generally the predicted value of the current pixel is estimated by using the past pixel values in the rows and columns. The more the number of neighboring pixels used for prediction, the higher is the order of the predictor. A further possibility is to delay the encoding of a pixel until the 'future trend' of the signal can be observed, and then take advantage of this trend. This is called delayed coding [19].

The Joint Bilevel Image Group, also known as JBIG [20], uses a set of predictors to estimate the current pixel value. Although JBIG is generally for the coding of binary images, it can efficiently code images with resolution up to 4 bits/pixel. However, beyond that, its performance tends to suffer compared to other transform-based methods. The main advantage of the predictive coding technique is that it involves very few computations compared to spectral-correlation and hybrid coding methods. Various applications where predictive coders are used can be found in [21], [22].
2.2.2 Spectral-decorrelating transforms

In spectral-decorrelating transforms, the input image is partitioned into blocks of pixels and each block of pixels is processed separately. The pixels in each block are transformed in the frequency domain (spatial frequency in rows and columns) using a linear-orthonormal transformation. A linear transformation is an information preserving process. The main objective of a transformation is to produce statistically independent (or at least uncorrelated) transform coefficients so that they can be coded independently of each other with good efficiency. Another objective is energy compaction, which means concentrating the energy to a few coefficients and thereby making as many coefficients as possible small enough that they need not be transmitted. Most of the spectral transforms achieve these objectives reasonably well. The most commonly known transforms are the discrete Fourier transform (DFT), the Walsh-Hadamard transform (WHT), the Karhunen-Loeve transform (KLT) and the discrete cosine transform (DCT) to name a few [19]. Although the KLT achieves the theoretical limit of performance of any decorrelation technique (in other words, its coefficients are uncorrelated), the DCT provides a good balance between performance and computational complexity. Hence it is most widely used, and in certain circumstances, its performance can come close to that of the KLT [8]. Recently, subband coding has also been used for image compression. This involves filtering the image through a bank of filters. The output of each of the filters has information within the passband of the filter. The advantage of subband coding is that the quantization of each of the subbands can be done based on human perception, thus improving the subjective quality of the decompressed image. A specific family of transforms used to obtain a type of subband decomposition of signals, called wavelets, has received considerable attention in recent years [3]. Wavelets can be very closely related to subband filters, with some additional properties, that make them favorable for image compression [23]. One of the main features of wavelets is their time-frequency representation. Wavelets have higher frequency resolution at lower frequencies and lower frequency resolution at higher frequencies. This is attributed to the nonuniform bandwidths of the filters used at each spatial resolution. Figure 2.2(a) shows the time-frequency representation for uniform filter banks. The frequency resolution is constant at different frequencies. The same also holds for time resolution. This is the characteristic of the short-time Fourier transform (STFT). Consider a signal \( x(t) \) and assume that it is stationary over an arbitrary window function \( h(t) \) of limited duration, centered at time location \( \tau \). The Fourier transform of the windowed signals \( x(t) h^*(t - \tau) \) yields the STFT.
Figure 2.2. (a) Uniform bandwidth filter banks. (b) Wavelet filter banks.
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as

\[
\text{STFT}(\tau, f) = \int_{-\infty}^{\infty} x(t) h^*(t - \tau) e^{-2j\pi ft} \, dt
\]  

(2.1)

which maps the signal onto a two-dimensional function in the time-frequency plane. However, the analysis depends critically on the choice of the window \( h(t) \). Figure 2.2(b) shows the time-frequency representation for nonuniform filter banks (e.g., wavelets). The frequency resolution is higher at lower frequencies and lower at lower frequencies. On the other hand, time resolution is higher at higher frequencies and lower at higher frequencies. The transformations that use both frequency and spatial correlation in an image fall in the the category of so called hybrid transforms. In the next section, we discuss the basic theory of wavelets and provide details on the current trends.

2.2.3 Hybrid transforms: Wavelets

Time-frequency representation, also called multiresolution representation, is a general method for constructing orthonormal bases, developed by Mallat and Meyer [24]. Intuitively, multiresolution slices the space of square integrable functions \( L^2 \) into a nested sequence of subspaces \( V_i \), where each \( V_i \) corresponds to a different scale. The multiresolution is completely determined by the choice of a special function called the scaling function.

2.2.4 Definition of multiresolution analysis

Multiresolution analysis provides a natural framework for understanding the wavelet basis, and for the construction of new examples. The concept of multiresolution approximation of a function was introduced by Mallat [4] and provides a powerful framework to understand wavelet decomposition and reconstruction. Before the theory of multiresolution analysis is presented, it is worthwhile to discuss the concept of orthonormal basis. This concept is widely used in the development of multiresolution analysis.

2.2.4.1 Orthonormal basis

A family of elements \( \{u_n\} \), \( n \in I \), (I countable index set), is called orthonormal if \( \forall n \in I \), \( \|u\| = 1 \) and

\[
\langle u_i, u_j \rangle = \delta_{ij}, \quad \forall i, j \in I
\]  

(2.2)

where \( \langle u_i, u_j \rangle \) is the inner product of \( u_i \) and \( u_j \) as given in Equation 0.3. Then \( \{u_n\}_{n \in I} \) is called an orthonormal set. An orthonormal set is complete if it satisfies the property
of completeness. An orthonormal set of functions, \( \{u_n\}, \ n \in I \), (I countable index set) belonging to \( L^2(\mathbb{R}) \) space, is said to be complete if there exists no functions different from zero in \( L^2(\mathbb{R}) \) which is orthogonal to all functions \( u_n \). A complete orthonormal set is also called an orthonormal basis (or standard basis). Background theory on completeness can be found in [25].

As a consequence of this property of completeness, for any arbitrary function \( u \) in \( L^2(\mathbb{R}) \), if \( \langle u, u_n \rangle = 0 \) for all \( n \in I \), \( u \) must be zero. In this case, \( u \) can be represented as

\[
\sum_{n \in I} \langle u, u_n \rangle u_n
\]

and

\[
\|u\|^2_{FS} = \sum_{n \in I} |\langle u, u_n \rangle|^2
\]

Equation 2.3 is the generalized form of the Fourier series with any arbitrary orthonormal basis \( \{u_n\}, \ n \in I \).

Examples

The functions \( e^{ikx}, \ k \in I \) form a complete orthogonal set in \( L^2[0,2\pi] \). Another example of orthonormal basis in \( L^2(\mathbb{R}) \) is

\[
f_{m,n}(x) = 2^{-m/2} f(2^{-m}x - n)
\]

where

\[
f(x) = \begin{cases} 
1, & 0 \leq x < 1/2 \\
-1, & 1/2 \leq x < 1 \\
0, & \text{otherwise}
\end{cases}
\]

2.2.4.2 Scaling function and the mother wavelet

A multiresolution analysis consists of a sequence of successive approximation spaces \( V_j \) (closed subspaces) that satisfy the relation

\[
\cdots \subset V_2 \subset V_1 \subset V_0 \subset V_{-1} \subset V_{-2} \subset \cdots
\]

with

\[
\bigcup_{j \in I} V_j = L^2(\mathbb{R})
\]
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and

\[ \bigcap_{j \in I} V_j = \{0\} \quad (2.8) \]

If \( P_j \) is the orthogonal projection operator onto \( V_j \), then

\[ \lim_{j \to -\infty} P_j f = f \quad \forall f \in L^2(\mathbb{R}) \quad (2.9) \]

An additional requirement for the multiresolution analysis is

\[ f(t) \in V_j \iff f(2^j t) \in V_0 \quad (2.10) \]

In other words, all the spaces are scaled versions of the control space \( V_0 \). Moreover,

\[ f(t) \in V_0 \Rightarrow f(t - n) \in V_0 \text{ for all } n \in I \quad (2.11) \]

In summary, the five conditions for a set of subspaces \( V_j \subset L^2(\mathbb{R}) \) to be suitable for multiresolution analysis are

1. \( \cdots V_2 \subset V_1 \subset V_0 \subset V_{-1} \subset V_{-2} \cdots \)
2. \( \bigcup_{j \in I} V_j = L^2(\mathbb{R}) \), \( \bigcap_{j \in I} V_j = \{0\} \)
3. \( f(t) \in V_j \iff f(2t) \in V_{j-1} \)
4. There exists \( \phi \in L^2 \) such that \( V_0 = \{ f \mid f(t) = \sum_i \alpha_i \phi(t - i) \} \), \( \phi \) is also known as the scaling function.
5. \( \{ \phi_n(t) = \phi(t - n) \} \) is an orthonormal basis of \( V_0 \).

These shall be referred as the five axioms of multiresolution analysis. If any orthonormal basis satisfies all of the above conditions, it could be a valid wavelet basis for multiresolution analysis.

The basic tenet of multiresolution analysis is that whenever collection of closed subspaces satisfies axioms 1-5 of multiresolution analysis, then there exists an orthonormal wavelet basis \( \{ \psi_{j,k}; j, k \in \mathbb{Z} \} \) of \( L^2(\mathbb{R}) \), \( \psi_{j,k}(x) = 2^{-j/2}\psi(2^{-j}x - k) \), such that, for all \( f \) in \( L^2(\mathbb{R}) \),

\[ P_{j-1}f = P_j f + \sum_{k \in \mathbb{Z}} \langle f, \psi_{j,k} \rangle \psi_{j,k} \quad (2.12) \]

where \( P_j \) is the orthogonal projection onto \( V_j \). Please refer to [3] for details.

Now, if we call \( W_j \) the orthogonal complement of \( V_j \) in \( V_{j-1} \), i.e.,

\[ V_{j-1} = V_j \oplus W_j \quad (2.13) \]
then $W_j$ contains the details necessary to go from $V_j$ to $V_{j-1}$. Iterating Equation 2.13 gives

$$V_{j-1} = W_j \oplus W_{j+1} \oplus W_{j+2} \oplus \cdots$$  (2.14)

By virtue of axioms 2 and 3 for multiresolution analysis, this implies that

$$L^2(\mathbb{R}) = \oplus_{j \in \mathbb{Z}} W_j,$$  (2.15)

a decomposition of $L^2(\mathbb{R})$ into mutually orthogonal subspaces. In other words, a given resolution can be attained by a sum of added details.

If a function $\phi$ defines an orthonormal basis of $V_0$ such that it satisfies the five conditions for multiresolution analysis, it is called the scaling function of the wavelet basis. Thus, if $V_0 \subset V_{-1}$, then

$$\phi(x) = \sum_{k \in I} c_k \phi(2x - k)$$  (2.16)

where $\phi(x)$ is the scaling function. Integrating both sides of Equation 2.16 with respect to (w.r.t) $x$, we obtain

$$\int_{-\infty}^{\infty} \phi(x)dx = \int_{-\infty}^{\infty} \sum_{k \in I} c_k \phi(2x - k)dx$$

$$= \sum_{k \in I} c_k \int_{-\infty}^{\infty} \phi(2x - k)dx$$  (2.17)

Assuming $\phi \in L^1(\mathbb{R}) \cup L^2(\mathbb{R})$ such that $\int_{-\infty}^{\infty} \phi(x)dx = 1$, and substituting $2x - k$ with $x'$, Equation 2.18 can be written as

$$1 = \sum_{k \in I} c_k \int_{-\infty}^{\infty} \phi(x')dx'/2$$  (2.19)

Substituting $\int_{-\infty}^{\infty} \phi(x)dx = 1$ in 2.19 above, we get

$$\sum_{k} c_k = 2$$  (2.20)

Also, if $\phi(x)$ satisfies the orthogonality condition which states that,

$$\langle \phi(x), \phi(x - m) \rangle = 2\delta_{0m} \forall m \in I$$  (2.21)

and also satisfies the dilation equation given in Equation 2.16, it can be shown that

$$\sum_{k} c_k c_{k-2m} = 2\delta_{0m}, \forall m \in I$$  (2.22)
where
\[ \delta_{0m} = \begin{cases} 1, & m = 0 \\ 0, & \text{otherwise} \end{cases} \]

Another condition which governs the choice of the \( c_k \)'s is the *approximation* condition, which is as follows: If \( p \) is a natural number, then
\[ \sum_k (-1)^k k^m c_k = 0 \] (2.23)

for \( m = 0, 1, 2, \ldots, p - 1 \).

It can be shown that the number \( p \) characterize the smoothing function \( \phi(x) \) such that polynomial functions of degree \( p - 1 \) or less, are linear combinations of \( \phi(x) \) and its integer translates [26]. Moreover, the higher the value of \( p \), the greater the number of nonzero \( c_k \)'s in the orthonormal basis [27].

If the scaling function \( \phi \) is given by Equation 2.16 and the wavelet basis is defined by Equation 2.12, then it can be shown [3] that the *mother wavelet* \( \psi(x) \) is given by
\[ \psi(x) = \sum (-1)^n c_{1-n} \phi(2x - n) \] (2.24)

and
\[ \psi_{j,k}(x) = 2^{-j/2} \psi(2^{-j}x - k) \] (2.25)

If \( P_j \) is the projection on \( V_j \) and \( Q_j \) is the projection on \( W_j \), then
\[ P_{j-1} f = P_j f + Q_j f \] (2.26)

where
\[ Q_j f = \sum_{k \in I} < f, \psi_{j,k} > \psi_{j,k}(x) \] (2.27)

Thus,
\[ f(x) = \sum_{j,k \in I} < f, \psi_{j,k} > \psi_{j,k} \] (2.28)

Therefore, we can store the information in the form of wavelet coefficients \( < f, \psi_{j,k} > \), for different values of \( j \) and \( k \). These inner products are called the wavelet coefficients of the function \( f(x) \). So, if we have an approximation of a signal at the resolution corresponding to \( V_j \), then a better approximation is obtained by adding the details corresponding to \( W_j \).
This amounts to a weighted sum of wavelets at that scale. Equation 2.12 describes this relationship where \(< f, \psi_{j,k} >\) are the wavelet coefficients (or weights) of the mother wavelet \(\psi(x)\) at the scale \(j\). Thus, by iterating this idea, a square integrable signal can be seen as the successive approximation or weighted sum of wavelet basis \(\{\psi_{j,k}; j, k \in \mathbb{Z}\}\) at finer and finer scales (with some of these).

2.2.4.3 Calculation of one dimensional wavelets coefficients

In this section, the weighting coefficients for the orthonormal \(D_4\) wavelet basis are derived [3]. By using the approximation and orthogonality conditions on the wavelet coefficients together with the summation condition, then from Equations 2.20, 2.22 and 2.23, we get a set of equations as

\[
\sum_{k=0}^{3} c_k = 2 \tag{2.29}
\]

\[
\sum_{k=0}^{3} c_k c_{k-2m} = 2 \delta_{0m} \tag{2.30}
\]

\[
\sum_{k \in \mathbb{I}} (-1)^k k^m c_k = 0 \text{ for } m = 0, 1 \tag{2.31}
\]

Expanding the above equations, we get

\[
c_0 + c_1 + c_2 + c_3 = 2 \tag{2.32}
\]

\[
c_0c_2 + c_1c_3 = 0 \tag{2.33}
\]

\[-c_1 + 2c_2 - 3c_3 = 0 \tag{2.34}
\]

\[
c_0 - c_1 + c_2 - c_3 = 0 \tag{2.35}
\]

\[
c_0^2 + c_1^2 + c_2^2 + c_3^2 = 2 \tag{2.36}
\]

Solving the first four equations simultaneously, we get

\[
c_0 = \frac{1 + \sqrt{3}}{4}
\]

\[
c_1 = \frac{3 - \sqrt{3}}{4}
\]
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\[ c_2 = \frac{3 + \sqrt{3}}{4} \]

\[ c_3 = \frac{1 - \sqrt{3}}{4} \]

It can be shown that Equation 2.36 is dependent on the rest of the four equations. Squaring both sides of Equations 2.32 and 2.35 and adding, we get

\[ 2(c_0^2 + c_1^2 + c_2^2 + c_3^2) + 4(c_0c_2 + c_1c_3) = 4 \]

By using Equation 2.33, we get \( c_0^2 + c_1^2 + c_2^2 + c_3^2 = 2 \) which is Equation 2.36.

Clearly increasing the value of \( p \) in Equation 2.23 increases the number of nonzero wavelet coefficients and thus smoothes the scaling function [27]. For example, if \( p = 2 \), then one can reconstruct exactly any factor which is a sum of linear equations. If \( p = 3 \), then any quadratic curve can be decomposed and reconstructed exactly using those wavelet coefficients. But, the number of nonzero coefficients increase as the value of \( p \) is increased, thus adding to the computational complexity.

2.2.4.4 Signal decomposition and reconstruction by using wavelets

The decomposition of a signal can be performed by using an algorithm introduced by Mallat [4] called the cascade algorithm. This algorithm decomposes the signal by taking the projections on the set of subspaces \( \{W_j\} \) generated by the scaled mother wavelet \( \{\psi_{j,n}\} \).

Clearly, as we increase the value of \( j \), we shift to coarser scales. If

\[ f(x) = \sum_n a_n^0 \phi_{0,n}(x) \]  

(2.37)

where \( a_n^0 = \langle f, \phi_{0,n} \rangle \), then \( f \in V_0 \).

Moving to coarser scales \( V_j, j > 0 \) discards some fine information contained in the wavelet components. Note that the set of subspaces \( \{W_j\} \) are orthogonal to each other, i.e.,

\[ W_i \cap W_j = \begin{cases} W_i, & i = j \\ 0, & \text{otherwise} \end{cases} \]  

(2.38)

In this way, no information of the signal is lost in the decomposition. In general, if we transform from \( V_0 \rightarrow V_1 \), i.e., \( P_1 : V_0 \rightarrow V_1 \), then

\[ P_1 f = \sum_n a_n^0 P_1(\phi_{0,n}(x)) \]  

(2.39)

\[ = \sum_n a_n^0 \sum_l \langle \phi_{0,n}, \phi_{1,l} \rangle \phi_{1,l} \]  

(2.40)
However, from 2.16

\[ < \phi_{0,n}, \phi_{1,l} > = \frac{1}{\sqrt{2}} c_{n-2l} \]  
\[ (2.41) \]

Therefore,

\[ P_1 f = \frac{1}{\sqrt{2}} \sum_n a_n^0 \sum_l c_{n-2l} \phi_{1,l} \]  
\[ = \frac{1}{\sqrt{2}} \sum_l \left( \sum_n c_{n-2l} a_n^0 \right) \phi_{1,l} \]  
\[ (2.43) \]

Moreover as \( P_1 \) is the projection of subspace \( V_0 \) onto \( V_1 \), \( P_1 f \in V_1 \). Hence,

\[ P_1 f = \sum_l a_l^1 \phi_{1,l} \]  
\[ (2.45) \]

where \( a_l^1 = < f, \phi_{1,l} > \), for all \( l \in \mathbb{Z} \). Comparing Equations 2.44 and 2.45, we get

\[ a_l^1 = \frac{1}{\sqrt{2}} \sum_n c_{n-2l} a_n^0 \]  
\[ (2.46) \]

Generalizing this to any transformation \( P_j : V_{j-1} \rightarrow V_j \), we get

\[ a_l^j = \frac{1}{\sqrt{2}} \sum_n c_{n-2l} a_{n-l}^{j-1} \]  
\[ (2.47) \]

where \( a_l^j = < f, \phi_{j,l} > \). As the subspace \( V_j \) is a coarser approximation to \( V_{j-1} \), the transformation matrix given in Equation 2.47 is called the lowpass filter matrix or the L-matrix.

In order to get the wavelet components, i.e., \( Q_1 : V_0 \rightarrow W_1 \), we can write

\[ Q_1 f = \sum_n a_n^0 Q_1(\phi_{0,n}(x)) \]  
\[ = \sum_n a_n^0 \sum_l < \phi_{0,n}, \psi_{1,l} > \psi_{1,l} \]  
\[ (2.48) \]

However, from 2.24

\[ < \phi_{0,n}, \psi_{1,l} > = \frac{1}{\sqrt{2}} (-1)^n c_{1-n+2l} \]  
\[ (2.50) \]
Therefore,

\[
Q_1[\phi_{0,n}(x)] = \frac{1}{\sqrt{2}} \sum_n a_n^0 \sum_l (-1)^n c_{l-n+2l} \psi_{1,l}(x) \tag{2.51}
\]

\[
= \sum_l \left[ \frac{1}{\sqrt{2}} \sum_n (-1)^n c_{l-n+2l} a_n^0 \right] \psi_{1,l}(x) \tag{2.52}
\]

\[
= \sum_l b_l^1 \psi_{1,l}(x) \tag{2.53}
\]

where

\[
b_l^1 = \frac{1}{\sqrt{2}} \sum_n (-1)^n c_{l-n+2l} a_n^0 \tag{2.54}
\]

Generalizing, we get

\[
b_l^j = \frac{1}{\sqrt{2}} \sum_n (-1)^n c_{l-n+2l} a_n^{j-1} \tag{2.55}
\]

As the subspace \(W_j\) contains the details that were missing in \(V_j\) relative to \(V_{j-1}\), the transformation matrix given in the above equation is called the highpass filter matrix or the \(H\)-matrix. Combining Equations 2.47 and 2.55, we get

\[
a^j = L a^{j-1} \tag{2.56}
\]

\[
b^j = H a^{j-1} \tag{2.57}
\]

In most practical applications, \(a_n^0\) is assumed to be same as the discrete input sequence \(f(n)\) where \(f(n) = f(x)|x=n\) for \(n \in \mathcal{N}\). In other words, the input sequence is assumed to be identical to the finest scale of wavelet decomposition. Please refer to Appendix A for more details.

For signal reconstruction from the wavelet components and the signal at coarsest scale, we use

\[
P_{j-1}f = P_jf + Q_jf = \sum_l a_l^j \phi_{j,l}(x) + \sum_l b_l^j \psi_{j,l}(x) \tag{2.58}
\]

Also

\[
P_{j-1}f = \sum_l a_l^{j-1} \phi_{j-1,l}(x) \tag{2.59}
\]

where

\[
a_l^{j-1} = <P_{j-1}f, \phi_{j-1,l}> \tag{2.60}
\]
Substituting value of $P_{j-1}f$ from Equation 2.58, we obtain,

$$a_i^{j-1} = \sum_l a_i^j \phi_{j,l} + \sum_l b_i^j \psi_{j,l}$$

Using the fact that for any two functions $f$ and $g \in L^2$, $<g, f> = <g, f^*>$, Equation 2.61 can be written as

$$a_i^{j-1} = L^* a_i^j + H^* b_i^j$$

**Decomposition using wavepackets**

Another approach of decomposing the signal is based on the theory of wavepackets [3]. In this case, the stream of data is first decomposed into lower-order scaling coefficients and higher-order wavelet coefficients. Each of the higher-order wavelet coefficients is further decomposed into lower-order and higher-order coefficients. Thus, if the subspace $V_0$ is split into orthogonal subspaces $V_1$ and $W_1$ as given by

$$V_0 = V_1 \oplus W_1$$

then,

$$W_1 = W_1^1 \oplus W_1^2$$

In Equation 2.64, $W_1^1$ corresponds to the coarse details in $W_1$ while $W_1^2$ contains the high-resolution components of $W_1$.

**2.2.4.5 Extension of wavelet basis to two dimensions**

The orthonormal wavelet basis in $L^2(\mathbb{R}^2)$ can be constructed by starting with a basis in $L^2(\mathbb{R})$. Let $\psi_{j,k}(x) = 2^{-j/2} \psi(2^{-j}x - k)$ be the orthonormal basis in $L^2(\mathbb{R})$. Its two-dimensional equivalent is generated by taking the tensor product

$$\psi_{j_1,k_1,j_2,k_2}(x_1,x_2) = \psi_{j_1,k_1}(x_1) \psi_{j_2,k_2}(x_2)$$

There exists another better method in which dilation of the resulting orthonormal basis controls both the variables simultaneously. In this approach, one considers the tensor product of two one-dimensional multiresolution analysis rather than two one-dimensional wavelet basis. Thus, if

$$V_0 = V_0 \otimes V_0$$
and
\[ F \in V_j \iff F(2^j x - n_1, 2^j y - n_2) \in V_0 \ \forall \ n_1, \ n_2 \in \mathbb{Z} \] (2.67)
then \( V_j \) forms a multiresolution ladder in \( L^2(\mathbb{R}^2) \) satisfying
\[ \cdots V_2 \subset V_1 \subset V_0 \subset V_{-1} \subset V_{-2} \cdots \] (2.68)
\[ \bigcup_{j \in \mathbb{I}} V_j = L^2(\mathbb{R}^2), \] (2.69)
\[ \bigcap_{j \in \mathbb{I}} V_j = \{0\} \] (2.70)
Thus
\[ \phi_{j; n_1, n_2}(x, y) = \phi_{j; n_1}(x) \phi_{j; n_2}(y) \] (2.71)
\[ = 2^{-j} \phi(2^{-j}x - n_1)\phi(2^{-j}y - n_2), \quad n_1, n_2 \in \mathbb{I} \] (2.72)
\[ V_{j-1} = V_{j-1} \otimes V_{j-1} \] (2.73)
\[ = (V_j \otimes W_j) \otimes (V_j \otimes W_j) \] (2.74)
\[ = V_j \otimes V_j \otimes (W_j \otimes V_j) \otimes (V_j \otimes W_j) \otimes (W_j \otimes W_j) \] (2.75)
\[ = V_j \otimes W_j \] (2.76)
where \( W_j \) consists of three parts given by \( \psi_{j, n_1}(x) \phi_{j, n_2}(y) \) for \( (W_j \otimes V_j) \), \( \psi_{j, n_2}(y) \phi_{j, n_1}(x) \) for \( (V_j \otimes W_j) \), and \( \psi_{j, n_1}(x) \psi_{j, n_2}(y) \) for \( (W_j \otimes W_j) \). This leads to the three wavelets
\[ \psi^h(x, y) = \phi(x) \psi(y) \] (2.77)
\[ \psi^v(x, y) = \phi(y) \psi(x) \] (2.78)
\[ \psi^d(x, y) = \psi(x) \psi(y) \] (2.79)
where \( h, v, \) and \( d \) stand for horizontal, vertical and diagonal components.

Filtering can be done on rows and columns in a two-dimensional array, corresponding to the horizontal and vertical directions in images, for example. If \( a^0 \) is an \( N \times N \) array, then applying Equation 2.47 to the rows of the image results in an array \( a^{1/2} \) of size \( N/2 \times N \). Applying Equation 2.55 also results in an array of size \( N/2 \times N \), say \( b^{1/2} \). The transformation is then applied to the columns of the array \( a^{1/2} \) to obtain \( a^1 \) and \( b^{1/2} \) each of size \( n/2 \times N/2 \), respectively. The same transformation is applied to \( b^{1/2} \) to obtain another two arrays, \( b^{1/2} \) and \( b^{1/2} \), of sizes \( N/2 \times N/2 \), respectively. The elements of the array \( a^1 \) are called the scaling coefficients of the image while elements of arrays \( b^{1/2} \), \( b^{1/2} \), and \( b^{1/2} \) are called the wavelet
coefficients of the image. After obtaining the wavelet coefficients of the input image, the values of the coefficients are analyzed. All the coefficients having values less than some threshold are made equal to zero. Note that this approach is the same as was applied to the case of one-dimensional signal compression. The image is thus reconstructed from these nonzero wavelet coefficients by applying the Equation 2.62 to the rows and columns of the scaling and wavelet coefficients. Therefore,

\[ a^{1/2} = L_{\text{col}} a^1 + H_{\text{col}} b^{1,H} \]  
(2.80)

\[ b^{1/2} = L_{\text{col}} b^{1,v} + H_{\text{col}} b^{1,d} \]  
(2.81)

Finally,

\[ a^0 = L_{\text{col}} a^{1/2} + H_{\text{col}} b^{1/2} \]  
(2.82)

Clearly this approach can be extended to higher dimensions also. More interesting (non-trivial) multidimensional wavelet schemes are obtained when nonseparable subsampling is used [28]. For example, a nonseparable subsampling by 2, of a double indexed signal \( x(n_1, n_2) \) is obtained by retaining only samples satisfying the equation

\[
\begin{bmatrix}
  n_1 \\
  n_2
\end{bmatrix} =
\begin{bmatrix}
  1 & 1 \\
  1 & -1
\end{bmatrix}
\begin{bmatrix}
  u_1 \\
  u_2
\end{bmatrix},
\]  
\( u_1, u_2 \in \mathbb{I} \)  
(2.83)

The resulting points are located on the so called quincunx sublattice [28] of \( \mathbb{I}^2 \). The quincunx case is of interest in image processing because it treats different directions more homogeneously than the tensor product scheme discussed earlier. Instead of having two favorite directions (horizontal and vertical), the quincunx scheme treats horizontal, vertical and diagonal on the same footing without introducing any redundancies. With this brief overview of multiresolution decomposition, the concept of filter banks will be discussed with focus on multirate filter banks as they are closely related to wavelets.

### 2.2.5 Multirate filter banks

Multirate filter banks play an important role in the study of wavelet systems. A special class of multirate systems called quadrature mirror-image filter banks are especially significant in this regard. With these filter banks, it is not only easier to design the wavelet basis but it is also efficient in terms of implementation. The basic building blocks in a multirate digital signal processing (DSP) system are downsamplers and upsamplers.
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An M-fold downsampler, depicted in Figure 2.3, takes an input sequence $x[n]$ and produces the output sequence

$$y[n] = x[Mn] \quad (2.84)$$

where $M$ is an integer. The constant $M$ is referred to as the downsampling factor. In simple terms, the downsampler discards every $M$ samples of the input sequence. From Equation 2.84, it follows that the downsampling is a linear time-varying operation. The relationship between the input and output of the downsampler in the frequency domain is given by

$$Y(z) = \frac{1}{M} \sum_{k=0}^{M-1} X\left(z^{1/M}e^{-j\pi k/M}\right) \quad (2.85)$$

where $X(z)$ is the z-transform of the input sequence $x[n]$. Assuming that the sampling period before and after the downsampling is normalized to one, the frequency-domain relation becomes

$$Y(e^{j\omega}) = \frac{1}{M} \sum_{k=0}^{M-1} X\left(e^{j(\omega-2\pi k)/M}\right) \quad (2.86)$$

The spectrum of output of a downsampler is simply a scaled sum (i.e., average) of $M$ shifted versions of the original input spectrum. Due to our convention of normalizing the sampling period after downsampling to one, the spectrum is also stretched. It is important to understand, however, that this spectrum stretching effect is only a consequence of the sampling period renormalization and is not caused by downsampling itself.

As is evident from Equation 2.86, downsampling can result in aliasing. That is, the downsampling operation can result in multiple baseband frequencies in the input signal being mapped to a single frequency in the output signal. If aliasing occurs, it is not possible to recover the original signal from its downsampled version. Aliasing can be avoided if $x[n]$ is a lowpass-filtered signal bandlimited to $|\omega| < \pi/M$. This condition ensures that the Nyquist
criterion is not violated. To illustrate the frequency domain effects of downsampling, we consider two examples. In the first example, the input signal is chosen so as to avoid violation of Nyquist criterion (no aliasing). The signal in the second example results in aliasing.

In the first case, suppose we apply the signal with the spectrum given in Figure 2.4(a) to the input of a two-fold downsampler. The spectrum of the downsampled signal is formed by the scaled sum of the two shifted versions of the original spectrum shown in Figure 2.4(b). Due to renormalization of the sampling period, these spectra also appear stretched. The resulting spectrum is shown in Figure 2.4(c). Because the two shifted spectra in Figure 2.4(b) do not overlap, there is no aliasing. The shape of the original spectrum is clearly discernible in the spectrum of the output signal.

In the second case, suppose we apply the signal with the spectrum given in Figure 2.5(a) to the input of a two-fold downsampler. The spectrum of the downsampled signal is formed by the scaled sum of the two shifted versions of the original spectrum in Figure 2.5(b). Again these spectra appear stretched due to renormalization of the sampling period. The resulting spectrum is shown in Figure 2.5(c). Because the two shifted spectra in Figure 2.5(b) overlap, aliasing occurs. Consequently, it is not possible to recover the original signal from its downsampled version. It is also evident that the resulting spectrum of the output signal is as shown in Figure 2.5(c). Due to aliasing, the spectrum is distorted and no longer resembles the spectrum of the original input.

**Upsampler**

An M-fold upsampler, depicted in Figure 2.6, takes the input sequence \( x[n] \) and produces the output sequence

\[
y[n] = \begin{cases} 
x[n/M] & \text{if } n \text{ is an integer multiple of } M \\
0 & \text{otherwise}
\end{cases}
\]  

(2.87)

where \( M \) is an integer. The constant \( M \) is referred to as the upsampling factor. The relationship between the input and output of an \( M \)-fold upsampler in the \( z \)-domain is given by

\[
Y(z) = X(z^M)
\]  

(2.88)

Upsampling has a very simple and straightforward interpretation in the frequency domain. It moves the location of the sampling frequency on the frequency axis. Due to our convention of normalizing the sampling period after upsampling to one, the spectrum also seems to be
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Figure 2.4. Effects of two-fold downsampling in the frequency domain (no aliasing). (a) Spectrum of the input signal. (b) The shifted versions of the original input spectrum used to form the spectrum of the downsampled signal. (c) Spectrum of the downsampled signal.
Figure 2.5. Effects of two-fold downsampling in the frequency domain (with aliasing). (a) Spectrum of the input signal. (b) The shifted versions of the original input spectrum used to form the spectrum of the downsampled signal. (c) Spectrum of the downsampled signal.
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compressed. It is important to understand, however, that this compression effect is only a consequence of the sampling period renormalization and is not caused by the upsampling itself.

Noble identities

Often a downsampler or upsampler appears in cascade with a filter. Although it is not always possible to interchange the order of upsampling/downsampling and filtering without changing the characteristics of the system, it is possible to find an equivalent system with the order of these operations reversed, through the use of two very important relationships called the Noble identities. The first identity allows us to replace a filtering operation on one side of a downsampler with an equivalent filtering operation on the other side of the downsampler. This identity is illustrated in Figure 2.7 where the transfer function $G(z)$ is a rational polynomial expression. The second identity allows us to replace a filtering operation on one side of an upsampler with an equivalent filtering operation on the other side of the upsampler. This identity is shown in Figure 2.8. It is important to emphasize that these identities hold only if the transfer function $G(z)$ is a rational polynomial expression [29].

In addition to their theoretical utility, the noble identities are of great practical significance as well. For performance reasons, it is usually desirable to perform filtering operations on the side of an upsampler (or downsampler) with lower sampling rate. Using the noble
identities, we can move the filtering operations across the upsamplers (or downsamplers) and achieve improved computational efficiency.

Filter banks

A filter bank is a collection of filters having either a common input or common output. When the filters share a common input, they form what is called an analysis filter bank. When they share a common output, they form what is called a synthesis filter bank. These two types of filter banks are depicted in Figures 2.9 and 2.10. Each of these filter banks consist of $M$ filters. The filters $H_k$ belonging to the analysis bank are called analysis filters and the filters $F_k$ belonging to the synthesis bank are called the synthesis filters. The signals $u_k[n]$ and $v_k[n]$ are called the subband signals. The frequency responses of the analysis/synthesis filters may be overlapping, marginally overlapping, or greatly overlapping, depending on the application.

Although $M$-channel filter banks have been an important topic of research, most of the past research in image compression was focussed on 2-channel filter banks. The 2-channel $J$-stage decomposition of a one-dimensional signal is as shown in Figure 2.11. The filters with frequency responses $H(z)$ and $G(z)$ in Figure 2.11 are the lowpass and highpass filters, respectively. The input signal $x[n]$ is decimated by 2 and passed through filters $H(z)$ and $G(z)$ to obtain scaling coefficients $s^1[n]$ and wavelet coefficients $w^1[n]$ respectively. The superscript denotes the level of decomposition. The lowpass output is passed through the same set of lowpass and highpass filters to obtain outputs $s^2[n]$ and $w^2[n]$ respectively. The
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*Figure 2.10.* An \( M \)-channel synthesis filter bank.
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*Figure 2.11.* An \( 2 \)-channel \( J \)-stage wavelet decomposition.
process is repeated $J$ number of times to finally obtain the coarsest scale scaling coefficients $s^J[n]$ and the wavelet coefficients $w^J[n]$. These steps are reversed to obtain $x[n]$ from the scaling coefficients $s^J[n]$ and wavelet coefficients $w^J[n]$, $w^{J-1}[n]$, ..., $w^1[n]$. Because the signal is downsampled by two at every stage, the total length of the decomposed sequence (sum of lengths of output sequences from all the subbands) is equal to the length of the input sequence. The signal $s^J[n]$ is called the approximation signal and the signal $w^J[n]$ is called the error signal.

2.2.6 Correlation between multiresolution analysis and filter banks

Here we examine the correlation between multiresolution decomposition and filter banks. We consider dyadic scales for simplicity. As seen in Section 2.2.4.4, an orthogonal multiresolution decomposition of a sequence $a_0$ involves applying the filter coefficients $c_k$ and $(-1)^k c_{-k}$ (say $d_k$) to the discrete input sequence as given by Equations 2.47 and 2.55. These coefficients correspond to the analysis lowpass and highpass filters, respectively. The matrix $L$ corresponds to the lowpass filtering convolution matrix while the $H$ matrix corresponds to the highpass filter convolution matrix. As the rows of the $L$ and the $H$ matrices are shifted by two elements to the right compared to the row above it, this is equivalent to a downsampling operation by a factor of 2. The total number of scaling and wavelet coefficients after each stage of decomposition is same as that of scaling and wavelet coefficients of the input signal. Thus the dimensions of the $L$ and $H$ matrices are $N/2 \times N$. Analysis-synthesis filter banks that satisfy this property are called maximally decimated filters banks, and are also known as the quadrature mirror-image filter (QMF) banks [29]. The synthesis lowpass and highpass filtering operations are performed by the the convolution matrices $L^*$ and $H^*$, respectively. The filter and add operation is given by Equation 2.62. The columns of the $L^*$ and $H^*$ matrices are also shifted by two compared to the column on their left. The frequency response of the synthesis filters is the complex conjugate of the frequency response of the analysis filters. Thus, the synthesis filters are also called the mirror image of the analysis filters. In other words, if $h[n]$ and $g[n]$ are the coefficients of the analysis filters, then $h[-n]$ and $g[-n]$ are the coefficients of synthesis filters. Perfect reconstruction filter banks are ones in which the output of synthesis filters are the same as the input filters. The Daubechies filters satisfy this property of perfect reconstruction and belong to the family of perfect reconstruction QMF filter banks (also known as the PR-QMF filter banks). Details can be found in [29].
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2.2.7 Biorthogonal wavelets

Biorthogonal wavelets were introduced by Cohen et al. in [5]. In this construction, orthonormal wavelets were generalized by using two sets of functions, \( \{\phi_{ij}, \psi_{ij}\} \) and \( \{\tilde{\phi}_{ij}, \tilde{\psi}_{ij}\} \). The wavelet functions \( \psi_{ij}, \tilde{\psi}_{ij} \) do not form orthogonal bases, but they are required to form dual bases for \( L_2 \) such that

\[
\langle \psi_{ij}, \tilde{\psi}_{ij'} \rangle = \delta_{ij} \delta_{jj'}
\]  

(2.89)

where \( \psi_{ij} = \psi(2^i - j) \). The following analysis and synthesis relationships also hold:

\[
f = \sum_{ij} \langle f, \psi(2^i x - j) \rangle \tilde{\psi}(2^i x - j) \]

(2.90)

\[
f = \sum_{ij} \langle f, \tilde{\psi}(2^i x - j) \rangle \psi(2^i x - j) \]

(2.91)

In this case we have two dual multiresolutions, \( V_i, \tilde{V}_i, \) and the complement wavelet spaces \( W_i, \tilde{W}_i \). It is not necessary to have orthogonality between \( V_i \) and \( W_i \). Instead there is orthogonality between \( W_i, \tilde{V}_i \) and \( V_i, \tilde{W}_i \). The two multiresolutions may also coincide. Extending the filter matrices to the dual multiresolution spaces, let \( H \) and \( G \) correspond to the spaces \( \tilde{V}_i \) and \( \tilde{W}_i \), respectively (also called dual pair). For orthonormal wavelets, \( H = H^* \) and \( G = G^* \). The advantage of adding generality is that all filters can be chosen to be finite and have other properties such as symmetry and linear phase. Generally the dual pair matrices \( H \) and \( G \) are used for decomposition while the matrices \( H \) and \( G \) (also called primal bases) are used for reconstruction. This is because the primal bases generally have better regularity and regularity is important for the quality of the reconstructed signal [30]. The analysis-synthesis stage for a two-channel maximally decimated biorthogonal filter bank is shown in Figure 2.12. The analysis stage consists of the filters with transfer functions \( \tilde{H}(z) \) and \( \tilde{G}(z) \) corresponding to the spaces \( \tilde{V}_i \) and \( \tilde{W}_i \) respectively. On the other hand, the synthesis stage has the filters with transfer functions \( H(z) \) and \( G(z) \) corresponding to the spaces \( V_i \) and \( W_i \) respectively. Clearly, if \( y[n] = x[n] \), the filter banks would satisfy the condition of perfect reconstruction.

An example

The Haar wavelet is a trivial example of a biorthogonal wavelet basis. The filters are orthogonal with compact support and also satisfy the property of symmetry. More nontrivial examples of biorthogonal bases can be found in [5]. In the next section, we shall discuss various kinds of wavelets that exist in the literature. Since a vast amount of material...
already exists on wavelets, the coverage will focus on the application of wavelets to image compression.

### 2.2.8 Wavelets in image coding

Wavelet transforms have been demonstrated to be viable in image compression applications. This is mainly due to the lapped nature of the transform and the computational simplicity which comes from filter-bank implementation. Lapped transforms were developed in a systematic way by Malvar in [31] to reduce the blocking artifacts introduced as a result of quantization of block transform coefficients (such as the DCT). The idea was to extend the basis functions beyond the block boundaries, creating an overlap, in order to eliminate the blocking artifact. Many articles have been presented evaluating the performance of different wavelet transforms. Wavelet transforms as applied to image compression can be classified into two main categories: separable and nonseparable wavelets [3]. Separable wavelets are the ones that are equivalent to applying a one-dimensional wavelet transform to the rows and columns of the image respectively. Nonseparable wavelets, on the other hand, are applied on a two-dimensional sublattice of the original image lattice. Due to the design of two-dimensional filters required for generating nonseparable two dimensional filters, most of the focus in image compression has been on separable wavelets. Moreover, there has not been any significant improvements to the complexity of their design. For more details on nonseparable wavelets, the reader is referred to [8]. The basis of research in this thesis is focussed on using separable wavelets for image compression.

The choice of a suitable wavelet for image compression depends on the type of image, degree of compression required and constraints on computational complexity. Before we go into recent wavelet types, it should be stressed that there have been numerous wavelet bases proposed to compress certain types of images using certain types of quantizers and encoders. Each of these blocks could significantly affect the performance of the overall compression system. Coming back to the discussion on performance of different wavelet filters, the range...
of wavelets that can be utilized to evaluate the performance can be an impractically large number. For example, Villasenor et al. in [32] and [33], compared over 4300 candidate filter banks from the biorthogonal family and only six filter banks gave acceptable results for image compression applications with respect to compression ratio and computational complexity. Extensive analysis was also performed by Balasingham and others in [34]-[38]. After taking the computational complexity and compression ratio into consideration, the biorthogonal 9/7 filters were the overall best for most of the test images. Moreover these biorthogonal wavelets had superior performance over the equivalent orthogonal filters due to their additional property of linear phase and symmetry. This tends to smear the edges in an image equally on both sides which had better subjective performance compared to the asymmetric spreading in an edge in the case of orthogonal wavelets. Moreover, longer length filters tend to produce ringing around the edges in the image which has a degrading effect on the quality of the image.

In the next subsection, the effect of finite length signals is discussed. This is quite important because all of the real images are of finite length and width.

Finite length signals

The output of filters depends on past and/or future pixels in the image. Once we get close to the edge of the image, the filter inputs are not defined. There are two approaches to this problem: One is to assume the pixels beyond the boundary in the image. Second is to adapt the filters at the boundary (change their length) so that we do not need any extra pixels beyond the boundary. This is also called boundary filtering.

The first approach can use two kinds of extensions at the boundary, periodic and symmetric. In a periodic extension, the input image is tiled around itself to get an infinite tiling of the input image. This property has the undesirable disadvantage of having sudden sharp discontinuities (edges) at the boundaries of the image. In a symmetric approach, the input image is mirrored about its boundaries. The symmetric approach is more desirable because it does not introduce any discontinuity at the boundaries of the image. Due to this advantage, we will be using symmetric extensions throughout the thesis. More detailed coverage on finite signals and wavelets can be found in [39], [40] and [41].

2.2.8.1 Reversible wavelets

The most popular approach that emerged in the last couple of years is the concept of reversible wavelets. The term reversible is actually a misnomer. Ideally all wavelet trans-
forms are linear transforms and are reversible because they satisfy the property of perfect reconstruction. However, this property is lost if integer arithmetic is used for computation. Sometimes, however, it is possible to introduce finite-precision arithmetic without destroying reversibility. Such wavelets transforms are called reversible transforms. Reversible transforms are ideally suited for applications where less information is desirable when the transforms are computed using finite arithmetic. Such a requirement is often imposed in lossless and unified lossless/lossy compression. The idea behind creating a reversible transform is simple: through the clever use of quantization (e.g., rounding), modify the original transform so that it can be computed using finite-precision arithmetic while preserving reversibility. The quantization step results in the transform becoming nonlinear and is thus impossible to comply to any linear signal analysis. The degree to which the reversible transform approximates its parent transform is extremely important. If, however, the reversible transform fails to mimic the properties of the underlying linear transform, poor results will be obtained with the reversible transform. In the past, reversible transforms have been developed largely by ad hoc methods. Consequently, they were difficult to design and thus only a few reversible transforms were known. In spite of all this, a few good transforms were developed. The S-transform [42] was the first reversible transform ever developed. That was followed by the TS transform [10] and the S+P transform [11] in chronological order. Recently, a new philosophy for the design and implementation of invertible transforms, called \textit{lifting}, was first proposed by Sweldens [43]. In the most abstract sense, lifting provides a means to generate invertible mappings between sequences of numbers. With lifting, the forward transform maps a single sequence into two or more new sequences. The inverse transform then maps the new sequences back to the original sequence. Suppose we have a sequence that we wish to transform. With lifting, the forward transform is calculated in three stages:

1. Split: the input sequence is decomposed into two or more new sequences.
2. Predict: the numbers from one sequence are used to predict the values of other sequences.
3. Scale: the final normalization is applied to each output sequence.

Figure 2.13 illustrates these three stages in a lifting scheme. The input $x[n]$ is split into even and odd samples (equivalent to decimation by 2) which is followed by prediction and update stages. Iteration of the lifting stage on output $c[n]$ creates the complete set of wavelet transform's scaling and wavelet coefficients $c^j[n]$ and $d^j[n]$, where $j$ is the scale of decomposition. The scaling step is used to approximate the lifting transform to the
equivalent linear wavelet transform. The same steps can be traced backwards to obtain the input sequence from the output sequences. The steps involved in that scenario are

1. Scale
2. Predict
3. Join

As a matter of terminology, a transform calculated using this framework is called a lifted transform. The lifting steps are easily inverted even if $P$ and $U$ are nonlinear or space-varying [44]. It should be noted that for a lifting transform to yield integer wavelet and scaling coefficients, the scaling factor should be ±1 [45]. In fact, all wavelet transforms can be factored into a series of lifting stages (with perhaps multiple predicts and updates per stage) [45]. Several wavelet-based integer-coefficient filter banks can be found in [46]. Calderbank et al. [47] have shown that every wavelet transform (or some subclass of filter banks) can be used to map integer input samples to integer wavelet coefficients using lifting steps. Balasingham et al. [48] compared the compression performance between integer coefficient filter banks (ICFBs) of different filter lengths. They concluded that generally ICFBs with the longest filters on the average performed the best. In particular the 17/11 ICFB had the lowest bit rate among the 8 ICFBs they had considered. They concluded that the simple 5/3 ICFBs seemed to be good candidates for practical implementation as they performed well and had low computational complexity. Unfortunately they could not compare the results with the TS transform due to a drawback in their implementation.

A summarized overview of a performance comparison between existing reversible wavelet transforms can be found in [49]. Results indicated that filters of longer length caused ringing artifacts near the edges. So, even though filters of longer length had better SNRs results compared to filters of short length (such as the 5/3 filter), the latter performed better in subjective tests [49].

Recent research is focused on categorizing wavelets based on image types. One approach is to choose certain wavelets for certain types of images as is done in [50]. The other
approach is to use adaptive wavelet transforms. Claypoole et al. [44], [51] have used the lifting scheme to design adaptive reversible wavelet transforms. Transforms were adapted based on scale or space. Generally the filter length was decreased as the predictor in the lifting scheme approached an edge in the image. This was done because longer-length filters tend to perform better in smooth regions in the image while short-length filters (e.g. Haar) performed better in an image with many edges and sudden intensity variations. There is still a need to improve the computational efficiency of these algorithms, which is an active area of current research.

2.3 Quantization stage

The process of mapping a real line into a countable discrete alphabet is called quantization. In its simplest form, each sample is individually quantized which is called as scalar quantization. A more powerful method consists in quantizing several samples at once, which is referred to as vector quantization. It should be mentioned that the quantization stage is absent in the case of lossless compression. A detailed discussion on quantization can be found in [52] and [53].

2.3.1 Scalar quantization

In scalar quantization the input data range is divided in intervals called bins. The output value is typically chosen to lie within each bin which contains the input value being quantized. Thus all input values lying in each bin will have the same value. In other words, one loses the resolution of the input signal to the width of one bin. In the case of a uniform quantizer, the whole data range is divided into bins of equal width. The quantized value is chosen to lie in the middle of each bin. Although uniform quantizers are suitable for most of the applications, some applications where the probability distribution is not uniform, non-uniform quantizers are also used. In non-uniform quantizers, the bins positions and widths are chosen based on an estimate of the probability distribution of the input data. Data values with higher degree of occurrence have narrower bins compared to values with lower degree of occurrence. The difference between the input signal and the quantized signal is called quantization noise. The objective of any quantization approach is to minimize the overall quantization noise. While scalar quantizers are widely used due to their easy design and computational simplicity, vector quantizers have gained wide importance recently due to faster hardware and cheap memories thus leaving vector quantization with many advantages and a few disadvantages.
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2.3.2 Vector quantization

In simplistic terms, vector quantizer can be described as a generalization of a scalar quantizer in two dimensions. There are several advantages of vector quantizers over scalar quantizers. We shall restrict ourselves to two dimensions although these advantages can be extended to multiple dimensions as well.

1. Packing Gain: There is always a gain in quantizing two variables even if they are independent. The reason is that there exist better partitions of the space than the rectangular partition obtained when separately scalar quantizing each variable. The packing gain increases with dimensionality.

2. Removal of linear and nonlinear dependencies: While linear dependencies could be removed during a linear transformation, VQ also removes nonlinear dependencies. Details can be found in [8] and [54].

3. Fractional bit rate: At low bit rates, choosing between 1.0 bits/sample or 2.0 bits/sample is a rather crude choice. By quantizing several samples together and allocating an integer number of bits to the groups, fractional bit rates can be obtained.

The main drawback of VQ is its complexity, which limits the size of vectors that can be used. One solution is to structure the codebook so as to simplify the search for the best matching vector, given the input. This is achieved with tree-structured VQ. Another approach is to apply VQ to transform coefficients obtained using linear transforms (such as wavelet transforms).

Attempts have been made in combining VQ with the wavelet transform, e.g., in [55], [56]. One approach is to apply tree-structured VQ wavelet coefficients. Since decoded data can be progressively refined as one proceeds through the tree structure, it provides an embedded coding scheme [55]. But no importance measure to the vector symbol was proposed. Instead, each symbol was treated equally. Averbuch et al. [14] proposed a VQ-based compression technique where different codebooks were generated for different subbands. Improvements were made by quantizing the quantization error as well [14]. The codebook length was dependent on the subband and its variance. This resulted in having higher quantization for finer scales and lower quantization for coarser scales of decomposition. Recently, variable dimension VQ has also been proposed for quantization of wavelet coefficients [57]. After a dyadic wavelet decomposition of an image, the low-low subband is further divided into \( L \) superblocks of size \( M \times N \). Each of the superblock images can be further divided in \( K \) ways into blocks of size \( H_i \times V_i, i = 0, 1, \ldots, K - 1 \). A decision mechanism is used to decide how the coefficients will be grouped among the \( K \) available ways for subsequent coding.
Details can be found in [57]. VQ has also been applied to color images. This is based on perceptual VQ. Details can be found in [58] and [59].

In the next section, we shall discuss the final stage in a compression system: coding. It is only in this stage, that the coefficients are coded into bits using a coding technique, most popular of which is entropy coding.

2.4 Coding stage

The quantized transform coefficients are finally encoded into bits to obtain the compressed bit stream. Entropy coders are widely used for this purpose. Entropy coders attempt at reducing the overall entropy of the image by using fewer bits to encode more frequently occurring symbols and more bits to encode less frequently occurring symbols. Similar to the transform stage, it is reversible and thus there is no approximation problem as in quantization. After quantization, the variables take values drawn from a finite set \( \{a_i\} \). The idea is to find a reversible mapping \( M \) to a new set \( \{b_i\} \) such that the average number of bits/symbol is minimized. The parameters in searching for the mapping \( M \) are the probabilities of occurrence of the symbols \( a_i, p(a_i) \). If the quantized variables are stationary, these probabilities are fixed, and a fixed mapping such as static-Huffman coding can be used. If the probabilities are variable, more sophisticated techniques such as adaptive Huffman or arithmetic coding can be used. Such mappings will transform fixed-length codewords into variable-length codewords, creating a variable length bit stream. If a constant bit-rate channel is used, buffering has to smooth out variations so as to accommodate the fixed-rate channel.

2.4.1 Static coding techniques

In static coding techniques, the probabilities of occurrence of each of the symbols are fixed. Each symbol is encoded based on its probability of occurrence. The decoder receives the probabilities of each symbol so that it can also duplicate the codeword generation in order to start decoding the compressed bit stream. The codewords are generated to minimize the overall entropy of the compressed stream. The most common static coding methods are Huffman coding and arithmetic coding. The main advantage of arithmetic coding over Huffman coding is its ability to compress to fractional bits/pixel. The lowest compression achieved by scalar quantization and Huffman coding is 1 bit/sample. See [52] and [60] for details.
2.4.2 Adaptive techniques

While the above approaches come close to the entropy of a stationary known source, they fail if the source is not well known or changes significantly over time. A possible solution is to estimate the probabilities on the fly (by counting occurrences of symbols at the encoder and decoder) and modify the Huffman code accordingly. This seems a little complicated at first sight, but minor modifications are required to make a static coding technique adaptive. Moreover to reduce computations due to frequent updates, updating of probabilities is done after changes cross certain threshold. Details can be found in [52] and [61]. The adaptive version of arithmetic coding is known as Q-coding [62]. Finally Ziv-Lempel coding [63] is an elegant lossless technique which uses no a priori probabilities. It builds up a dictionary of the received strings in a way that the decoder can build the same dictionary. The dictionary size is fixed and the encoder sends only the index of the matched string (in the dictionary) to the decoder. Thus Ziv-Lempel coding maps variable-size input sequences into fixed-size codewords, which is a dual of Huffman coding. The main drawback of such dictionary-based methods is when very long sequences need to be coded. No new entities can be created once the dictionary is full and the remainder of the sequence has to be coded with the current entries. Modifications to the Ziv-Lempel algorithm allow dictionary updates. Many variants of the basic technique can be found in [60]. For certain types of data that contain runs of zeros in their quantized coefficients, run-length coding is used. It encodes the length of the stretch of zeros, then encodes the values of the nonzero samples and then an indicator of the start of another length of zeros. This particular coding technique is used in DCT-based transform coders such as the well-known JPEG baseline coding [18].

2.4.3 Embedded coders

Recently, embedded coders have been used for encoding wavelet coefficients. In embedded coders, coefficients are coded in decreasing order of importance. The coefficients are transmitted in the order of importance. The decoder can truncate the embedded bit stream at any point and obtain the reconstructed image. It can be shown that for an embedded stream obtained using a wavelet transform, truncating the stream at any point would yield a reconstructed image that would have the best quality (in terms of MSE) for that particular bit rate.

The most popular embedded coders for wavelet coefficients are called embedded zero-tree wavelet (EZW) coders. The first zero-tree coder called layered zero coding (LZC) was first proposed by Taubman et al. in [64]. Shapiro successfully developed a good practical EZW
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coder [9], which was later improved by Said and Pearlman in their work of set partitioning in hierarchical trees (SPIHT) [11]. The SPIHT scheme was recently extended from 2-D to 3-D coding as well [65]. The general framework of an EZW coder is based on the fact that if the wavelet coefficients in coarser scales are insignificant, then the corresponding coefficients at higher scales will also be insignificant. If this occurs, the coarser scale coefficient and all its descendants is coded as a zero tree. By predicting the absence of significant information across scales, the EZW scheme can avoid encoding individual coefficient positions explicitly. This saves bits and leads to excellent compression. It was shown in [66] that compression performance in an embedded coder is directly proportional to the number of zero trees in the image. The EZW scheme can also be applied to lossless coders by replacing the wavelet transforms with reversible wavelet transforms. The bits obtained by using the zero-tree algorithm are finally compressed using adaptive coding techniques such as Huffman coding or arithmetic coding [9]. Although the embedded coders have superior performance than other coders, their main drawback is sensitivity to bit errors. Even a single bit error in the stream can affect the performance of the whole image because of the embedded nature of the algorithm. Embedded techniques have also been applied to vector quantized wavelet coefficients. Silva et al. [67] proposed a successive approximation vector quantization for wavelet coding where each vector is coded progressively by reducing the error vector from the last approximation. The developed algorithm can encode vectors in terms of their importance and more refinement can be done upon significant vectors. It performs better than EZW. It is competitive with the LZC but has computational limitations when codebook size increases. The fundamental problems associated with the combination of embedded wavelet coding and VQ can be summarized as follows:

- Proper definition of vector significance: In embedded coders using scalar quantization, the significance is based on whether the value of the pixel is above or below a certain threshold [9]. This is not the case when embedded coding is applied on vectors of wavelet coefficients.

- Development of successive vector refinement procedure: When embedded coding is applied on a per pixel basis, the pixel is refined in the so called subordinate pass [9]. A similar refinement procedure is required for refining a vector of wavelet coefficients.

- Complexity of VQ: Vector quantization is computationally intensive compared to scalar quantization and hence its complexity affects the real-time performance of a VQ based embedded coder.

Details on different approaches to obtain embedded bit streams using VQ can be found
Recently a VQ-based SPIHT coder, called vector SPIHT (VSPIHT) has been proposed by Mukherjee et al. in [57]. The VSPIHT encoder demonstrates better compression ratios than the scalar SPIHT coder. In the next chapter, we shall propose a wavelet-based reversible transform and apply it to compression of medical images.

2.5 Conclusions

This chapter has given a brief overview of various lossless and lossy compression techniques with more focus on wavelet based techniques. Embedded zero-tree wavelet coding techniques have proved to give overall better performance than any other techniques. Recently, reversible wavelet transforms have also been developed to transform integer input samples to integer wavelet coefficients. This property was used to obtain lossless compression using wavelets. Although longer-length wavelet filters tend to provide better compression than the short-length filters for smooth images (less edges), short wavelets overall perform the best for a wide class of images. Short-length filters perform better on images with sharp edges such as computer-generated images. Vector quantization improves the compression over scalar quantization but tends to increase the complexity of the algorithm. Many techniques to reduce the complexity of VQ, such as tree-structured VQ have been reported in literature. Complexity is usually reduced at the cost of compression performance.
Chapter 3

Lossless Data Compression Using an Integer-Arithmetic Wavelet Transform

3.1 Introduction

Lossless compression is used in applications that do not allow loss of information in the compression-decompression process. Medical image archiving is one such application. Various types of transforms that provide lossless compression are available in the literature [68]. Recently, the concept of 'reversible' wavelets was introduced which yields lossless compression of data [10]. In this chapter, a lossless compression technique based on the idea of reversible wavelets is presented. A new integer-arithmetic transformation is developed that leads to more efficient lossless compression than previous techniques. The compression technique proposed consists essentially of two parts, the integer-arithmetic transformation and the coding of the wavelet coefficients. The latter is carried out using a so-called adaptive order 1 arithmetic coder [60]. This compression technique was tested on various gray-scale and color images. A new reversible integer-arithmetic color image transformation is also proposed to reduce correlation among the three color bands of the image for superior performance.

3.1.1 Preliminaries

The discrete wavelet transform of an $n$-input signal decomposes the signal into a set of orthogonal frequency subbands. At each stage, the input signal is split into a 'coarse' component and a 'detail' component. The coarse component is obtained by passing the signal through a lowpass filter and the detail component is obtained by passing the signal
through a highpass filter. Both the lowpass and highpass filters are orthogonal and hence there is no information overlap between their outputs. To avoid any overlap, the output of both filters is decimated by a factor of 2. If \( H_0(z) \) (\( H_1(z) \)) is the transfer function of the lowpass (highpass) filter used in the decomposition stage and \( F_0(z) \) (\( F_1(z) \)) is the corresponding filter transfer function in the reconstruction stage, then the block diagram of the whole system assumes the form shown in Figure 3.1. For perfect reconstruction, it is required that \( x[n] \) and \( \hat{x}[n] \) be identical to within a scaling factor and a constant delay [69]. Wavelet filters which satisfy the property of orthogonality and alias-free reconstruction are of interest because they lead to the perfect reconstruction of \( x[n] \). In the following examples, three such linear filters are given. The nonlinear transform approach to be used is based on these filters.

**Examples:**

a) **Haar filters**: These are the simplest of all types of filters with orthogonality of order zero. The transfer functions of filters \( H_0 \) and \( H_1 \) are given by

\[
H_0(z) = \frac{1}{\sqrt{2}}(1 + z^{-1}) \quad (3.1)
\]

\[
H_1(z) = \frac{1}{\sqrt{2}}(1 - z^{-1}) \quad (3.2)
\]

b) **TS filters**: The transfer functions of the lowpass and highpass filters of lengths two and
six, respectively, of the so-called two-six (TS) transform are given by

\[ H_0(z) = \frac{1}{\sqrt{2}}(1 + z^{-1}) \]  
\[ H_1(z) = \frac{1}{8\sqrt{2}}(-z^2 - z + 8 - 8z^{-1} + z^{-2} + z^{-3}) \]  

(3.3) \hspace{1cm} (3.4)

c) **TT filters**: The transfer functions of the lowpass and highpass filters of the two-ten (TT) transform are given by

\[ H_0(z) = \frac{1}{\sqrt{2}}(1 + z^{-1}) \]  
\[ H_1(z) = \frac{1}{128\sqrt{2}}(3z^4 + 3z^3 - 22z^2 - 22z + 128 - 128z^{-1} + 22z^{-2} + 22z^{-3} - 3z^{-4} - 3z^{-5}) \]  

(3.5) \hspace{1cm} (3.6)

In order to obtain lossless compression using a wavelet transform, wavelet coefficients with integer values need to be used to avoid quantization errors. Thus exact replication of the input data can be achieved. A possible approach to obtain integer-arithmetic wavelet transformations was proposed in [10] and more recently in [70], using the floor functions. In this paper, the floor function \([x]\) will be used to denote the integer part of \(x\). For the Haar basis given in Equations 3.1 and 3.2, the corresponding integer-arithmetic nonlinear wavelet transform is given by

\[ r(i) = \left\lfloor \frac{x(2i) + x(2i + 1)}{2} \right\rfloor \]  
\[ h(i) = x(2i) - x(2i + 1) \]  

(3.7) \hspace{1cm} (3.8)

for \(i = 0, 1, \ldots, N/2 - 1\) and \(x(i)\) is the \(i\)th sample of the input data. Also \(r(i)\) and \(h(i)\) are the lowpass and highpass coefficients of the input image, respectively. When the Haar filter is applied to a finite-length vector \(x\), no additional boundary conditions are required to compute all the wavelet coefficients. This is due to the fact that only two elements of vector \(x\) are needed to calculate one element of each of vectors \(r\) and \(h\). The inverse transformation is given by

\[ x(2i) = r(i) + \left\lfloor \frac{h(i) + 1}{2} \right\rfloor \]  
\[ x(2i + 1) = r(i) - \left\lfloor \frac{h(i)}{2} \right\rfloor \]  

(3.9) \hspace{1cm} (3.10)

for \(i = 0, 1, \ldots, N/2 - 1\).

The corresponding transformation for the TS filters is given in [10].
3.2 Proposed wavelet transform using integer-arithmetic

In the previous section, various linear exact reconstruction filters were presented and it was shown how the Haar filters can be used to obtain an integer-arithmetic transformation. In this section, the integer-arithmetic wavelet transform obtained from the TT filter basis is given. This leads to the transformation

\[ r(i) = \left\lfloor \frac{x(2i) + x(2i + 1)}{2} \right\rfloor \]

where

\[ c(i) = \frac{3r(i) - 22r(i + 1) + 22r(i + 3) - 3r(i + 4)}{64} \]

for \( i = 0, 1, 2, \ldots, N/2 - 1 \). We assume here that the transform coefficients, \( r(i) \), and the input values, \( x(i) \), are in terms of an \( L \)-bit fixed-point representation, where \( L \) is the wordlength. In other words, if each pixel of the input image is represented in terms of 16 bits, the lowpass-filtered image is also represented by 16 bits. On the other hand, \( h(i) \) is represented in terms of a larger wordlength than \( x(i) \) but its histogram is more localized and hence results in a lower entropy and higher compression. The above approach was extended to two dimensions using separable wavelet filters where Equations 3.11 and 3.12 are successively applied to the rows and columns of the image using the well-known pyramid algorithm [4].

Attention has to be given to the boundaries of the image. It can be shown that for an image of size \( N \times N \) where three levels of pyramid decomposition are being used, it is required to start with at least an \((N + 32) \times (N + 32)\) image. To show this consider that in order to calculate every \( h(i) \) in Equation 3.12, we require \( r(i - 2), r(i - 1), r(i + 1), \) and \( r(i + 2) \). This implies that four extra samples, \( x(-4), x(-3), x(-2) \) and \( x(-1) \), are needed to calculate \( h(0) \). For a two-stage decomposition, we need eight extra samples and thus, sixteen samples are required for a three-stage decomposition. The same argument also applies to the last element \( h(N/2 - 1) \). Thus, in total 32 extra samples (16 on either side) are needed for a three-stage decomposition process. In this thesis, the pixel values \( x(i,j) \) with \( i, j < 0 \) or \( i, j > N \) are obtained by flipping the image along its horizontal and vertical boundaries (also known as symmetric extension of the image). Note that the additional computations required due to the extensions of the image at boundaries, involve
computing extra samples for \( r(i) \), only. The computation of \( r(i) \) requires only integer shift-add operations. Hence, the additional computations due to symmetric extension are negligible compared to the overall computations involved.

The inverse transformation is given by

\[
x(2i) = r(i) + \left[ \frac{h(i) - c(i - 2)}{2} + 1 \right]
\] (3.13)

\[
x(2i + 1) = r(i) - \left[ \frac{h(i) - c(i - 2)}{2} \right]
\] (3.14)

where

\[
c(i - 2) = \left[ \frac{3r(i - 2) - 22r(i - 1) + 22r(i + 1) - 3r(i + 2)}{64} \right]
\]

for \( i = 0, 1, 2, \ldots, N/2 - 1 \). As in the forward transformation, Equations 3.13 and 3.14 are successively applied to both dimensions to reconstruct the original image.

### 3.2.1 Reversible two-ten transform in lifting scheme

The lifting scheme given in Figure 2.13 provides another means of designing and implementing reversible wavelets. The operations given by Equations 3.11 and 3.12 can be put in the lifting framework as given in Figure 3.2. As can be seen, we have two prediction stages and one update stage. The scaling factors are \( \pm 1 \) thus making the transform reversible. The above steps can be reversed to obtain the original signal as shown in Figure 3.3.
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3.2.2 Coding of wavelet coefficients

After obtaining the wavelet coefficients, there is a need to efficiently code them. This involves a proper scanning of the coefficients followed by a compression scheme such as Huffman or arithmetic coding. The coefficients are scanned proceeding from the coarsest to the finest scale in a commonly used pattern as given in [9] which is called here scale-based scanning. After scanning the wavelet coefficients, the wavelet coefficient matrix is encoded using the adaptive arithmetic-coding algorithm in [60] to get the final compressed image. This approach leads to good results for the following two reasons:

1. If scale-based scanning is used, the model used in arithmetic coding can predict pixel values efficiently because each subband has elements of the same order of magnitude (except at very sharp edges). Thus, for instance, the finest scale high-high subband will mostly comprise zeroes and the arithmetic coder gives the maximum compression.

2. The scale-based scanning helps in an efficient lossy reconstruction in the mean-square error sense [9].

3.2.3 Algorithm for the coder

Efficient compression is achieved by applying the following algorithm to the input image:

Step 1 Apply Equations 3.11 and 3.12 to the rows and columns of the warped image, respectively.

Step 2 Repeat Step 1 for as many stages of decomposition as required.

Step 3 Scan the wavelet coefficients proceeding from the coarsest to the finest scale.

Step 4 Code the wavelet coefficients using arithmetic coding.
3.2.4 Algorithm for the decoder

The image can be reconstructed by applying the following algorithm:

**Step 1** Decode the wavelet coefficients using arithmetic decoding of the compressed file.

**Step 2** Reconstruct the original matrix from the stored scanned matrix.

**Step 3** Apply Equations 3.13 and 3.14 to the columns and rows of the four coarsest scaled images, respectively.

**Step 4** Repeat Step 3 for all stages of decomposition.

3.3 Compression of medical images

3.3.1 Existing methods

Various other lossless compression techniques have been reported in the literature. The standard one is the lossless Joint Photographic Expert Group (JPEG) scheme using predictive coding [71]. Recently, improved linear predictors based on the JPEG scheme have also been designed for the lossless compression of medical images [72].

3.3.1.1 Lossless JPEG predictive coding

The JPEG standard uses a predictive coding technique for compression based on lossless global prediction. The predictor uses up to three pixels for obtaining an estimate of the current pixel value. The one used in JPEG4 is being used here for the sake of comparison. If $\hat{X}$ is the predicted value of the current pixel $X$, then the prediction is based on

$$\hat{X} = A + D - C$$

(3.15)

where $A$, $C$, and $D$ are shown in Figure 3.4. The prediction error, which is the error between the actual and predicted pixel values, is given by

$$E(i,j) = X(i,j) - [\hat{X}(i,j)]$$

(3.16)

The first row and first column of the original image are decorrelated by taking the difference between adjacent pixels. The prediction error and the decorrelated first row and column are coded using arithmetic coding.
3. Lossless Data Compression Using an Integer-Arithmetic Wavelet Transform

![Diagram of pixel prediction neighborhood]

**Figure 3.4.** The sample prediction neighborhood.

### 3.3.1.2 Improved predictive coding

Recently in [72] new linear predictors have been designed for medical image compression. A modified estimator using up to five pixels was proposed for prediction and a number of predictors based on the proposed differentiation rules were presented. A typical predictor, \( D3 \) from [72], is given by

\[
\hat{X} = 0.75B - 0.5C + 0.75D
\]

(3.17)

where \( B, C, \) and \( D \) are given in Figure 3.4. As in the previous case, the prediction error and the decorrelated first row and first column are coded using arithmetic coding.

### 3.3.1.3 Transform-based methods

The performance of the proposed technique is also compared with other transform-based methods such as two-dimensional (2-D) lossless DCT [69], two-dimensional wavelet transform (Daubechies \( D6 \)) [73], hybrid transform [74], and the well-known GZIP (based on the Ziv-Lempel algorithm) [63].

The two-dimensional lossless DCT method involves two-dimensional block DCT along with quantization. The block diagram is given in Figure 3.5. In the two-dimensional lossless DCT method, the image is divided into blocks of 8 by 8 pixels and the two-dimensional DCT is applied. The DCT coefficients are then quantized and coded along with the quantization error using arithmetic coding. Lossless compression using the Daubechies \( D6 \) [73] wavelet
basis has also been considered. In this method, the wavelet coefficients are first rounded to the next integer (NINT) and are quantized depending on the scale of resolution. Because the coarser scales have more information content than the finer scales, wider quantization bins have been selected for the finer scales. The image is reconstructed from these quantized coefficients and the quantization error is obtained. The quantized coefficients and the quantization error are coded using arithmetic coding. The quantization levels are then adjusted so as to maximize the overall compression ratio.

The hybrid transform algorithm applies one-dimensional DCT to each row and the difference between adjacent points in each column. The coefficients are then quantized and coded along with the quantization error using arithmetic coding.

### 3.3.2 Results and comparison

Different wavelet-based algorithms were applied to MRI and USC images and the results are compared with results obtained with existing techniques. Results of wavelet-based methods are also compared with results obtained with 'GZIP', the 2-D DCT and the 'hybrid' transform. The USC images are of size 256×256 pixels with 8 bits per pixel whereas the MRI images are of size 256×256 pixels and 16 bits per pixel. Table 3.1 shows the results obtained by using nonlinear TS transform, GZIP (LZ-77), 'hybrid' transform, 2-D DCT, wavelet transform and the proposed nonlinear TT transform on USC images. The 'hybrid'
Table 3.1. Lossless compression ratios of USC images

<table>
<thead>
<tr>
<th>Test Image</th>
<th>GZIP</th>
<th>Hybrid DCT</th>
<th>2-D lossless DCT</th>
<th>$D_6$ wavelet</th>
<th>Nonlinear wavelets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lena</td>
<td>1.20</td>
<td>1.40</td>
<td>1.33</td>
<td>1.63</td>
<td>1.51</td>
</tr>
<tr>
<td>Man1</td>
<td>1.29</td>
<td>1.58</td>
<td>1.40</td>
<td>1.64</td>
<td>1.55</td>
</tr>
<tr>
<td>Man2</td>
<td>1.25</td>
<td>1.51</td>
<td>1.35</td>
<td>1.43</td>
<td>1.27</td>
</tr>
<tr>
<td>Couple</td>
<td>1.47</td>
<td>1.56</td>
<td>1.47</td>
<td>1.63</td>
<td>1.45</td>
</tr>
<tr>
<td>Camera</td>
<td>1.33</td>
<td>1.35</td>
<td>1.28</td>
<td>1.46</td>
<td>1.25</td>
</tr>
<tr>
<td>Plane</td>
<td>1.23</td>
<td>1.44</td>
<td>1.49</td>
<td>1.46</td>
<td>1.24</td>
</tr>
<tr>
<td>Average</td>
<td>1.26</td>
<td>1.47</td>
<td>1.39</td>
<td>1.54</td>
<td>1.38</td>
</tr>
</tbody>
</table>

The Daubechies $D_6$ wavelet transform was used for compression. Bigger quantization bins were used for the finest scale as compared to the coarsest scale. Different quantization bins were selected and the overall compression ratios measured. The bin widths which gave the highest compression ratio were selected. Different quantization bins were selected and the overall compression ratios measured. As can be seen, the proposed nonlinear TT transform leads to the highest compression ratio. Note that the wavelet coefficients were all stored in integer format. Various $256 \times 256$, 8-bit/pixel, MRI images and $512 \times 512$, 12-bit/pixel, CT images were compressed using the proposed technique and the techniques discussed in the previous section. The test images are shown in Figure 3.6. The performance of the various techniques is compared with respect to compression ratios and computation time.

Table 3.2 shows the compression ratios obtained for these four test images using integer-arithmetic Haar and TS transforms, GZIP (LZ-77), and the 'hybrid' transform. From Table 3.2, it can be seen that the proposed method using the nonlinear TT filter leads to the highest compression ratios. The better performance of the TT filter over the Haar and TS filters can be explained based on the fact that the higher order of the TT filter leads to a smoother dual wavelet function [3]. This leads to wavelet coefficients with lower entropy.
Table 3.2. Compression ratios for medical test images after pre-processing

<table>
<thead>
<tr>
<th>Algorithm type</th>
<th>Test Images</th>
<th>MRI Images</th>
<th>CT Images</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Image 1</td>
<td>Image 2</td>
</tr>
<tr>
<td>GZIP [63]</td>
<td></td>
<td>1.30</td>
<td>1.18</td>
</tr>
<tr>
<td>Hybrid DCT [74]</td>
<td></td>
<td>1.25</td>
<td>1.16</td>
</tr>
<tr>
<td>2-D lossless DCT [69]</td>
<td></td>
<td>1.63</td>
<td>1.50</td>
</tr>
<tr>
<td>Predictive Coding</td>
<td>JPEG4 [71]</td>
<td>1.43</td>
<td>1.25</td>
</tr>
<tr>
<td></td>
<td>Modified JPEG(D3) [71]</td>
<td>1.46</td>
<td>1.30</td>
</tr>
<tr>
<td>$D_6$ wavelet</td>
<td></td>
<td>1.44</td>
<td>1.39</td>
</tr>
<tr>
<td>Nonlinear wavelets</td>
<td>Haar approach [10]</td>
<td>1.52</td>
<td>1.45</td>
</tr>
<tr>
<td></td>
<td>TS approach [10]</td>
<td>1.58</td>
<td>1.50</td>
</tr>
<tr>
<td></td>
<td>TT approach</td>
<td>1.71</td>
<td>1.60</td>
</tr>
</tbody>
</table>

for the TT transform than the coefficients obtained using the Haar and TS transforms. In support of this argument, the entropy values of various test images are calculated and given in Table 3.3. Clearly the nonlinear TT filter gives the lowest entropy as compared to the nonlinear Haar and nonlinear TS filters. This is supported by plotting the histograms of the wavelet coefficients of the MRI Image 1 after three stages of decomposition (see Figure 3.7). Clearly the nonlinear TT filter-based transform has the maximum number of zero-valued coefficients. Similar results were obtained for other MRI and CT images. Figure 3.8 gives a plot of compression ratios (bits per pixel) for various compression algorithms. As can be observed, the proposed method performs better than all the existing compression techniques.

The computation time required for compression using the nonlinear Haar, nonlinear TS, and nonlinear TT transforms has been calculated and is presented in Tables 3.4 and 3.5. As expected, the nonlinear Haar wavelet transform took the least CPU time. Arithmetic coding of the wavelet coefficients was the fastest for the TT approach, which can be explained by the lower entropy of the wavelet coefficients obtained using the nonlinear TT filter. Since the CPU time for arithmetic coding is much greater than the time required to compute the wavelet transform, the total computation time was the least for the nonlinear TT wavelet transform.

Note that the $D_6$ wavelet transform gave better compression ratios than the TS approach. However, the $D_6$ transform requires 6 floating-point multiplications for a wavelet
Table 3.3. Entropies of test images for the Haar, TS and TT filter-based approaches

<table>
<thead>
<tr>
<th>Image</th>
<th>Haar approach</th>
<th>TS approach</th>
<th>TT approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>MR image 1</td>
<td>5.00</td>
<td>4.82</td>
<td>4.49</td>
</tr>
<tr>
<td>MR image 2</td>
<td>5.22</td>
<td>5.04</td>
<td>4.76</td>
</tr>
<tr>
<td>MR image 3</td>
<td>5.19</td>
<td>5.03</td>
<td>4.79</td>
</tr>
<tr>
<td>CT image 1</td>
<td>5.95</td>
<td>5.93</td>
<td>5.63</td>
</tr>
<tr>
<td>CT image 2</td>
<td>6.11</td>
<td>6.20</td>
<td>6.02</td>
</tr>
</tbody>
</table>

Table 3.4. CPU time (in seconds) for test images using Haar and TS approaches

<table>
<thead>
<tr>
<th>Image</th>
<th>Haar filter</th>
<th>TS filter</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Transform</td>
<td>Coding</td>
</tr>
<tr>
<td>† MR image 1</td>
<td>0.78</td>
<td>4.03</td>
</tr>
<tr>
<td>† MR image 2</td>
<td>0.79</td>
<td>3.99</td>
</tr>
<tr>
<td>† MR image 3</td>
<td>0.85</td>
<td>3.94</td>
</tr>
<tr>
<td>† CT image 1</td>
<td>3.47</td>
<td>23.12</td>
</tr>
<tr>
<td>† CT image 2</td>
<td>3.32</td>
<td>27.42</td>
</tr>
</tbody>
</table>

† 256 × 256 image
‡ 512 × 512 image

coefficient at each stage as opposed to the nonlinear TS transform which requires only shifts and additions and the nonlinear TT transform which requires 2 integer multiplications, shifts and additions. Thus, the $D_6$ wavelet transform involves more computations than the nonlinear TT and TS transforms.

3.3.2.1 Reason for the better performance of the nonlinear TT filter

The reason for the better performance of the nonlinear TT filter can be attributed to the smoothness (regularity) of the dual-wavelet function [3]. If $\psi$ is the wavelet function and $\tilde{\psi}$ is the dual-wavelet function, then it is stated in [3] that

- for the same number of vanishing moments for $\psi$, the scheme with more regular $\tilde{\psi}$ is likely to yield the best performance,
- increasing the regularity of $\tilde{\psi}$, even at the expense of the number of vanishing moments for $\psi$, may lead better results.
Figure 3.6. Various medical test images.
Figure 3.7. Histograms of the Haar, TS and TT wavelet coefficients.
Figure 3.8. Comparison of compression performance (in bits per pixel) using different algorithms for various USC and MRI images.
Table 3.5. CPU time (in seconds) for test images using the TT approach

<table>
<thead>
<tr>
<th>Image</th>
<th>TT filter</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Transform</td>
<td>Coding</td>
<td>Total</td>
</tr>
<tr>
<td>† MR image 1</td>
<td>1.32</td>
<td>3.45</td>
<td>4.77</td>
</tr>
<tr>
<td>† MR image 2</td>
<td>1.29</td>
<td>3.44</td>
<td>4.73</td>
</tr>
<tr>
<td>† MR image 3</td>
<td>1.28</td>
<td>3.63</td>
<td>4.91</td>
</tr>
<tr>
<td>† CT image 1</td>
<td>5.35</td>
<td>21.22</td>
<td>26.57</td>
</tr>
<tr>
<td>† CT image 2</td>
<td>5.83</td>
<td>24.69</td>
<td>30.52</td>
</tr>
</tbody>
</table>

† 256 x 256 image
‡ 512 x 512 image

Table 3.6. Filter coefficients for various linear biorthogonal filters

<table>
<thead>
<tr>
<th>Filter type</th>
<th>Filter coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>analysis</td>
</tr>
<tr>
<td>TS filter</td>
<td>(\frac{1}{\sqrt{2}}[1,1])</td>
</tr>
<tr>
<td>TT filter</td>
<td>(\frac{1}{\sqrt{2}}[1,1])</td>
</tr>
<tr>
<td>2/14 filter</td>
<td>(\frac{1}{\sqrt{2}}[1,1])</td>
</tr>
</tbody>
</table>

In our case, the TT dual-wavelet function is much more regular than the TS dual-wavelet function thus supporting our claim for better performance of the nonlinear TT filter. Moreover, there is hardly any improvement in the regularity (smoothness) of the dual-wavelet function for filters of longer length than that of the highpass TT filter. As a result, the total entropy of the wavelet coefficients after multiscale decomposition was less for the TT filter (longer kernel) than the TS and Haar filters (shorter kernels). It was also noted that increasing the filter length of the highpass filter above 10 does not increase the smoothness of the dual wavelet function but instead increases the strength of the side peaks, as shown in Figure 3.9. Hence it can be concluded that the TT filter is the optimum in the series of reversible integer arithmetic wavelets. The filter coefficients for the TS, TT and 2/14 filters are given in Table 3.6 [3]. The plots of the dual-wavelet function for the TS and TT filters are given in Figures 3.10 and 3.11 respectively.
Figure 3.9. Dual-wavelet function for the 2/14 filter.

Figure 3.10. Dual-wavelet function for the TS filter.
3. Lossless Data Compression Using an Integer-Arithmetic Wavelet Transform

3.4 An integer-arithmetic color-coordinate transformation for color image compression

In the previous section, the performance of the reversible TT transform was compared with that of other existing transforms. The remaining sections of this chapter will deal with the compression of color images. In this section, a new color image transformation, RGB to $Y' I' Q'$, a modified version of RGB to YIQ transformation, is proposed and it will be referred to as the transformation method. This transformation is based on integer arithmetic involving only integer additions and shift operations. The $Y' I' Q'$ image is then transformed to the wavelet domain by using a modified reversible integer-arithmetic wavelet transformation similar to one proposed in [76], [10]. The RGB to YIQ mapping is defined by [77]

$$
\begin{bmatrix}
Y \\
I \\
Q
\end{bmatrix} =
\begin{bmatrix}
0.30 & 0.59 & 0.11 \\
0.60 & -0.28 & -0.32 \\
0.21 & -0.52 & 0.31
\end{bmatrix}
\begin{bmatrix}
R \\
G \\
B
\end{bmatrix}
$$

(3.18)

For compatibility with integer arithmetic hardware, the YIQ coefficients are quantized (rounding/truncation) thus resulting in quantization error. For the system to be lossless, the integer YIQ coefficients as well as the quantization error need to be compressed. In order to avoid these quantization errors, a new transformation based on integer arithmetic is proposed. The transformation is completely reversible and hence lossless. The forward

Figure 3.11. Dual-wavelet function for the TT filter.
transformation RGB to $Y'I'Q'$ is given by

$$Y' = \left\lfloor \frac{R + B}{2} \right\rfloor + \frac{G}{2}$$  \hspace{1cm} (3.19)

$$I' = R - B$$  \hspace{1cm} (3.20)

$$Q' = \left\lfloor \frac{R + B}{2} \right\rfloor - G$$  \hspace{1cm} (3.21)

where $\lfloor . \rfloor$ denotes the floor function. The inverse transformation is given by

$$R = Y + \left\lfloor \frac{Q + 1}{2} \right\rfloor + \frac{I + 1}{2}$$  \hspace{1cm} (3.22)

$$G = Y - \left\lfloor \frac{Q}{2} \right\rfloor$$  \hspace{1cm} (3.23)

$$B = Y + \left\lfloor \frac{Q + 1}{2} \right\rfloor - \left\lfloor \frac{I}{2} \right\rfloor$$  \hspace{1cm} (3.24)

It is observed that the $Y$ coefficient (luminance) given by Equation 3.18 is very close to the $Y'$ coefficient given by Equation 3.19. The similarity between $Y$ (luminance in $YIQ$ mapping) and $Y'$ (luminance in $Y'I'Q'$ mapping) was noted by calculating the difference between the two matrices. The root-mean-square criterion (RMS) was used for comparison. The average relative error (in percent) was also calculated for different test images. The results are given in Table 3.4. The $Y$ and $Y'$ for a typical color image, Image 1, are given in Figures 3.12(a) and 3.12(b), respectively. As can be observed, there is hardly any visual difference between the two images. Thus, as in the $YIQ$ model, the $Y'$ coefficients in the $Y'I'Q'$ model are consistent with the sensitivity of the human visual system. It can also be observed that the $RGB$ to $YIQ$ transformation requires 9 floating-point multiplications and 8 floating-point additions whereas the $RGB$ to $Y'I'Q'$ requires 5 integer additions and 2 shift operations.

### 3.5 Compression of color images

The original color images were stored in $RGB$ format. Each of the three primary-color images used 8 bits per pixel (bpp) and was $256 \times 256$ pixels in size. Three different color image representations, the $RGB$, the $YIQ$ and the proposed $Y'I'Q'$, were used for comparison.
Figure 3.12. Comparison between luminance components of the existing YIQ and the proposed $Y'IQ'$ models.
Table 3.7. Comparison between $Y$ (luminance in $YIQ$ mapping) and $Y'$ (luminance in $Y'I'Q'$ mapping)

<table>
<thead>
<tr>
<th>Test Image</th>
<th>RMSE</th>
<th>Average Relative Error (in %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image 1</td>
<td>8.30</td>
<td>6.0</td>
</tr>
<tr>
<td>Image 2</td>
<td>8.27</td>
<td>7.0</td>
</tr>
<tr>
<td>Image 3</td>
<td>4.59</td>
<td>3.0</td>
</tr>
<tr>
<td>Image 4</td>
<td>3.37</td>
<td>2.0</td>
</tr>
<tr>
<td>Image 5</td>
<td>4.21</td>
<td>2.5</td>
</tr>
</tbody>
</table>

After converting each image to the required representation, the nonlinear wavelet transform was applied successively to the columns and rows of the image. The procedure was slightly modified for the $YIQ$ representation. The floating-point $Y$, $I$, and $Q$ coefficients were first quantized to the nearest integer. The nonlinear wavelet transform was then applied to the quantized coefficients. The quantization error as well as the wavelet coefficients of the quantized $YIQ$ coefficients were then coded using arithmetic coding. Table 3.8 shows the compression performance in terms of bits per pixel (bpp) for five typical hard-to-compress color images. The results from the proposed nonlinear wavelet transform based on TT filters are compared with results obtained using the existing Haar and TS filter based transforms. The results are also compared with results obtained with the commonly used third-order two-dimensional global predictor in [72], which is of the form

$$X = 0.75A - 0.50B + 0.75C \quad (3.25)$$

where $X$, $A$, $B$, and $C$ are given in Figure 3.4. It is observed that the proposed $Y'I'Q'$ color image format gives the best performance among all the image formats discussed. Also, the TT filter based approach gives better performance than the Haar and TS filter based transform. In general, the reversible wavelet based transform coding proved a better compression technique than the existing predictive coders. It should also be noted that although the $RGB$ to $YIQ$ transformation (based on real number arithmetic) gives better lossy compression than the standard $RGB$ format, the same is not valid in the lossless domain. The main reason for this anomaly is that the real $RGB$ to $YIQ$ transformation is not a reversible transformation in integer arithmetic, thus leading to quantization errors. As far as the computational complexity is concerned, the total computation time is the sum of the time taken to perform the wavelet transformation and the time taken to code.
Table 3.8. *Comparison of compression performance (bpp) among different lossless compression techniques*

<table>
<thead>
<tr>
<th>Test Image</th>
<th>Format</th>
<th>Reversible wavelets</th>
<th>Predictive coding</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Haar</td>
<td>TS</td>
</tr>
<tr>
<td>Image 1</td>
<td>RGB</td>
<td>4.68</td>
<td>5.03</td>
</tr>
<tr>
<td></td>
<td>YIQ</td>
<td>5.12</td>
<td>4.79</td>
</tr>
<tr>
<td></td>
<td>Y' I' Q'</td>
<td>4.68</td>
<td>4.62</td>
</tr>
<tr>
<td>Image 2</td>
<td>RGB</td>
<td>6.00</td>
<td>6.11</td>
</tr>
<tr>
<td></td>
<td>YIQ</td>
<td>5.91</td>
<td>5.79</td>
</tr>
<tr>
<td></td>
<td>Y' I' Q'</td>
<td>5.35</td>
<td>5.09</td>
</tr>
<tr>
<td>Image 3</td>
<td>RGB</td>
<td>7.55</td>
<td>7.36</td>
</tr>
<tr>
<td></td>
<td>YIQ</td>
<td>7.22</td>
<td>7.22</td>
</tr>
<tr>
<td></td>
<td>Y' I' Q'</td>
<td>7.22</td>
<td>7.12</td>
</tr>
<tr>
<td>Image 4</td>
<td>RGB</td>
<td>6.92</td>
<td>6.96</td>
</tr>
<tr>
<td></td>
<td>YIQ</td>
<td>6.56</td>
<td>6.15</td>
</tr>
<tr>
<td></td>
<td>Y' I' Q'</td>
<td>6.38</td>
<td>6.15</td>
</tr>
<tr>
<td>Image 5</td>
<td>RGB</td>
<td>6.09</td>
<td>6.15</td>
</tr>
<tr>
<td></td>
<td>YIQ</td>
<td>6.10</td>
<td>6.00</td>
</tr>
<tr>
<td></td>
<td>Y' I' Q'</td>
<td>6.00</td>
<td>5.89</td>
</tr>
</tbody>
</table>

Although it took less time to compute the wavelet transform using the Haar and the TS approach as compared to the proposed method, the coding time for the TT approach was the least. This is because the wavelet coefficients obtained from the TT-filter based integer-arithmetic wavelet transform had the lowest entropy. Table 3.9 gives a comparison of the total computation times (in seconds) for different transform coders. The time was calculated based on the number of clock cycles required for the computation and coding of wavelet transform coefficients (with three stages of decomposition) on a SUN SPARC-5 workstation. As expected, the TT filter based approach took to least time for coding while the predictive coder took the maximum time of all the coders.

### 3.6 Conclusions

A reversible wavelet transform based on the TT transform was proposed. The transform compared with other transforms of its class, namely, the Haar and the TS transform. Vari-

---

The coefficients...
Table 3.9. Total coding times of color images ($Y' I' Q'$) for different coding techniques

<table>
<thead>
<tr>
<th>Test Image</th>
<th>Reversible wavelets</th>
<th>Predictive coding</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Haar</td>
<td>TS</td>
</tr>
<tr>
<td>Image 1</td>
<td>8.7</td>
<td>8.8</td>
</tr>
<tr>
<td>Image 2</td>
<td>8.9</td>
<td>9.0</td>
</tr>
<tr>
<td>Image 3</td>
<td>9.0</td>
<td>8.3</td>
</tr>
<tr>
<td>Image 4</td>
<td>8.9</td>
<td>8.7</td>
</tr>
<tr>
<td>Image 5</td>
<td>7.4</td>
<td>7.1</td>
</tr>
</tbody>
</table>

Various algorithms were used to compress a wide class of medical images. The results obtained indicate that the TT transform performs the overall best in its class of transforms. Preliminary results obtained with the S+P transform indicate its inferior performance relative to the TT transform.

A reversible transformation was also proposed for the compression of color images. The transformation transforms pixels from the color space RGB to a new color space $Y' I' Q'$. This transformation removes redundancy from the spectral bands and also maps integer input values to integer output values. The results obtained were compared with results obtained with the JPEG compression standard.
Chapter 4

A Mixed Transform Technique for Lossy Image Compression

4.1 Introduction

Subband transform coding based on wavelets has shown very promising results in terms of bit rate vs. distortion [9], [11], [30]. This is due to the capability of wavelets to represent signals with the least number of nonzero coefficients. A clear advantage has been shown when some other orthogonal basis (such as the DCT) is applied on the wavelet coefficients [30]. For example, results indicate [22] that higher coding gains can be obtained when such a multi-transform (also called a mixed transform) technique is applied to images. Many types of transforms have been used in mixed transform techniques apart from the DCT. For example, [22] uses a combination of subband, DFT, and Walsh transforms for efficient coding of non-stationary speech signals. However, this technique has a major disadvantage, namely, there is a need to select weighting coefficients to minimize the overall entropy of the signal. This is a multidimensional optimization problem and turns out to be even harder when applied to images. Because of these constraints, we use the highly efficient DCT with subband coding for image compression. The subband decomposition splits the whole image into a hierarchy of bandlimited components. Each of these components has a different statistical characteristic, and by designing a quantizer for each band optimally, the quantized data entropy can be drastically reduced without significant degradation in quality. Scalar quantization and independent encoding of signal samples is computationally simple but statistical dependencies between samples cannot be removed. On the other hand, vector quantization (VQ) can approach the rate distortion limit as the vector dimensionality becomes large. This quantization step is the only irreversible transformation and hence results in loss of information. The quantized coefficients are later coded using arithmetic
Another issue worth discussing is performance evaluation of the compressed images. Peak signal-to-noise ratio (PSNR) has been widely used as a subjective measure of image quality [78]. But this criterion is not that well suited when one talks about color images. The main reason is that the human eye responds differently to different colors [78].

The PSNR is not a good criterion for the evaluation of image quality in the red-green-blue (RGB) co-ordinate system. It can be shown that an image with lower PSNR might have a better subjective performance than another image with higher PSNR. Because of this, many other co-ordinate systems have been proposed that provide better match with the response of the human eye [78]. One of the important ones is the uniform chromaticity scale (UCS) system. It has been shown that there is a close correlation between error in this system and subjective evaluation of color images.

In this chapter, the concept of mixed transform techniques is considered. Biorthogonal wavelets are used in the subband decomposition and the DCT is used for the coarsest scale subband coefficients. The quantization step is divided into two parts. Vector quantization is used for the wavelet coefficients and scalar quantization for the wavelets+DCT coefficients from the coarsest scale. Vector quantization is based on fixed codebook size vectors as discussed in [14]. Scalar quantization is applied to the wavelet+DCT coefficients mainly because there are well-known quantization tables for DCT coefficients [18]. After encoding, the quality of the compressed image is judged using objective and subjective evaluations. Objective evaluations were obtained using the mean-square error in the RGB system and in the \( U*V*W* \) system [78]. Subjective evaluations were carried out by showing the images to a number of independent observers and averaging their responses on a scale of 1 to 10.

The chapter is organized as follows. In the next section, a brief overview of fixed-length vector quantizer is given. Later, the proposed compression technique is given in Section 4.3 followed by discussion on performance criteria for the evaluation of color images. Section 4.6 presents compression results using the proposed technique and are compared with the results obtained with the existing JPEG technique and other methods.

### 4.2 Overview of vector quantization

#### 4.2.1 Introduction

According to Shannon's rate-distortion theory [79], one can always obtain a better performance by coding vectors instead of scalars. Vector quantization has begun gaining interest
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with the advent of the codebook design algorithm introduced by Linde, Buzo and Gray [12] called the LBG algorithm. VQ has been found to be an efficient coding technique for speech as well as images. However, it requires high computational complexity. In this section, first vector quantization is defined as an image coding technique and then the optimality criteria for vector quantizers are discussed. Later, the LBG algorithm is presented and some important factors affecting the codebook design are discussed.

4.2.2 Definition of vector quantization

Vector quantization can be defined as a mapping $Q$ of the K-dimensional Euclidean space $R^k$ into a finite subset $Y$ of $R^k$, i.e.,

$$Q : R^k \rightarrow Y,$$

where $Y = y_1, y_2, \ldots, y_N$ is the set of reproduction vectors, and $N$ is the number of vectors in $Y$. VQ can also be defined as a combination of two functions: coding and decoding. Coding $C$ is defined as a mapping of $R^k$ into the index set $J$, and decoding $D$ is defined as the mapping of $J$ into the output set $Y$ where $J = 1, 2, \ldots, N$. Thus,

$$C : R^k \rightarrow J \text{ and } D : J \rightarrow R^k$$

An input vector $x$ is quantized by selecting the nearest reproduction vector from the codebook according to a distortion criterion $d(x, y_i)$

$$Q(x) = \min_{i = 1, 2, \ldots, N} [d(x, y_i)]$$

This process is done by the encoder which then sends the address of the reproduction vector nearest to $x$ over the channel. The decoder receives the address of the reproduction vector and simply performs a table lookup operation on the same copy of the codebook that the encoder uses. Thus, VQ is used for applications that require very fast decoding.

If the codebook length is $N$, i.e., the number of codebook vectors is $N$ and each vector consists of $k$ pixel elements, then the rate of the quantizer (in bits per pixel) is given by

$$R = \frac{1}{k} \log_2 N \Rightarrow N = 2^{Rk}$$

From the above relationship, it is clear that the codebook size $N$, and hence the complexity of the VQ, increases exponentially with the rate and block size. In order to reduce the search complexity, the codebook size must be kept small. This puts limits on the utilization of the source coding theorem which states that the larger the value of $k$, the closer we approach to rate distortion function. Figure 4.1 shows the block diagram of a basic memoryless vector quantizer.
4.2.3 Optimal vector quantization

A vector quantizer is considered to be optimal if it minimizes the average distortion \( E[d(x, y)] \), where \( x \) is the input vector (with uniform probability distribution function) and \( y \) is the best reproduction vector matched to it. There are two necessary conditions for a quantizer to be optimal [80]:

**Condition 1**: Given a codebook \( Y = y_i : i = 1, 2, \ldots, N \) and a specific decoder \( D \), the encoder encodes a vector \( x \) by selecting the codeword which yields the minimum distortion, given by

\[
Q(x) = \min_{i} d(x, y_i) \quad i = 1, 2, \ldots, N
\]  

(4.5)

By applying this condition, the encoder partitions the input space into several partitions \( S_i \), where the vectors that are encoded to the same codeword are placed in the same partition. Such partitions, according to a minimum distortion rule, are called Voronoi or Dirichlet partitions [81].

**Condition 2**: Given the Voronoi partitions of the input space, we need to find the codebook that minimizes the overall distortion. To minimize the overall distortion, the distortion contributed by each cell needs to be minimized. This could be done by assigning the generalized centroid of each partition as a codeword in the codebook

\[
\text{Cent}(S_i) = \min E(d(x, y) \mid x \in S_i) \quad \text{for all } y \in \mathbb{R}^k
\]  

(4.6)

The generalized centroid of partition \( S_i \) under a distortion measure \( d(., .) \) is unique if the distortion is strictly convex [82]. Since the source is assumed to be ergodic, the conditional
expectation may be replaced by a simple sample average as

\[ \text{Cen}(S_i) = \frac{1}{\| S_i \|} \sum_{x_i \in S_i} x_i \]  

(4.7)

where \( \| S_i \| \) denotes the cardinality of the partition.

The two conditions in Equations 4.5 and 4.6 are the key of the codebook design algorithm. The codebook is iteratively optimized for the old encoder and then a minimum distortion encoder is used for the new codebook.

### 4.2.4 The LBG Algorithm

The two necessary conditions mentioned above lead naturally to an iterative algorithm for optimal VQ design called the LBG algorithm [12]. The algorithm works either with a probability density function or with the training set (t-set) of sample vectors from the true distribution. The LBG algorithm for an unknown distribution training sequence is as follows:

1. Let \( N \) be the number of codewords in the codebook and let the distortion threshold \( \varepsilon \geq 0 \). Assume that \( \hat{A}_0 \) as the initial codebook which has \( N \) codewords, a training sequence \( \{ x_j; j = 0, 1, \ldots, n - 1 \} \) with all vectors in the optimal codebook, \( \hat{x}(i); i = 0, 1, 2, \ldots, N - 1 \), set to zero, and \( D_{-1} = \infty \) (\( D_i \) is the average distortion at iteration \( i \)). Also assume that \( m \) is the number of iterations.

2. Given \( \hat{A}_m = (y_i; i = 1, 2, \ldots, N) \), find the minimum distortion partition \( P(\hat{A}_m) = (S_i; i = 1, 2, \ldots, N) \) of the training sequence such that \( x_j \in S_i \) iff \( d(x_j, y_i) \leq d(x_j, y_l) \), for all \( l \). Compute the average distortion

\[ D_m = \frac{1}{n} \sum_{j=0}^{n-1} \min_{y \in \hat{A}_m} d(x_j, y) \]  

(4.8)

3. If \( (D_{m-1} - D_m)/D_m \leq \varepsilon \), stop the iteration with \( \hat{A}_m \) as the final codebook, otherwise continue.

4. Find the optimal codebook \( \hat{x}[P(\hat{A}_m)] = \hat{x}[(S_i); i = 1, 2, \ldots, N] \) for \( P(\hat{A}_m) \) where \( \hat{x}(S_i) \) is the centroid for the partition cell \( S_i \).

5. Set \( \hat{A}_{m+1} = \hat{x}(S_i) \), increment \( m \) to \( m + 1 \), and go to Step 2.

Since \( D_0 \) is finite, the distortion either decreases or remains the same at each iteration of the algorithm. The distortion threshold \( \varepsilon \) determines the number of iterations before the algorithm is terminated. If \( \varepsilon = 0 \), the algorithm will not terminate unless it reaches a fixed point (i.e. applying the algorithm to a codebook \( C \) yields codebook \( C \)). For \( \varepsilon > 0 \), the
algorithm must stop. For a training set of finite size \( n \) and for convex problems, this occurs in a finite number of steps.

The LBG algorithm does not assure convergence to the globally optimal codebook. However, depending on the size of the training set, it provides us with a set of fixed points which is arbitrarily close to the set of fixed points for the true distribution. Thus, the larger the size of training set, the closer are the codewords to those obtained with a true distribution. The designed codebook depends on the choice of an initial codebook. Different choices of initial codebooks produce locally optimal codebooks. The locally optimal codebook that gives the least average distortion is deemed to be the globally optimal one.

### 4.2.5 Codebook initialization

The performance of the final codebook could depend strongly upon the initial codebook chosen, especially for sources with multiple minima. Choosing an initial codebook that leads to the best final codebook is still an open problem. Some of the techniques studied in the past to generate an initial codebook are given below:

1. One possible way to initialize the LBG algorithm is by using a codebook previously designed for some other purpose. Alternatively, one might initialize with evenly spaced codewords in the vector space.

2. Random Initialization: In this technique, \( N \) codebook vectors are chosen at random for the \( t \)-set. This method was first used in the \( k \)-means clustering problem. In practice, the random initialization is implemented by choosing evenly spaced elements in the training sequence (e.g. \( x_1, x_{k+1}, x_{2k+1}, \ldots, x_{(N-1)k+1} \), where \( x_i \) is the training vector, \( m \) is the number of training vectors, \( N \) is the number of codewords desired, and \( k = m/N \)).

3. Product Codes: Let us assume that we have a collection of codebooks \( C_i, i = 0, 1, \ldots, m-1 \), each containing \( N_i \) vectors of dimension \( K_i \), and having a rate \( R_i = \log_2 N_i \) bits per vector. Then, the product codebook \( C \) is defined as the collection of all \( N = \prod_i N_i \) possible concatenations of \( m \) codewords taken successively from the \( m \) codebooks \( C_i \). The dimension of the product codeword is \( k = \sum_{i=0}^{m-1} k_i \). Thus, for example, a \( k \)-dimensional vector quantizer of rate \( R \) bits per vector can be formed using a scalar quantizer \( k \) times in succession, with rate \( R/k \).

4. Splitting Technique: In this technique, the final codebook is constructed recursively from a smaller codebook having the same dimension. First, the optimum 0-rate code is found by finding the centroid of the entire training set. Then, a codebook of size
two is formed by splitting the first codeword into two. In order to ensure that the distortion will not increase, the original codeword is kept in the new codebook and the new codeword is formed by scaling the energy of the first. Having formed an initial codebook of size two, the LBG algorithm is then used to design an optimal codebook of size two. Using the same technique, an initial codebook of size four can be formed by two optimal codewords. Then, an optimal codebook having four codewords is designed. For an initial codebook of size \( N \), this process is repeated \( \log_2 N \) times.

5. **The Pairwise Nearest Neighbor (PNN) Algorithm**: The PNN clustering algorithm was introduced by Equitz [83] as an alternative to the LBG algorithm for vector quantizer design. It generates codebooks from a training set in approximately 5 percent of the time required by the LBG algorithm. The PNN algorithm starts by assigning a separate cluster for each training vector. Then, it merges two clusters at a time until the desired codebook size is achieved. When clusters are merged, the centroid is used to represent the vectors of the merged cluster. Once the clusters have more than one member, things become more complicated. A tradeoff is made between merging close clusters and the number of vectors affected by the merging process.

Even though the PNN algorithm is to be considered unacceptable because it usually does not generate an optimal codebook, it appears to be an excellent alternative to random initialization for the LBG algorithm. By using it as an initializer for the LBG algorithm, the total coding error is reduced and the LBG algorithm converges in fewer iterations.

### 4.2.6 Compression of images using vector quantization

In the previous subsection, some idea of various methods of choosing an initial set of vectors was provided. In this section, we shall discuss the method of applying vector quantization to image compression. Brief results obtained by applying the vector quantization alone, are also given.

Before the vector quantization is applied, the codebook needs to be initialized. In our approach, we initialize the codebook based on random selection. Once the size and length of the codebook is decided, the codebook vectors are updated based on the already described LBG algorithm. The compression algorithm is terminated when the mean-square error is brought below a certain predefined threshold value. The algorithm can be described in terms of a step-by-step process as follows:

**Step 1**: Start with a predefined length and width for the codebook.

**Step 2**: Initialize the codebook vectors using a random selection scheme.
Step 3: Update the codebook vectors using the LBG algorithm.

Step 4: Calculate the objective function (mean-square error in our case).

Step 5: Repeat steps 3 and 4 until the value of the objective function reduces below a predefined threshold $\epsilon$.

Step 6: Output the index of the codebook vectors and the codebook vector table.

4.3 A new mixed-transform technique for low bit-rate image coding

The proposed technique is based on the wavelet transform of the original image. The resulting wavelet coefficients are compressed using VQ based on the Linde, Buzo and Gray (LBG) algorithm [12] while DCT is applied to the low-frequency scaling coefficients. This transform technique is referred to as the MiXed-Transform (MXDT) technique. For the wavelet transform, a biorthogonal basis is used because it leads to better performance than an orthogonal basis [30]. The low-frequency content of the image is confined in the scaling coefficients and block DCT is applied to them. The resulting DCT coefficients are quantized based on the scalar quantization tables of the JPEG standard. They are stored using the zigzag scanning pattern described in [18]. The CDF-97 filter set is used because of its proven superior performance compared to that of other existing filters [46]. The transfer functions $H_0(z)$ and $F_0(z)$ of the lowpass and highpass filters, respectively, for the biorthogonal 9/7 filter are given by

$$G(z) = 0.037828 - 0.023849z^{-1} - 0.110624z^{-2} + 0.377402z^{-3} + 0.852699z^{-4} + 0.377402z^{-5} - 0.110624z^{-6} - 0.023849z^{-7} + 0.037828z^{-8}$$

$$H(z) = 0.064539 - 0.040689z^{-1} - 0.418092z^{-2} + 0.788486z^{-3} - 0.418092z^{-4} - 0.040689z^{-5} + 0.064539z^{-6}$$

The theory behind the biorthogonal wavelet basis can be found in [3], [46].

4.4 Proposed MXDT coder

The block diagram of the proposed MXDT coder is given in Figure 4.2. The wavelet transform based on the cascade algorithm [4] is applied to the input image followed by a full-search VQ of the wavelet coefficients. The LBG algorithm [12] is used to optimize the codebook generation. The quantization errors in the wavelet coefficients are also quantized using the
Figure 4.2. Block diagram of the proposed MXDT coder.
same codebook size and width. The latter step results in a significant improvement in the overall Peak signal-to-noise ratio (PSNR). Finally these codebook indices are encoded using arithmetic coding with a simple frequency-count-based probability predictor. The scaling coefficients contain almost entirely the low-frequency content, and thus, the combination of an $8 \times 8$ block DCT and scalar quantization based on the JPEG quantization tables given in [18] is used rather than VQ. The DC coefficients of each $8 \times 8$ block are subtracted from those of the first block and the resulting quantized DCT coefficients are passed through a range corrector. The range corrector performs indexing of all the available data values. For example, if the mixed transform coefficients have the values 1200, 50, -60, 20, -5, 3, -5, 3, -4, 0, 0, 0, 0, 0, 0, 0, 0, 0, the range corrector will check the data values and generate a map as shown in Table 4.1.

**Table 4.1. An example showing range correction of the DCT coefficients**

<table>
<thead>
<tr>
<th>Data</th>
<th>Index</th>
<th>Codeword</th>
</tr>
</thead>
<tbody>
<tr>
<td>-60</td>
<td>0</td>
<td>000</td>
</tr>
<tr>
<td>-5</td>
<td>1</td>
<td>001</td>
</tr>
<tr>
<td>-4</td>
<td>2</td>
<td>010</td>
</tr>
<tr>
<td>0</td>
<td>3</td>
<td>011</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>100</td>
</tr>
<tr>
<td>20</td>
<td>5</td>
<td>101</td>
</tr>
<tr>
<td>50</td>
<td>6</td>
<td>110</td>
</tr>
<tr>
<td>1200</td>
<td>7</td>
<td>111</td>
</tr>
</tbody>
</table>

The range of DCT coefficients in the above example is $[-60, 1200]$ thus requiring 11 bits to code each data value. The above mapping reduces the number of bits per data value to 3. The map is coded in the compressed bit stream by sending a 1 or a 0 depending on whether a value is present in the input data or not. It was observed that this range correction can result in huge savings in memory due to the highly non-uniform distribution of the DCT coefficients.

The steps in the proposed coding algorithm are as follows:

**Step 1**: Obtain the biorthogonal wavelet transform of the input image using the MIT-97 filters with three stages of decomposition.

**Step 2**: Perform VQ on the wavelet coefficients followed by arithmetic coding.
Step 3: Use an 8\times 8 block DCT on the scaling coefficients with scalar quantization of these mixed transform coefficients based on the JPEG quantization tables.

Step 4: Perform range correction and arithmetic coding of the mixed transform coefficients scanned in a zig-zag scanning pattern.

4.4.1 Selection of codebook size and width

Table 4.2 shows the lengths and widths of the codebooks for different shapes and scales of the image. Shapes 0, 1, 2, and 3 refer to the scaling, horizontal, vertical, and diagonal component wavelet coefficients of an image, respectively.

Table 4.2. Codebook sizes and widths for a typical test image

<table>
<thead>
<tr>
<th>Scale</th>
<th>Shape</th>
<th>Codebook</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Length</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>128</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>128</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>128</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>128</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>128</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>128</td>
</tr>
</tbody>
</table>

4.4.2 Statistical analysis of the wavelet coefficients

Before we describe the algorithm, there is a need to study the statistics of each of the three shapes, i.e., Shapes 1, 2, and 3 (Shape 0 is just a coarse approximation). The statistics of the wavelet coefficients for the Lena image were studied for different scales and shapes. The following inferences were made from these results:

1. The range of coefficients and their variances grow as the resolution becomes coarser, which proves that the coefficients at lower levels are of higher importance.

2. After subtracting the average and normalizing the variances to unity, the range of coefficients become smaller and similar to all shapes in each level. This fact enables
us to quantize different shapes with similar considerations.

3. In the coarsest scale, Shape 0 consists of a wider range and larger coefficients and variances than the other shapes. Thus, these coefficients are quantized using only a scalar quantizer. This might lead to lower compression but it has the least size and maximum number of significant coefficients thus resulting in a higher reconstruction accuracy.

The sensitivity of the final reconstructed image quality to quantization error is more noticeable at coarser scales, necessitating larger allocation tables to coarser scales. Tests were conducted on a few test images with regard to different code lengths $L$ and widths $W$. The relation of these parameters to the compression ratio has already been discussed in Section 2. In most cases, Shape 3 (diagonal) has much less detail and hence needs fewer quantization levels (wider bins) as compared to Shapes 1 and 2. Tests were also conducted by varying the codebook size and widths. It was observed that increasing the decomposition levels above three increased the compression ratio significantly but also reduced the PSNR below visually acceptable levels. As can be seen from Table 4.2, the finest scale wavelet coefficients (scale 1) are discarded completely.

4.4.3 Error correction

Applying vector quantization on wavelet coefficients does not always produce satisfactory results. The goal is to achieve higher PSNR for the reconstructed coefficients with higher compression ratios without allocating enormous tables that degrade the speed of the algorithm. One way is by using the error correction (EC) method. The quantization error of the reconstructed image is computed and the LBG quantization is applied on the error. We get an approximation of the error and add it to the previous reconstructed image. This yields better SNR for quantized coefficients and higher PSNR for the reconstructed image as well. The pictorial representation of the improved implementation based on the error correction method is given in Figure 4.3. In the remaining of this chapter, this modification is incorporated in our algorithm to achieve an improved compression performance.

A modification

There was a slight modification to the above approach that resulted in a significant improvement in the reconstructed image quality. Most of the time, two different images never have the same dynamic range. So, if one uses the codebook obtained by training from one image on the other image, compression results are very poor. So, we rescaled the second
image so that its range is the same as that of the first image. Then, applying the codebook for coding the second image improved the image quality by almost 3 dB.

4.5 Decoders

A decoder for the proposed compression scheme can be easily obtained by simply reversing the steps of the MXDT encoder. Such a decoder can be referred to as the MXDT decoder. Although such an decoder is easy to implement, it has some disadvantages. It tends to introduce two types of artifacts that degrade the quality of the decompressed image. One type of artifacts is due to VQ of the wavelet coefficients and shows up as vertical/horizontal lines in the image, especially at sharp edges. Another type is due to JPEG quantization of the mixed-transform coefficients and shows up as spots in the decompressed image.

Although artifacts due to VQ are difficult to circumvent, much progress has been achieved in recent years in reducing artifacts due to the quantization of the DCT coefficients in a JPEG coder [84]-[87]. Below we develop an improved decoder for the proposed compression scheme on the basis of a technique described in [88] which will be referred to as decoder MXDT1.

The methods in [84], [85] require a novel decoder which completely eliminates the need of a JPEG decoder. In [87], a technique referred to as wavelet-based thresholding was used for the enhancement of JPEG decompressed images. Although there is no rigorous proof of why wavelet-based thresholding reduces blocking artifacts, an intuitive argument is as follows. Quantization in the JPEG coder tends to filter out the high frequencies from each 8×8 block based on the local statistics of that block. The only areas where the artifacts are prominent would be at the block boundaries. The sharp transitions at block boundaries are like edges in the image and block edges correspond to high frequencies in the image. Thus although the
JPEG coder filters out the high frequency components from each block, it introduces block edges which can be considered as correlated high-frequency noise. Thresholding has been applied by Donoho and others [88]-[90] for noise removal. These authors have shown that wavelet thresholding is an optimal criterion for noise removal from data with additive white noise. Although in our case the noise is correlated (block edges), the wavelet transform tends to whiten the data and hence while the error due to blocking artifacts, $e$, is not white, $\text{DWT}\{e\}$ might be. Although no extensive comparative study has been performed on various alternative methods with regards to removal/reduction of blocking artifacts, the wavelet-based method seems more promising than other known methods.

Decoder MXDT1 is based on applying soft thresholding on the scaling coefficients rather than the decompressed image itself. The reason is that DCT is applied on the scaling coefficients only. Soft thresholding is used because if the error is bounded, soft thresholding is optimal in the mean-square error sense [88], if smoothness is desired. Hence, a two-stage wavelet decomposition of the scaling coefficients ($LL_0$) is performed followed by soft thresholding of the coefficients. A two-stage wavelet decomposition would lead to seven subbands as shown in Figure 4.4. Let $LL_0$ be the subband corresponding to the scaling coefficients of the decompressed image and $LL_2, LH_2, HL_2, HH_2, HL_1, LH_1, HH_1$ be the subbands from a two-stage wavelet decomposition of $LL_0$. The scaling coefficients, $LL'_0$, after the thresholding operation are given by

$$LL'_0 = \text{IDWT}\{T_{\text{soft}}[\text{DWT}\{LL_0\}, \delta]\}$$

(4.9)

where IDWT is the inverse discrete wavelet transform and $T_{\text{soft}}$ is Donoho's soft threshold given by

$$T_{\text{soft}}(x, \delta) = \begin{cases} \text{sign}(x)(|x| - \delta), & |x| > \delta \\ 0, & |x| \leq \delta \end{cases}$$

(4.10)

where

$$\delta = \lambda \hat{\sigma}(e)$$

(4.11)

is the thresholding level and $\hat{\sigma}(e)$ is the estimate of the standard deviation (std) of noise $e$ in $x$. Donoho also showed that a reliable estimate of the std of noise is the std of the wavelet coefficients in the diagonal components in the finest scale. In our case, $\hat{\sigma}(e) = \text{std}(HH_1)$. The scaling factor $\lambda$ in (9) is also a crucial parameter. Donoho used $\lambda = \sqrt{2 \log(n)}$, where $n$ is the image size. However, our experiments indicate that this estimate of $\lambda$ results in oversmoothing of the image and brings down the PSNR drastically. On the other hand, $\lambda = 1.0$ works almost perfectly for most of our test images.
4. A Mixed Transform Technique for Lossy Image Compression

The algorithm used in decoder MXDT1 is as follows:

**Step 1**: Perform arithmetic decoding of the bit-stream to get the mixed transform coefficients and the quantized codebook vectors.

**Step 2**: Apply an $8 \times 8$ block IDCT on the mixed transform coefficients to get the scaling coefficients (with quantization error).

**Step 3**: Improve the visual appearance of the image using wavelet-based soft thresholding of the scaling coefficients.

**Step 4**: Apply an inverse wavelet transform to obtain the decompressed image.

As will be seen in the next section, this simple modification in the decoder improves the visual image quality considerably.

4.6 Results and discussion

The proposed technique was tested with 19, 512×512, 8-bit, gray-scale facial images. Five of these images were used for training in the VQ algorithm. The coder was implemented using three stages of wavelet decomposition. For the sake of comparison, results were also obtained using the EZW coder [9], the SPIHT coder [11], the wavelet+VQ coder [14], the

---

The images can be downloaded from sequoyah.ncsl.nist.gov in the files "mugshots.txt" and "mugshots.tar.Z".
existing JPEG decoder\(^2\), and the upcoming JPEG-2000 standard\(^3\) using the PSNR, which is computed as

\[
\text{PSNR} = 20 \log \left( \frac{255}{\sqrt{\sum_{i=0}^{N-1} \sum_{j=0}^{N-1} [x(i,j) - x_0(i,j)]^2}} \right)
\]

(4.12)

where \(x(i,j)\) is the input image (8 bits per pixel) and \(x_0(i,j)\) is the output image. The results for four of the 19 images are now examined. The first two images, FACE1 and FACE2, belong to the five-image training set while FACE3 and FACE4 do not. The results presented in Table 4.6 indicate that the decompressed images using the MXDT and MXDT1 decoders lead to an average PSNR of 34 dB at a compression ratio (CR) of 60:1 for images within the training set and a PSNR of 33 dB at almost the same CR for images outside the training set. The MXDT decoder gives slightly better PSNR than the MXDT1 decoder. However, as will be seen below, the MXDT1 decoder performs better in subjective evaluations. The method in [14] gave a slightly better PSNR than the MXDT and MXDT1 decoders at an average of only 45:1 compression. The only computational overhead in the MXDT decoder compared to the wavelet+VQ decoder in [14] involves computing the block DCT of the scaling coefficients. The JPEG-2000 coder performed best in terms of PSNR except for FACE3 image where the results were inferior to all the other techniques (except baseline-JPEG decoder). The performance of the EZW coder in general was a little inferior than the SPIHT coder.

The JPEG decoder performed much worse than the above schemes with an average PSNR of only 28 dB at a CR of about 60:1. Figures 4.5(a) and (b) show the original FACE1 and FACE4 images respectively. Figures 4.6(a), (b), (c), and (d) show the decompressed images using the JPEG decoder, the SPIHT decoder, the MXDT decoder, and the MXDT1 decoder, respectively. Figures 4.7(a)-(d) show the results for image FACE14.

The proposed schemes were also compared with the SPIHT technique with respect to subjective evaluation. This is a common practice because of the fact that the PSNR is not always consistent with the quality of the image [91], [92]. The images (FACE1 to FACE4) were rated on a scale of 10 by five independent observers. The original image and the JPEG decompressed image could be easily identified by the observers visually and they were rated 10 and 3, respectively. All the other decompressed images were rated within this range. The subjective tests were conducted on the computer screen with equal display.

\(^2\)A copy of the JPEG software can be downloaded from the Independent JPEG software group available via anonymous ftp at ftp.uu.net/graphics/jpeg/jpegsrc.v6a.tar.gz

\(^3\)A software implementation of the JPEG-2000 standard (called Jasper) can be obtained from Image Power Inc. at http://www.imagepower.com
Table 4.3. Comparison of compression performance of various schemes

<table>
<thead>
<tr>
<th>Technique used</th>
<th>Images</th>
<th>FACE1</th>
<th>FACE2</th>
<th>FACE3</th>
<th>FACE4</th>
</tr>
</thead>
<tbody>
<tr>
<td>JPEG</td>
<td>CR PSNR (dB)</td>
<td>56:1</td>
<td>58:1</td>
<td>58:1</td>
<td>56:1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>28.52</td>
<td>29.22</td>
<td>28.84</td>
<td>29.10</td>
</tr>
<tr>
<td>EZW</td>
<td>CR PSNR (dB)</td>
<td>58:1</td>
<td>61:1</td>
<td>58:1</td>
<td>59:1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>33.21</td>
<td>36.17</td>
<td>36.81</td>
<td>33.01</td>
</tr>
<tr>
<td>SPIHT</td>
<td>CR PSNR (dB)</td>
<td>58:1</td>
<td>61:1</td>
<td>58:1</td>
<td>59:1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>33.99</td>
<td>36.37</td>
<td>36.79</td>
<td>33.89</td>
</tr>
<tr>
<td>JPEG-2000</td>
<td>CR PSNR (dB)</td>
<td>58:1</td>
<td>61:1</td>
<td>58:1</td>
<td>59:1</td>
</tr>
<tr>
<td>(JasPer)</td>
<td></td>
<td>34.93</td>
<td>38.11</td>
<td>32.50</td>
<td>36.91</td>
</tr>
<tr>
<td>Wavelets+VQ</td>
<td>CR PSNR (dB)</td>
<td>42:1</td>
<td>43:1</td>
<td>45:1</td>
<td>41:1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>34.09</td>
<td>35.05</td>
<td>35.17</td>
<td>33.73</td>
</tr>
<tr>
<td>MXDT</td>
<td>CR PSNR (dB)</td>
<td>58:1</td>
<td>61:1</td>
<td>58:1</td>
<td>59:1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>33.40</td>
<td>34.31</td>
<td>34.38</td>
<td>33.08</td>
</tr>
<tr>
<td>MXDT1</td>
<td>CR PSNR (dB)</td>
<td>58:1</td>
<td>61:1</td>
<td>58:1</td>
<td>59:1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>33.07</td>
<td>34.25</td>
<td>34.02</td>
<td>32.99</td>
</tr>
</tbody>
</table>

size for all the images. The original image was in the top left corner of the screen. All the decompressed images were of the same size and placed at random positions to avoid any spatial correlation among the observations. The background and lighting was also kept constant throughout the experiments. The results were then averaged out and are listed in Table 4.6. Results are not given for the EZW coder because there was no noticeable difference between the SPIHT and EZW coders in terms of subjective performance. It was observed that for images FACE2 and FACE3, the results from the MXDT1 and SPIHT decoders were visually indistinguishable. Moreover the quality of the decompressed images using the MXDT1 decoder is comparable to that obtained with the SPIHT decoder while the MXDT decoder was found to be inferior. Note that these results are not consistent with the PSNR evaluations.

A detailed study on the type of artifacts in different compression schemes is warranted. Figure 4.8(a) shows a zoomed area of the original FACE1 around the forehead. The skin marks in the original image are completely filtered out in the SPIHT coder (Figure 4.8(b)) but are present in the image using the MXDT1 decoder (Figure 4.8(c)). Figure 4.9(a) shows a zoomed portion of the original FACE4 image around the upper left corner. Figures 4.9(b) and (c) show the results obtained using the SPIHT coder and the MXDT1 decoder, respec-
Table 4.4. Subjective evaluation of various schemes

<table>
<thead>
<tr>
<th>Image</th>
<th>Subjective</th>
<th>JPEG decoder</th>
<th>SPIHT decoder</th>
<th>MXDT decoder</th>
<th>MXDT1 decoder</th>
</tr>
</thead>
<tbody>
<tr>
<td>FACE1</td>
<td>3.0</td>
<td>7.0</td>
<td>6.5</td>
<td>7.5</td>
<td></td>
</tr>
<tr>
<td>FACE2</td>
<td>3.0</td>
<td>7.5</td>
<td>6.0</td>
<td>7.5</td>
<td></td>
</tr>
<tr>
<td>FACE3</td>
<td>3.0</td>
<td>8.0</td>
<td>6.0</td>
<td>8.0</td>
<td></td>
</tr>
<tr>
<td>FACE4</td>
<td>3.0</td>
<td>8.0</td>
<td>7.0</td>
<td>7.0</td>
<td></td>
</tr>
</tbody>
</table>

Figure 4.5. (a) Original FACE1 Image. (b) Original FACE4 image.

tively. As seen in Figure 4.9(c), some vertical stripes are visible next to the plate. This is due to the fact that the plate was not present in any of the images used for training. Artifacts in the SPIHT and EZW coders are similar. The artifacts cause blurring of the cheeks and hair in the face images. The JPEG scheme, as is well-known, results in blocking artifacts as can be seen in Figures 4.6(a) and 4.7(a).

The results indicate that adaptive Huffman coding is much faster than arithmetic coding at a marginally lower compression ratio. The proposed encoder and decoders require a wavelet transform, VQ, and 8×8 DCT for which hardware implementations already exist [18], [93], [94]. These implementations could be used to realize the proposed technique in hardware.
Figure 4.6. (a) Decompressed image using the JPEG decoder. (b) Decompressed image using the SPIHT decoder. (c) Decompressed image using the MXDT decoder. (d) Decompressed image using the MXDT1 decoder.
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**Figure 4.7.** (a) Decompressed image using the JPEG decoder. (b) Decompressed image using the SPIHT decoder. (c) Decompressed image using the MXDT decoder. (d) Decompressed image using the MXDT1 decoder.
Figure 4.8. (a) Zoomed FACE1 image. (b) Zoomed decompressed image using the SPIHT decoder. (c) Zoomed decompressed image using the MXDT1 decoder.
Figure 4.9. (a) Zoomed FACE4 image. (b) Zoomed decompressed image using the SPIHT decoder. (c) Zoomed decompressed image using the MXDT1 decoder.
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4. A Mixed Transform Technique for Lossy Image Compression

Compression of color images

In this section, the proposed color image compression technique is described. A color image consists of three primary colors, red, green, and blue (RGB). In the NTSC color TV standard, another color model, the YIQ (luminance and chrominance) model is used for transmission. Transforming a color image to the YIQ model is an efficient way to remove the correlation among the red, green and blue color bands. Hence, the YIQ model is often used in color image compression. It can be obtained from the RGB model through the transformation

\[
\begin{bmatrix}
Y \\
I \\
Q
\end{bmatrix} =
\begin{bmatrix}
0.299 & 0.587 & 0.114 \\
0.596 & -0.274 & -0.322 \\
0.211 & -0.523 & 0.312
\end{bmatrix}
\begin{bmatrix}
R \\
G \\
B
\end{bmatrix}
\]

(4.13)
### 4.7.1 Proposed color image compression technique

The block diagram for the technique, assuming a two-stage wavelet decomposition, is given in Figure 4.10.

The RGB color image is first transformed to the YIQ coordinate system using Equation 4.13. The wavelet transform based on the cascade algorithm [4] is applied to each of the Y, I, and Q components followed by vector quantization of the wavelet coefficients (except the coarsest scale). The LBG algorithm [12] is used to optimize the codebook generation. The error vectors are also quantized using the same codebook size and width. The latter step results in a significant improvement in the overall PSNR. Finally, these codebook indices are encoded using arithmetic coding. A simple frequency count-based probability predictor is used. No vector quantization is done on the coarsest scale because it contains almost entirely the low frequency information, and thus, the combination of DCT and scalar quantization performs better than vector quantization. An 8x8 block DCT is used on the coarsest scale followed by a scalar quantizer based on the JPEG quantization tables given in [18]. The DC coefficients of each 8x8 block are subtracted from that of the first block and the resulting DCT coefficients are finally coded using arithmetic coding.

### 4.7.2 Results and discussion

The proposed technique was tested using various 256x256, 24-bit color images. Most of the color images were aerial views around the coast of Vancouver island. The coder was implemented using four stages of wavelet decomposition. The technique was then compared with the existing JPEG standard. Table 4.5 shows the lengths (L) and widths (K) of the codebooks for different shapes and scales of the Y component. Shape 0, 1, 2, and 3 refer to the coarse, horizontal, vertical, and diagonal component wavelet coefficients of an image, respectively.

In most cases, Shape 3 (diagonal) has much less detail and hence needs fewer quantization levels (wider bins) as compared to Shapes 1 and 2. The values of the codebook lengths and widths given in Table 4.5 correspond to a compression ratio (CR) of 19.5 [14].

Table 4.6 compares the performance of the proposed technique with the JPEG standard for four aerial color images. The PSNR given in the table was calculated by taking the average of PSNR's for each of the R, G, and B color bands. Higher quantization of the I and Q components did not greatly affect the reconstructed image quality. In a typical example, PSNR's of 33 dB, 28 dB and 25 dB for Y, I, and Q, respectively, resulted in PSNR's of 32, 31, and 30 dB for the corresponding R, G, and B components. It should also be noted...
Table 4.5. Codebook sizes and widths for the Y (luminance component) of a typical landscape image

<table>
<thead>
<tr>
<th>Scale</th>
<th>Shape</th>
<th>Codebook</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Length (L)</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>8</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>128</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>128</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>128</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>256</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>256</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>256</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>256</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>256</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>256</td>
</tr>
</tbody>
</table>

Table 4.6. Comparison in compression performance between the JPEG standard and the mixed transform technique

<table>
<thead>
<tr>
<th>Image #</th>
<th>Technique</th>
<th>CR</th>
<th>PSNR</th>
<th>Subjective</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>JPEG</td>
<td>67:1</td>
<td>27.6</td>
<td>Marginal</td>
</tr>
<tr>
<td></td>
<td>Proposed</td>
<td>67:1</td>
<td>30.7</td>
<td>Almost perfect</td>
</tr>
<tr>
<td>#2</td>
<td>JPEG</td>
<td>60:1</td>
<td>27.6</td>
<td>Poor</td>
</tr>
<tr>
<td></td>
<td>Proposed</td>
<td>60:1</td>
<td>30.8</td>
<td>Good</td>
</tr>
<tr>
<td>#3</td>
<td>JPEG</td>
<td>67:1</td>
<td>27.1</td>
<td>Marginal</td>
</tr>
<tr>
<td></td>
<td>Proposed</td>
<td>67:1</td>
<td>31.2</td>
<td>Almost perfect</td>
</tr>
<tr>
<td>#4</td>
<td>JPEG</td>
<td>68:1</td>
<td>29.4</td>
<td>Good</td>
</tr>
<tr>
<td></td>
<td>Proposed</td>
<td>68:1</td>
<td>29.3</td>
<td>Almost perfect</td>
</tr>
</tbody>
</table>
that in the case of Image 4 (beach image), the JPEG standard and the proposed technique
gave comparable PSNR but the proposed technique had better performance in subjective
evaluation. Figure 4.11 shows the original image (Image 1). Figure 4.12 shows the image
compressed using JPEG standard and Figure 4.13 shows the image compressed using the
proposed technique. The quality of the compressed images was also tested based on sub-
jective evaluation of seven independent observers on a scale of 1 to 4, 4 corresponding to
“almost perfect” and 1 corresponding to “poor” quality. The proposed technique gave
much better results than the JPEG for very low bit rates due to the absence of any block-
ing artifacts. One of the major drawbacks of the proposed technique is high computational
complexity because it involves optimization during the codebook generation. It was also
found very hard to increase the PSNR above 33 dB for images of size less than 512×512
pixels. From Table 4.6 it can be inferred that for the same compression ratio (CR ≈ 65:1),
the proposed technique gave an average PSNR of 31 dB compared to 28 dB given by JPEG standard. The proposed technique performs better in subjective evaluation as well. It was noted that bigger size images yield better PSNR's at the same compression ratios. The reason is two-fold. Firstly, the vector quantizer has greater degree of freedom of selecting codebook sizes and widths in case of large size images. Secondly, the coarsest scale in a 256 \times 256 size image has only four 8 \times 8 DCT blocks in a four-stage wavelet decomposition. Experiments were also carried out using other image types such as facial and landscape images. Results indicate that the proposed technique gives better compression performance than the JPEG standard.

4.7.3 Conclusions

A mixed-transform technique for image compression has been proposed. The technique involves applying a wavelet transform on the input image followed by VQ on the wavelet coefficients and DCT on the scaling coefficients. An average compression ratio of 60:1 was achieved at an average PSNR of 34 dB. The results obtained with the method have been compared with results obtained with the existing JPEG standard and other wavelet coders. The proposed technique was found to perform considerably better than the JPEG standard and is comparable to other wavelet coders both in subjective evaluations and with respect to the PSNR.

A lossy color image compression technique based on wavelets and the DCT has also been proposed. The technique has been successfully applied to various color images achieving very low bit rate coding with almost no degradation in image quality. Typical results
indicate an average CR of 60-68 and PSNR of 29-32 dB. Much better results are expected if the technique is used on larger size images. The proposed technique and the existing JPEG standard have been compared and the results indicate that the proposed technique outperforms the JPEG standard in both quantitative as well as subjective evaluations.
Chapter 5

On the DSP Implementation of Wavelet Transform for Real-time Speech Compression

5.1 Introduction

Speech compression is a useful technique that facilitates the efficient use of communications channels. It has gained widespread attention due to the boom in cellular and mobile stations in limited bandwidth conditions. There have been a number of speech codecs developed for lossy coding of speech signals. Based on interdisciplinary studies of signal processing, coding theory, and psychophysics, speech signals can be effectively encoded at various transmission rates while maintaining high quality in the reconstructed signals. The performance of any speech compression algorithm is judged by the decompressed sound quality, bit-rate, computational complexity, memory requirements, and sample delay. It is difficult for an algorithm to be the best in all the above measures. Generally, for the same subjective performance, lower bit-rate coders tend to use more memory and CPU (Central processing unit) cycles than higher bit-rate coders. This is due to the increase in the computational complexity of low bit-rate coders.

For rates below 16 kbps, analysis-by-synthesis approach is also used. In this approach, the speech waveform is partitioned into many small segments, called speech frames, which are classified by the voiced or unvoiced speech. Voiced speech may be modeled by a pseudo-periodic sequence of impulses driving an excitation filter, an all-pole vocal tract model and a lip-radiation filter [95]. For voiced speech, code-excited linear predictive (CELP) coders model the excitation signal by selecting the 'best' waveform from an adaptive codebook containing past pitch pulses. Unvoiced speech is modeled by using random noise as an
excitation signal. The ‘best’ match from a codebook of excitation vectors is found using techniques such as vector quantization. Recently waveform interpolation (WI) [96] coders have been proposed which model the pitch pulse shape to encode the speech waveform. Since appropriate modeling of the excitation signal directly affects the quality of output speech, the success of the pulse coding stage depends on the closeness of the excitation signal to the true glottal signal. High-pitched speech during nasal and nasalized sounds often takes a sinusoidal form. In [97], it is shown that in addition to having large fluctuations in linear-predictor (LP) parameters, these segments are characterized by having a very low energy residual in which pitch pulses are nearly absent. To accommodate these nasal sounds, an additional term to account for smoothness in the evolution of the LP parameters, was introduced in [97]. Even though the LP filter is generally a low-order filter (order 10 or lower), as in the ITU-T G.728 16 kbits/sec speech coder [16], the search for the best match for the excitation signal from a codebook of past excitation vectors is very computationally intensive. The presence of a long-term or pitch predictor, sometimes called the adaptive codebook, is critical to coder performance at lower rates. Unfortunately, the rate required for high quality encoding of pitch filter parameters is often a large fraction of the total available coder bandwidth for low bit-rate coders [98], [99]. The application of analysis-by-synthesis techniques to pitch filter optimization can also produce high computational requirements [100].

Recently, the G.728 standard was extended further to obtain an even lower bit rate for coding of speech signals at 8 kbits/s using conjugate-structure algebraic-code-excited linear prediction (CS-ACELP) also known as G.729 standard [101]. This standard proposes a technique which encodes the 16-bit linear PCM samples (sampled at 8000 Hz) to an appropriate format. There are also annexures to the G.729 standard [17], [102]-[105].

The G.729A standard [17] simplifies the computational-intensive parts of the algorithm thus reducing the complexity by approximately 20%. The G.729B standard [102] introduces the silence detector in its encoder. The G.729C standard [103] is the only floating-point implementation of the G.729 series of standards. The G.729D standard [104] brings down the bit rate to 6.4 Kb/s at the cost of degraded quality. The latest of G-series of speech coding standards is the G.729E standard [105]. It has a bit rate of 11.8Kb/s but is used for high quality speech as well as for music signals. It also preserves the background noise in the speech signals.

Subband coders have also been tested for the compression of speech signals [106]. These coders are based on selecting best and near-best bases from cosine and wavelet packet transforms. A near-best basis performs as well as the best bases in terms of the rate-
distortion measure. But these techniques also suffered in computational complexity for real-time implementation. Another variable-rate wavelet coder reported recently which incorporates both lossless and lossy speech coding is the Shorten 1.0\textsuperscript{1} [107].

In this chapter, a wavelet transform based on pyramid decomposition [4] is used for speech coding. This decomposition results in non-uniform filter bandwidths. The wavelet filters used have the property of mapping integers to integers. In other words, integer input samples would always map to integer wavelet coefficients. This property is used to achieve lossy compression of speech all the way up to perfectly lossless mode. The wavelet transform involves no floating-point multiplications or divisions and hence is highly efficient for real-time speech compression.

In the following section various issues regarding the practical implementation of the proposed wavelet transform are considered. Next, the hardware and software used for the implementation are presented. The results based on this implementation are presented, analyzed and compared with the results obtained using the techniques based on the state-of-the-art ITU-G.728 standard [16] and Shorten-1.0.

5.2 Block wavelet transform

Generally speaking, the wavelet transform is applied on the complete input data. But situations may arise where the whole input data is not available at any particular time instant. This may be the case in real-time applications. This implies that one must resort to a 'block' wavelet transform.

Let $N$ be the total number of samples, $K$ be the size of each block, and $L$ be the filter length. We need to calculate the number of wavelet coefficients that are different when using the block transform as compared to the case of an unblock transform. Also for the same level time-scale decomposition, if $J$ is the number of levels of decomposition in the unblock wavelet transform, the number of levels needed in the block transform is also $J$. This really constrains the minimum size of block possible based on the number of decomposition stages required.

**Theorem 1** For a one-dimensional signal of length $N$, if $K$ is the block size, $L$ is the filter length of the highpass filter (with the Haar as the lowpass filter), then the number of wavelet coefficients that would be different in a block wavelet transform, compared to those in an unblock wavelet transform, would be $J \left\lfloor \frac{L-2}{4} \right\rfloor \left( \frac{2N}{K} - 2 \right)$, where $J$ is the number of stages of wavelet decomposition and $K > 2^J$.

\textsuperscript{1}A newer version of this coder, namely, Shorten-2.0 also has same rate-distortion performance
Proof. Here $N$ is the number of samples, $L$ is the filter length of the highpass filter and $K$ is the block size. This implies that there are $N/K$ blocks. The wavelet coefficients between block and unblock wavelet transforms are different due to the boundary effects. There would be $2N/K$ boundaries in the block wavelet transform (two per block). On the other hand, there are only two boundaries in the case of a unblock wavelet transform (one at start and other at the end of the signal). Therefore the number of additional boundaries in the block approach are $2N/K - 2$. Each boundary would have $\lfloor \frac{L-2}{4} \rfloor$ wavelet coefficients that are different between block and unblock wavelet transforms. Because, this boundary effect is going to perpetrate for higher decomposition levels as well (same highpass filter), the total number of wavelet coefficients that are different in a block wavelet transform compared to an unblock wavelet transform are $J \lfloor \frac{L-2}{4} \rfloor \left( \frac{2N}{K} - 2 \right)$. It should also be noted that if the length of the highpass filter $L$ equals 2, i.e., the Haar wavelet for the lowpass and highpass filters, the block and unblock wavelet transform implementations yield exactly the same values of wavelet and scaling coefficients.

5.2.1 Entropy coding

This section deals with the assembly programming of the adaptive order-0 Huffman coding for real-time speech compression. The program includes checking the counts for each symbol in the alphabet. The Huffman table is then built based on these numbers. The Huffman table is built using a simple, yet elegant, procedure. The individual symbols are laid out as a string of leaf nodes that are going to be connected by a binary tree. Each node has a weight, which is simply the frequency count of that symbol. The tree is then built using the following steps:

- The two nodes with the lowest weight are located.
- A parent node for these two nodes is created. It is assigned a weight equal to the sum of the two child nodes.
- The parent node is added to the list of free nodes, and the two child nodes are removed from the list.
- One of the child nodes is designated as the path taken from the parent node when decoding a 0 bit. The other is arbitrarily set to the 1 bit.
- The previous steps are repeated until only one free node is left. This free node is designated as the root of the tree.

As desired, longer length words were allocated to symbols with lower counts and shorter length codes were given to symbols with higher counts. The Huffman table is in the form
of a binary tree with each node (parent) having two branches: child₀ and child₁. The table is built based on the following structure:

- Symbol
- Symbol count
- Parent node
- Child₀ node
- Child₁ node

The symbol count is the frequency of occurrence of a particular symbol in the input file. A parent node is the node index of the node of which the present symbol/node is a child. Child₀ and Child₁ refer to the two children with decoding bit-0 and bit-1, respectively.

**An example**

As an example, say we need to encode the message 'AABCDAC'. The counts of symbols A, B, C, and D are 3, 1, 2 and 1 respectively.

The table looks like this:

<table>
<thead>
<tr>
<th>Node</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Symbol</td>
<td>A</td>
<td>B</td>
<td>C</td>
<td>D</td>
</tr>
<tr>
<td>Symbol count</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Parent node</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Child₀</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Child₁</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

The least weighted nodes are 1 and 3 (corresponding to symbol B, and D. The weights are combined and put under a new node, node 4, with symbol count 2 (1+1). Parent node for B and D is hence node 4 while Child₀ and Child₁ for node 4 are node 1 and 3 respectively.

The updated table looks like this:
The above steps are repeated until the root node is reached. The final table looks like this:

<table>
<thead>
<tr>
<th>Node</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Symbol</td>
<td>A</td>
<td>B</td>
<td>C</td>
<td>D</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Symbol count</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>7</td>
</tr>
<tr>
<td>Parent node</td>
<td>6</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Child₀</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>3</td>
<td>4</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Child₁</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>2</td>
<td>5</td>
<td></td>
</tr>
</tbody>
</table>

Thus, the code for any symbol can be obtained by going up the tree starting from the leaf. Thus, the code for symbol A is '0', for symbol B is '101', for symbol C is '11' and D is '100'.

Thus the coded bit stream is '00101111000111' (13 bits).

Scaling of counts

There is a slight modification that was done in the code to support files of larger sizes. The values of counts for a node could overflow if the value exceeds the word limit (32 bits). To avoid overflows, the counts were scaled down by half and rounded to the nearest number, each time the 65536 samples were read. Any counts which rounded to zero were made 1 so that they still remain in the table.
Table 5.1. CPU times (in seconds) using different software realizations

<table>
<thead>
<tr>
<th>Implementation</th>
<th>Haar</th>
<th>TS [10]</th>
<th>TT [110]</th>
</tr>
</thead>
<tbody>
<tr>
<td>C-code</td>
<td>0.6656</td>
<td>0.9625</td>
<td>1.259</td>
</tr>
<tr>
<td>DWT Optimized C-code</td>
<td>0.3918</td>
<td>0.5486</td>
<td>0.5728</td>
</tr>
<tr>
<td>Assembly code</td>
<td>0.1626</td>
<td>0.2210</td>
<td>0.2407</td>
</tr>
<tr>
<td>C-code</td>
<td>0.9504</td>
<td>1.0608</td>
<td>1.1265</td>
</tr>
<tr>
<td>IDWT Optimized C-code</td>
<td>0.7453</td>
<td>0.8082</td>
<td>0.8334</td>
</tr>
<tr>
<td>Assembly code</td>
<td>0.2734</td>
<td>0.3142</td>
<td>0.3245</td>
</tr>
</tbody>
</table>

5.3 Implementation of reversible integer arithmetic wavelet transform

The recursive pyramid algorithm was used to implement the one-dimensional discrete wavelet transform on the TMS320C30 chip [111]. Before we move to implementation issues of reversible wavelets, it is worth studying the effects of optimization and software programming techniques on the performance of the algorithm in terms of speed. This analysis is very helpful for real-time implementation.

We shall discuss the implementation of one-dimensional and two-dimensional wavelet transforms using high-level and low-level languages. Specifically, tests were run using TI’s C-compiler generated executable code, the optimized compiler based executable code, and the assembly code. Pretest runs indicated that implementing in assembly language was the most feasible method for real-time implementation of wavelet transforms. The reversible wavelet transform was also extended to two dimensions.\(^2\) It was observed that the 2D wavelet transform took almost twice the time taken by 1D wavelet transform for the same number of stages. The reason can be attributed to the transform itself. The 2D wavelet transform can be split into a 1D transform applied to the rows and columns successively. Thus, the computation time is doubled in the 2D case. Table 5.3 shows the CPU time required for a 12-stage wavelet decomposition of a set of 32768 samples using the Haar, TS, and TT wavelet transforms. Results are given for standard C code, optimized C code and assembly code for the three transforms. Figure 5.1 shows the relation between CPU time and data length for forward and reverse TT transform using the three different software realizations. The number of test samples \(N\) was 32768 and the number of stages of decomposition were fixed

\(^2\)No real-time image compression was conducted on the DSP due to its extremely slow (16.6 million instructions per second) processor.
The number of cycles for the 2D transform was almost twice that used for the 1D transform. Having opted for assembly programming, two versions of the 1D and 2D wavelet transform were developed, one using a block wavelet transform and the other based on an unblock wavelet transform. The algorithms were implemented with TMS320C30 DSP receiving a set of prerecorded data from a Sun workstation. This allowed a quantitative analysis of the compression performance using different wavelet bases. Further a rough estimate of the algorithm's computational complexity was obtained since the main code in this case was the same as the one for real-time implementation. A second on-line version of each algorithm was developed for the TMS320C30 DSP using the Daughter Module (DM) for input and output. The DM consists of an analog-to-digital converter (A/D) and a digital-to-analog converter (D/A). Details can be found in Section 5.4.1. These versions differed from the off-line versions by an additional set of instructions needed to achieve data format compatibility between the DM and TMS chip. With these on-line versions, the maximum sampling frequency feasible for a specific wavelet set was determined.

The nonlinear integer arithmetic based TT transforms proposed in Chapter 3 was implemented on the DSP chip. It should be noted that the C30 chip is a 32-bit floating point processor and hence the integer arithmetic based transforms did not really save the computation time for both integer and floating point point instruction took one instruction cycle for completion. The wavelet decomposition of the input speech samples is a non-uniform subband decomposition. A four-stage wavelet decomposition was carried out for lossy speech compression while a six-stage wavelet decomposition (pyramid scheme) was used for lossless speech compression. The reason for doing this was that for lossless coding, for a block size of 4096 samples, six stage of wavelet decomposition removed most of the correlation among the samples. For lossy coding, decomposing more than 4 stages would imply splitting the range of frequencies from zero to $F_s/32$ ($F_s$ is the sampling frequency). For $F_s = 8$ KHz, this would imply a range of zero to 250 Hz. It has been observed that the human ear cannot recognize frequencies less than about 200 Hz. Hence, there is no need of applying more than 4 stages of decomposition. For lossy compression, the quantization levels used are given in Table 5.2. The finest scale was completely ignored due to the fact that all the formants in a human speech are generally at frequencies below 2 KHz.

Formants in human speech are mostly between 250 Hz and 1800 Hz. These frequencies lie in bands 2 and 3, respectively. Hence, these bands were least quantized. Bands 0 and 1 contain formants related to nasal and nasalized sounds which have their first formant around 250 Hz.

This selection of the quantization levels gave sub-optimal results for a series of test
Figure 5.1. (a) Relation between CPU time and data length for DWT based on TT transform with different software implementations (b) Relation between CPU time and data length for IDWT based on TT transform with different software implementations.
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Table 5.2. Quantization levels for different subbands

<table>
<thead>
<tr>
<th>Band number</th>
<th>Frequency range</th>
<th>Number of quantization levels</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>[0, 250)</td>
<td>75</td>
</tr>
<tr>
<td>1</td>
<td>[250, 500)</td>
<td>75</td>
</tr>
<tr>
<td>2</td>
<td>[500, 1000)</td>
<td>100</td>
</tr>
<tr>
<td>3</td>
<td>[1000, 2000)</td>
<td>100</td>
</tr>
<tr>
<td>4</td>
<td>[2000, 4000)</td>
<td>0</td>
</tr>
</tbody>
</table>

sequences. The results are discussed in Section 5.5.

5.4 Implementation issues for the TMS320C30 DSP

An important factor in optimizing any assembly code is the detailed knowledge of the architecture of the DSP, both from a hardware and software perspective, and equally the detailed knowledge of the algorithm to be implemented.

5.4.1 Hardware description

The wavelet transform was implemented on the TMS320C30 DSP by Texas Instruments Inc. (TI) on the SDSP/C30D board developed by Loughborough Sound Images Inc. (LSI) with added analog-to-digital (A/D) and digital-to-analog (D/A) capabilities. The TMS320C30 is a 32-bit processor with an optimized architecture for computation intensive signal processing and mathematical operations using floating-point arithmetic. The 33.3 Mhz version used in this work has a 60 nanosecond instruction cycle and is capable of doing 16.7 MIPS (million instructions per second). By exploiting the full use of parallel instructions, it is theoretically possible to achieve 33.3 MFLOPS (million floating-point operations per second), i.e., one instruction every clock cycle. Along with the optimized integer and floating-point units, the DSP integrates an on-chip 4K×32-bit ROM, a 2K×32-bit on-chip RAM, two timers, a DMA controller (dual memory access), and serial input/output interfaces. The TMS320C30 uses a 32-bit data bus and a 24-bit address bus. The DMA controller can perform very fast memory access without interrupting the CPU (central processing unit).

The SDSP/C30D SBus board [112], [113] (also referred to as the DSP motherboard as opposed to the daughter module which includes the A/D and D/A converters) is a single
width SBus board, 83.8 mm × 146.7 mm, connected to the SBus slot, and designed for use with SPARC/SUNOS 4.1.1 (or greater) compliant systems. The DSP board has two memory banks of zero wait states each 64K × 32-bit in size. Bank 0 is used to set up reset and interrupt routines plus the code for the LSI's auxiliary library, the debugger, and the TMS320C30 executable object code. Bank 1 is mostly used for data manipulations and storage. In addition there is a block of 2K × 32-bit of dual-port RAM (DPRAM) to which the host machine and the TMS processor has concurrent access capabilities (of course unless both access the same memory location). This is not true in case of SRAM where the DSP must be held until the data fetching by the host machine is complete. Finally, for greater modularity, the DSP motherboard also allows communication to other boards or devices through very efficient serial and parallel interfaces.

The daughter module [114] presents two 16-bit dual input/output (I/O) channels with a maximum input sampling rate of 200 KHz and a maximum output sampling rate of 500 KHz. Both the I/O channels are factory fitted with lowpass filters consisting of two cascaded second order, conventional Salley-Key configurations with unity dc gain. Identical resistor values give a maximally-flat Butterworth response with -24 dB/octave roll-off in the stop-band. The use of the A/D and D/A capabilities of the DM is simply a matter of setting up a number of registers, defining an interrupt routine, enabling DSP interrupts, and reading or writing the signal samples. Other characteristics of the DM include inter-channel isolation of 85 dB, input impedance of 20 kΩ, and output impedance of 0.5 Ω, being capable of driving a load down to 600 Ω to a voltage range of ±3 V. A 16-bit A/D converter with maximum input voltage of 3 V results in an accuracy of $3/2^{15}$ V.

5.4.2 Implementing the block wavelet transform

A cross-assembly code was written by implementing the wavelet transform in C (and optimizing the generated assembly code) whereas the Huffman coder was implemented in assembly code and called in the main C code using cross-assembly features of the TMS320 support software. The wavelet transform module was implemented in C and the generated assembly code was optimized by removing some address load and branch instructions. Also block repeat and single instruction repeat (RPTS and RPTB) instructions were used wherever feasible. The wavelet transform was implemented for a variable number of stages of decomposition for the lossless mode and a fixed number of stages for the lossy mode. The block size was also a variable and could be varied between 512 and 16384 samples. Generally, large block sizes are better in terms of compression but require more memory.
This is one of the major differences between wavelet based methods and linear-prediction based methods. Attention should be given to the boundaries of the block. In most of the window-based voice coders ( vocoders ) such as the linear-predictive coders, some samples from the previous block are attached to the boundaries of the current block to avoid edge discontinuities. In the proposed technique, boundary artifacts are reduced by doing a symmetric extension at the block boundaries. Initially the program was written to test various reversible wavelet transforms by entering the length and coefficients of the impulse response of the lowpass and highpass filters. Later it was found out that this is creating overhead with the effect of reducing speed. So the program was changed so as to handle only a particular set of wavelet filters. At some points RPTB instructions were also avoided by repeating the code many times. This increased memory required by the program but removed the overhead of looping.

5.4.3 Implementation of the entropy coder

As was described the previous section, an adaptive order-0 Huffman coder was implemented in assembly code on the TMS320C30 DSP. The coder was based on two passes, the first one to determine the frequency of occurrence of each symbol and build the Huffman table and the second pass to actually generate the coded bitstream corresponding to the input symbol data. The coder was implemented in assembly code using the same memory bank of 64 K words. This avoided the need to reload the data page pointer (DP). The program memory was loaded in the external bank 0 SRAM while the data was loaded in the external bank 1 SRAM. Both are single wait-state memory banks. The Huffman table was stored using a data structure having symbol count, parent, and its descendants as the members. Each structure corresponds to a node in the Huffman table. The counts of the existing symbols was sent to the decoder in the header for each block of data. The Huffman decoder reads the counts and builds the Huffman table for that block. A second pass of data decodes the coded bitstream. A frequently used assembly instruction was the delayed-branch (BRD) instruction. This instruction is like the branch instruction except that it preserves the pipeline operation of the DSP.

5.4.4 Real-time implementation

Real-time implementation has some critical issues to be taken care of compared to the off-line implementation. First of all, one needs two input and two output buffers. At the input, the input data is loaded in one of the buffers while the DSP is operating on the other buffer.
Figure 5.2. *Block diagram of the real-time implementation of a wavelet-based speech coder on the TMS320C30 DSP*

The same explanation holds for using two buffers at the output. The block diagram of the complete setup is given in Figure 5.2. The 16-bit A/D converter converts a ±3 V analog input range to a 16-bit wide digital sample. But unfortunately the proposed method cannot support 16 bits per sample due to a much increased memory requirement to store the count of various possible symbols in the $2^{16}$ size alphabet. Hence only 8 MSB's were read into the TMS 64K-words SRAM bank 1. The bitstream was packed with a header for each block and sent on the channel in synchronization with the input buffers.

In other words, when the input data is being loaded into input buffer A, the bitstream is being pumped out from the output buffer A. The SUN workstation (host machine) was used to provide user interaction such as setting sampling frequency, block size, loading the object file on the TMS, starting the TMS, halting the TMS etc.

### 5.5 Results and discussion

The performance of the proposed coder was compared with that of two existing speech coders. The first one is the unified lossless/lossy speech coder using windowing and prediction techniques based on [107]. The lossless coder used a block prediction followed by a static Huffman coder.³ The compression results were compared in terms of peak-signal-to-noise ratio (PSNR) and the total compressed file size. The second coder with which the performance was compared is based on the well-known G.728 standard⁴ [109]. The standard though developed for 16 bits/sample speech data is also valid for the 8 bit/sample speech

³The software was downloaded from "http://www.ee.duke.edu/ bp/speech-software.html".
Table 5.3. Compressed file size for the proposed method and the coder proposed in [107]

<table>
<thead>
<tr>
<th>Signal</th>
<th>Shorten-1.0 [107]</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Signal 1</td>
<td>7593</td>
<td>7308</td>
</tr>
<tr>
<td>Signal 2</td>
<td>9745</td>
<td>9584</td>
</tr>
<tr>
<td>Signal 3</td>
<td>9093</td>
<td>8970</td>
</tr>
<tr>
<td>Signal 4</td>
<td>10981</td>
<td>8985</td>
</tr>
</tbody>
</table>

data. The output bit-rate of the G.728 standard-based coder is 16 kbits/sec. This implies that for an 8 bit/sample \( \mu \)-law signal [115], there is a compression ratio of 4:1. It was also observed that for an 8 bit/sample speech, the compression ratio was only 2.5:1.

Four different test speech signals of 16384 samples each were tested on the DSP. These four samples are:

- what did you tell me, a male voice with British accent.
- my name is inder, a male voice with Indian accent.
- beijing tiananmen, a male voice with Chinese accent.
- the lawyers broke that will, a female voice with American accent.

Of these four test signals, signals two and three had noise in the background while signals 1 and 4 were clear. The reason for having background noise was to compare how well the proposed method performs with respect to preserving the background noise in the signal. Table 5.3 shows the lossless compression results for the proposed technique. The results are also compared with the lossless coder in [107]. As can be seen, both the methods have variable output bit-rate because both use entropy coding based on variable length codewords. The computation times for the proposed technique is also given in the parenthesis. The sampling rate was fixed at 8 KHz. For a sampling frequency of 8 KHz, 16384 samples would require 2 seconds. From the table above, it can be inferred that only approximately 70% of the time was used in the worst case (Signal 4). The Shorten-1.0 algorithm was not implemented in real-time and thus no computation time is given here. The same is the case for G.728 algorithm as well.

Table 5.4 shows the results for lossy compression of speech signals using the proposed technique. The quantization levels were based on the allocation given in Table 5.2. Results are also compared with results obtained for the Shorten-1.0 and the G.728 LD-CELP vocoders. The computation time for the proposed technique is given in the parenthesis. The computation time for lossy compression is approximately 50% lower than the time required
for lossless compression, the reason being that lossy compression involves quantization of subband coefficients and thus the time to build the Huffman table is greatly reduced. Moreover the frequency band [2000, 4000) is not coded at all. As can be seen, the G.728 vocoder has a fixed file size of 6554 bytes. It should be mentioned that the output bit rate in the Shorten-1.0 technique can be varied between 3 bits/sample and 16 bits/sample. For test Signal 1, Shorten-1.0 did not do lossy compression even at 3 bits/sample. Shorten-1.0 could not provide higher compression on Signals 2, 3, and 4 than the one given in Table 5.4. This is because it can compress to a maximum of 3 bits per sample. It was difficult to do fair comparison from the coding results given in Table 5.4 since neither the rate nor the distortion is fixed across all the coding methods. Thus, subjective results were also carried out on the decompressed samples. It was observed that for the LD-CELP coder the decompressed sound signals had a noise in the background which was objectionable to the listener. However a post-filter could have improved its subjective quality. Shorten-1.0 and the proposed technique in general gave comparable subjective results. Both the proposed method and the Shorten-1.0 could preserve background noise in Signals 2 and 3, but Shorten-1.0 had a lower compression ratio than the proposed technique. Also, as can be seen from Table 5.4, the proposed method took an average of 0.5 s to process a block of 16384 samples. This implies that to process 8000 samples (at 8 KHz), it would take 0.24 seconds. This results in Table 5.4. *Compressed file size for various vocoders. The computation times for the proposed technique are given in the parenthesis.*

<table>
<thead>
<tr>
<th>Signal</th>
<th>Shorten-1.0 [107]</th>
<th>G.728 [109]</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Signal 1</td>
<td>7593 bytes</td>
<td>6554 bytes</td>
<td>4600 bytes (0.50 secs.)</td>
</tr>
<tr>
<td></td>
<td>lossless</td>
<td>36.1dB</td>
<td>46.0dB</td>
</tr>
<tr>
<td>Signal 2</td>
<td>5821 bytes</td>
<td>6554 bytes</td>
<td>5370 bytes (0.52 secs.)</td>
</tr>
<tr>
<td></td>
<td>41.9dB</td>
<td>31.7 dB</td>
<td>40.0dB</td>
</tr>
<tr>
<td>Signal 3</td>
<td>7161 bytes</td>
<td>6554 bytes</td>
<td>5100 bytes (0.50 secs.)</td>
</tr>
<tr>
<td></td>
<td>49.7dB</td>
<td>37.0 dB</td>
<td>41.0 dB</td>
</tr>
<tr>
<td>Signal 4</td>
<td>7037 bytes</td>
<td>6554 bytes</td>
<td>4858 bytes (0.54 secs.)</td>
</tr>
<tr>
<td></td>
<td>25.9dB</td>
<td>36.0 dB</td>
<td>35.2dB</td>
</tr>
</tbody>
</table>
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in an average MIPS rate of 4 MIPS for a 16.6 MIPS TMS320C30DSP. Thus the overall MIPS rate of both the encoder and decoder would be approximately 8 MIPS. This is because the encoder and decoder would be very similar (in the worst case). Compare that to the 17.5 MIPS (10.7 MIPS for encoder and 6.8 MIPS for decoder) required by the G.728 vocoder implemented by DSPSE Corporation on the TMS320C30 DSP.4 The approximate sample delay is equal to length of block used in block wavelet transform (BWT). For a block size of 512 samples, this corresponds to a delay of 64 ms which is a little on the high side compared to for the delay of 40 ms for the G.728 codec.

5.6 Conclusions

A wavelet-based speech coder has been proposed. Real-time implementation on the TMS320C30 DSP has been successfully carried out. The speech signals were sampled at 8 KHz at 8 bits/sample. The proposed vocoder was compared with the G.728 standard based LD-CELP vocoder and the Shorten-1.0 vocoder. Results indicate that the proposed vocoder performed best in terms of PSNR and was comparable with the Shorten-1.0 in subjective tests. Future work should include extending the proposed technique to deal with 16 bits/sample input speech signals. For 16 bit/sample data, it is expected that the block-size would have to be decreased. The MIPS rate required by the proposed technique was nearly half that of the G.728 on the TMS320C30DSP. The sample delay, on the other hand, was 64 ms in the proposed method compared to 40 ms in the G.728 standard. An adaptive technique to encode the symbols would be more suitable than a static coding technique due to the overhead involved in storing the probability of each symbol in a static coding technique. An adaptive model to choose the number of quantization levels for each subbands is also warranted.

4Technical details can be obtained from the company's web site at http://www.dspse.com/programs/software/va/itu/products/g728%5Fc3x.htm
Chapter 6

Conclusions and Scope for Future Work

6.1 Overview

Applications of wavelets to compression have been considered. The first part of the thesis is focused on the use of reversible wavelets for lossless image compression. The second part applies wavelets for the compression of image databases while the last part is focused on applying wavelets for lossless and lossy speech compression on the TMS320C30 digital signal processor. In accordance with this logical classification, the contributions of the thesis can be summarized in the three sections that follow.

6.2 Reversible wavelets for lossless image compression

Reversible wavelets have been used for lossless compression of images. Generally smooth images can be efficiently compressed using longer filters than shorter ones. Before the lifting scheme was developed, there was no structured procedure for designing reversible wavelets. The only two reversible wavelets that existed were the Haar wavelet and the two-six wavelet. We introduced the two-ten wavelet transform which we have used to compress medical images such as MRI and CT images. The results indicate that due to the smooth nature of the images, the two-ten transform gave better results than the two-six transform. It was also shown that increasing the length of filters beyond ten for the highpass filters degraded the performance of the transform. The reason for this is attributed to the fact that the regularity of the transform increases if the filter length is increased beyond 10. It was observed that the increase in filter length led to an increase in ringing at the edges of the image.

Reversible wavelets were also used for the compression of color images. Applying
wavelets to the RGB color bands resulted in poor compression due to the redundancy between spectral bands. To overcome this problem, a reversible color image transformation was proposed which removed the redundancy between the RGB bands at the expense of a small increase in computational complexity. The transformation requires only a few additions and shift operations but no multiplications. The compression performance was better than that achieved with the JPEG standard in subjective and objective evaluations.

6.3 Lossy image compression

Wavelets combined with vector quantization were used for the compression of gray-scale images. The biorthogonal MIT97 wavelet transform was used for wavelet decomposition due to its overall superior performance. Vector quantization was applied on the wavelet coefficients and the residual error to obtain lossy compression. The codewords were compressed using arithmetic coding. The scaling coefficients were not vector quantized due to the higher information content. Instead the DCT followed by JPEG scalar quantization was applied to quantize the scaling coefficients. At the decoder, the steps were reversed to obtain the decompressed image. An enhanced decoder was also proposed which would apply thresholding on the reconstructed scaling coefficients in order to eliminate any artifacts due to scalar quantization. This approach improved the subjective quality of the reconstructed images even though there was a slight degradation in the PSNR results. The results were also compared with results obtained with state-of-the-art embedded coders such as the EZW and SPIHT coders and were found to be comparable. In terms of complexity, the encoder required more computations than the decoder. However, due to the simplicity of the decoder, the proposed technique can be used for fast image retrieval, image browsing applications on the Internet and other applications. The embedded techniques have the same degree of complexity at the encoders and decoders. The proposed technique is more robust in terms of channel and bit errors compared to other state-of-the-art techniques.

6.4 Real-time compression of speech

Reversible transforms were used for real-time compression of speech signals. Both lossless and lossy compression of speech were conducted and implemented on the TMS320C30 DSP. The reversible two-ten transform was used for wavelet decomposition. The wavelet coefficients were encoded using Huffman coding. Some issues related to real-time implementation were also studied. Due to the real-time nature of the signal, the samples were stored in
double buffers which were switched at a particular rate depending on the size of the buffers. It was also observed that longer filters generally resulted in better compression ratio at the cost of an increased output sample delay. Reducing the buffer size would increase the overhead in Huffman coding. An approach for lossy compression of speech was also proposed. The results were compared with results obtained with the state-of-the-art G.728 16Kbits/sec coding standard as well as the Shorten-1.0 unified lossless and lossy speech compression technique. The results indicate that the proposed technique offers better compression performance than the G.728 and Shorten-1.0 technique in subjective and objective results. The proposed technique also preserves the background noise in speech unlike the G.728 standard.

6.5 Future research

There are still many areas that could benefit from further research. Some of these areas include the following:

- Although the reversible two-ten transform has been successfully applied for lossless compression of medical images, the performance can be improved by making the transforms adaptive. In other words, it is highly likely that improved compression performance can be achieved by segmenting the image into homogeneous sections and then applying possibly different transforms to each subregion. For such an approach, fast and effective segmentation algorithms need to be devised. The selection of a particular transform for a particular type of subregion would also need investigation.

- Yet another possibility for improving transform effectiveness is to develop spatially varying transforms. In this case, the transform adapts to the spatially varying statistics of the image. As a starting point, one might consider some recent work by Clay-Poole et al. [44] which proposes adaptive wavelet transforms for improved compression performance.

- Adaptive arithmetic coding of wavelet coefficients was used for lossless compression of images. One would be able to improve compression performance by using an embedded zerotree coding technique at the expense of increased computational complexity.

- Full search VQ was used for lossy compression of gray scale images. It would be worthwhile to compare the performance of full search VQ with tree-structured VQ and lattice quantizers.

- Although this thesis has dealt with lossy compression of gray scale images, one could extend the approach to compression of color images as well.
6. Conclusions and Scope for Future Work

- The speech coding algorithm uses a uniform scalar quantizer for lossy compression of speech signals. A quantization technique based on perceptual weighting of speech signals could further enhance the subjective performance of the speech coder.

- Finally, most research effort to date has been focused on separable transforms. Although such transforms are computationally more efficient than their non-separable counterparts, they have a disadvantage of severe directional dependencies. By using non-separable transforms, these dependencies can be reduced. This possibility should be explored.
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Appendix A

Approximation for analysis of finite discrete sequences

Let us assume a signal to be given by discrete (sampled) values at the finest scale possible, i.e., no finer scale information is available. For simplicity let us assume the finest scale subspace to be $V_0$. In a multiresolution analysis, each of the subspaces $V_j$ is spanned by $\phi_{j,d} = 2^{-j/2}\phi(2^{-j}x - l)$. Since $f \in V_0$,

$$f(x) = \sum_{n \in \mathbb{Z}} a^0_n \phi_{0,n} = \sum_{n \in \mathbb{Z}} a^0_n \phi(x - n) \tag{A.1}$$

where $a^0_n = \langle f, \phi_{0,k} \rangle$. Hence

$$f(n) = \sum_k \langle f, \phi_{0,k} \rangle \phi(n - k) \tag{A.2}$$

Consequently,

$$\sum_n f(n)e^{-jn\omega} = \left(\sum_k \langle f, \phi_{0,k} \rangle e^{-jk\omega}\right) \left(\sum_m \phi(m)e^{-jm\omega}\right) \tag{A.3}$$

i.e., the inner product $\langle f, \phi_{0,k} \rangle$ gives the Fourier coefficients of $(\sum_n f(n)e^{-jn\omega}) (\sum_m \phi(m)e^{-jm\omega})^{-1}$. It follows that

$$\langle f, \phi_{0,k} \rangle = \sum_n a_{k-n}f(n) \tag{A.4}$$

where

$$a_m = (2\pi)^{-1} \int_{-\pi}^{\pi} e^{jm\omega} \left(\sum_l \phi(l)e^{-jl\omega}\right) d\omega \tag{A.5}$$

So for any member of the Daubechies family of wavelets, the coefficient $a_m$ can be found by explicit integration. For the Daubechies-4 wavelet, for example, $\phi(1) = \frac{1+\sqrt{3}}{2}$ and $\phi(1) = \frac{1-\sqrt{3}}{2}$. It can shown that for the Daubechies-4 wavelet basis, $a_m = (3\sqrt{3} - 5)(2 - \sqrt{3})^m$ where $m \in \{-1, 0, 1, \ldots\}$. Thus, (A.2) is used to obtain the inner products $\langle f, \phi_{0,k} \rangle$ (of the input sequence $f(n)$) whereas (A.4) is used to obtain the discrete sequence $f(n)$ from the inner products. It can be shown that for the Daubechies-4 wavelet, the coefficients $a_m$ in (A.5) decay rapidly with $m$. For instance, $a_{254} = 1.0421 \times 10^{-146}$, so most of the $a_m$ are zero for all practical purposes. It has been shown that for most practical purposes, the assumption that the discrete input signal $f(n)$ is in subspace $V_0$ holds good. In other words,
the advantage of not calculating the complex integral in (A.5) far exceeds the improvements in performance if the inner products are used for wavelet analysis rather than the discrete sequence $f(n)$ itself. Hence, this assumption is made throughout the thesis.