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Abstract

Supervisors: Dr. C. D. Scarfe, Dr. T. J . Davidge

The open clusters NGC 2141, NGC 6791, NGC 6819 and NGC 7142, 

all suspected of having ages greater than 2 billion years (Gyr), were ob­

served at optical and near-in&ared wavelengths. The images were reduced 

using standard IRAF routines, and magnitudes for the stars were determined 

using DAOPHOT (Stetson, 1987). These data were used to construct colour- 

magnitude diagrams (CMDs) for each cluster, as well as two-colour diagreims 

{J - K , V -  K) ,  { J - H , H - K )  of the giants.

Colour excesses were redetermined by comparing the optical CMD main 

sequences to semi-empirical ZAMS calibrations (VeindenBerg and PoU, 1989; 

this work) and are as follows: E{B — V) = 0.32 ±  0.04, 0.23 ±  0.03, 0.11 

±  0.03 and 0.29 ±  0.04, for NGC 2141, NGC 6791, NGC 6819 and NGC 

7142, respectively. Apparent distance moduli for the clusters listed above 

were found to be (m — M)v  =  13.93 ±  0.13, 13.52 ±  0.13, 12.10 ±  0.13 and 

12.96 ±  0.16.
The optical CMDs were compared to sets of theoretical isochrones to 

ascertain ages and* test whether canonical or convective overshooting models 

best represent the data. It was found that isochrones which allowed for 

convective overshooting provided the best fits, resulting in ages of 2.5 Gyr, 

10 Gyr, 2.5 Gyr and 2.5 Gyr for NGC 2141, NGC 6791, NGC 6819 and 

NGC 7142, respectively. Two sets of overshooting isochrones (BerteUi et



m

al., 1994; Dowler eind VandenBerg, 1996) yielded ages within 0.5 Gyr. The 

MAR method (Anthcny-Twarog and Twarog, 1985) placed the three younger 

clusters at an approximate age of 3 Gyr.

In theory, the two-colour diagrams may be used to distinguish between 

cluster giants and field stars. However, in practice this is not éin easy task 

since the in&ared observations are not always accurate enough to separate 

the cluster members eind field stars. This was the case for these data, since 

a problem with the H  magnitudes resulted in colours offset from what was 

expected.

The infrared [V,V — K  and K , V  ~ K)  CMDs were useful in defining the 

giant brzinch locus based on the position of cluster members. {V—K)q colours 

were computed for each giant suspected of being a member. These were used 

to determine effective temperatures and bolometric lu m in o sities , which in 

turn were used to produce an HR diagram for each cluster. These were 

compared to HR diagrams of other open and globular clusters (Houdashelt 

et al., 1992; Frogel et al., 1983), as well as evolutionary tracks (BerteUi et 

al., 1994). The gicint branch loci of the near-solar abundance and metal-poor 

clusters were found to lie between those defined by the clusters M67 and 47 

Tuc. The comparison between the cluster HR diagrams and evolutionary 

tracks indicated that the theoretical temperatures may be too hot.

The new cluster results were plotted on the age-metaUicity relation de­

fined by Houdéishelt et aJ.’s (1992) and Friel and Janes’ (1993) sample of open 

clusters, and confirmed the lack of correlation between these two quantities. 

The galactocentic distamces (calculated from the distances given above) for 

the clusters studied here were determined and used with the cluster metal- 
licities to support the presence of a metaUicity gradient (~  —0.09 dex kpc~^) 

in the galaxy.
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Chapter 1 

Introduction

The internal structure of a star has been shown theoretically to depend on its 

mass cind its chemical composition profile which may vary with its evolution- 

ciry state (Mihaléis éind Bioney, 1988a). As the star’s chemical profile changes, 

its structural properties change. These changes manifest themselves in the 

Hertzsprung-RusseU (brightness versus spectral type) diagram. Inspection 

of the Hertzsprung-RusseU (or HR) diagreim in Figure 1.1 (Kaufmann, 1987) 

shows that stars populate several distinct sequences. The majority of stars 

lie on the main sequence, which ranges from hot, luminous stars to cool, 

faint ones. The giant branch is the next most prominent sequence. Stars lo­

cated there eire cool and about 100 times more luminous than main sequence 

stars of the same spectral class. Supergiants, at the top of the diagram, are 

extremely bright stars which span a range of spectral classes, while white 

dwarfs, stars which are near the end of their lives, are faint, cool, and reside 

about ten magnitudes below the main sequence. Since each sequence repre­

sents a different stage of a stair’s life, the HR diagram should yield important

information about steUar evolution.
While the nearby stars are the easiest to study, they do not constitute a 

homogeneous sample, as they cover a range of chemical compositions, masses, 

ages and disteinces. An HR diagram composed of these stairs is a confusing



CHAPTER 1. INTRODUCTION

-1 0

- 5

I
I

+ 5

4>10

Supcrgsants

: # #  
Red girnnu

While dwarfi

_L _L
A F G

Spectral cU a

M

Figure 1.1: HR diagram illustrating main sequence dweirfs, red giants, su­
pergiants and white dwarfs. Absolute visual magnitude is plotted along the 
ordinate, spectral class is cilong the abscissa. Absolute visual magnitudes of 
5, 0 and -5 correspond roughly to luminosities 1, 100 and 10,000 times that 
of the sun. Spectral classes of AO, FO eind GO correspond approximately to 
effective temperatures of 10 000, 7500 and 6200 Kelvin, respectively. fVom 
Kaufmann (1987).



CHAPTER 1. INTRODUCTION 3

scatter of points, and thus very difficult to anedyse. The advantage of using 

stcir clusters is that the steirs probably formed at the same time from the 

fragmentation of a vast, dense moleculéir cloud (Lada and Lada, 1991), and 

therefore are of similar age, initial chemical composition and distance from 

us. Since they only differ in their masses, the cluster as a whole provides us 

with a snapshot of the relative evolutionary behaviour of the stars.

Our galaxy contains two main types of stellar clusters, as well as looser 

systems called associations (Mihalas and Binney, 1988b). Globuleir clus­

ters are found in two groups — a metal-poor sphericed halo and a somewhat 

flattened, higher metallicity “disk” (Zinn, 1991). These clusters contcdn hun­

dreds of thousands of stars in a roughly spherical volume with typical radius 

20-50 pc. Globular clusters Eire old (ages > 10 billion years), and recent 

evidence points toward an age spread (as much as 3-4 billion years) cimong 

clusters of similar metédlicity (VandenBerg et al., 1990; Sarajedini and De­

marque, 1990).

Open, or galactic, clusters are located in the disk of the gcdaxy, and usu­

ally are loose and somewhat irregulcir in morphology. These clusters contcdn 

a wide variety of stellar types, and range in age from a few million to several 

billion years. While the youngest clusters often have stars still forming, and 

therefore provide clues about star and cluster formation (Lada and Lada, 

1991), the old ones serve as valuable probes of the formation and evolution 

of the galactic disk (Phelps et éd., 1994; Janes et al., 1988). Since the oldest 

open clusters of the gédéixy are located almost exclusively beyond the solar 

gédactocentric radius, having escaped tided disruption by interactions with 

molecular clouds, they edso act eis tracers of the outer gcdactic disk (Friel, 

1993; Friel, 1995). However, past attempts to study them have been fraught 

with problems, since the clusters Eire disteint and old methods of obtain­
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ing photometry did not provide reliable results. For example, photographic 

plates, while useful for the spatial coverage they provide, are not as sensitive 

eis CCDs, and thus old photographic photometry often did not extend faint 

enough, nor was it very accurate (see van den Bergh and Heeringa (1970); 

Burkhead et al. (1972), for example).

1.1 P rob lem s

The advent of CCD (charge-coupled device) detectors has improved upon 

efforts to identify and study distant clusters, but problems still exist which 

hinder accurate calculations of fundeimentcil peiréimeters such as age, distance 

eind heavy element abundance. For example, some clusters lie in or very 

close to the galactic plane, where obscuration from interstellar material can 

be substantial, and nonuniform (Friel, 1993). As well, intracluster extinction 

may Vciry across the cluster face (extinction refers to the dim m in g  of starhght 

caused by absorption and scattering of the light by intervening interstellar or 

intracluster dust and the earth’s atmosphere. Starlight is also reddened since 

the extinction of blue light is greater thcin that of red light). This serves to 

broaden the main sequence of the observed colour-magnitude diagram (the 

photometric counterpart of the HR diagram, hereafter designated CMD), and 

it can be difficult to correct the photometry properly (Crinklaw and Talbert, 

1991). Consequently, the ages obtained by fitting theoreticed isochrones, as 

well as distances determined from techniques such as main-sequence fitting, 

are uncertain. Attempts to correct for this differential extinction by adjusting 

the photometry according to meein reddening values determined for different 

parts of the cluster are time-consuming, and still may not produce a CMD 

suitable for accurate measurement of various parameters.

Am biguity in cluster membership also affects the width of the main se-
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quence. The CMD of field stars resembles those of open, clusters, and since 

many of these clusters appear against a rich background (and foreground) of 

field stcirs, contamination of the cluster CMD by non-members can be great. 

The distances of these clusters render proper motion studies inapplicable in 

most cases (Mihalas and Binney, 1988c), while attempts to establish mem­

bership on the basis of radial velocities may be firuitless since velocities can 

be obtained only for the few brightest stars and there may not be significant 

contrast with respect to nearby field stars.

Line-blanketing ciffects the shape of the energy distribution, mostly at 

optical wavelengths, and increases for metal-rich clusters and for the coolest 

stars (Mihedcis and Binney, 1988d). One effect of this phenomenon is to 

cause the cooler, more bolometricaUy luminous part of the red giant branch 

of certain colour-magnitude diagrams to hook back and droop down towards 

fainter magnitudes in the CMD (see Ortolani et al. (1990), for example), 

since line-blanketing is larger in V  relative to B  for the coolest stars. In 

the past, this distortion was interpreted as a metallicity effect, i.e. a spread 

in metallicity would cause a widening of the giant branch. An important 

implication of this problem is the fact that it is very difficult to obtain the 

true absolute bolometric magnitude of the red eind asymptotic giant branch 

tips, from the CMD in question, since the optical brightnesses of the giants 

no longer increase monotonically with bolometric luminosity.

1.2 A d van tages o f  N ear-infrared O bservations

There eire several reasons why near-infrared observations are particuleurly ap­

plicable to the situations described above (note that throughout this work 

near-infrared refers to wavelengths longer théin 9000 A ).  For example, in­

terstellar and intracluster extinction are greatly decreased at near-infrared
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wavelengths [by a factor of ten at 2.2 /xm, according to Joyce (1992)]. Thus, 

extinction corrections are much smaller. Also, normal interstellar dust pro­

duces a ratio R  of visual extinction Ay  to colour excess E{B — V) of about 

3.0 [Rieke and Lebofsky (1985) derived a value of 3.09 ±  0.03 from measure­

ments of stars towéird the galactic centre], but this ratio may be different in 

other directions, because of different grain properties (note that throughout 

this work, R  = 3.09 has been adopted). This is important since most of the 

target clusters are not located towéird the galactic centre, and serious errors 

in determining the reddening and distance of the clusters (based on optical 

data) may arise from the variation in R.  However, since the reddening is 

smcdler in purely infrared colours [(J — H], for example], the choice of R  

has little influence at red and infrared wavelengths. Thus, the reddening eind 

distance may be determined with more reliability using infrcired data.

As was stated above, it is difficult to establish cluster membership, and 

while observing several “blank” fields neeir the cluster helps to assure that 

the statistics will be reliable, it does not indicate which stars are members 

and which ones are not. However, it is possible to distinguish between cluster 

giants and foreground dwarf field stars by making observations at both optical 

and near-infrared wavelengths. The {J — H , H  — K)  and {V — K , J  — K)  

colour-colour diagrams are sensitive to surface gravity g (Cohen et éd., 1978), 

and since the atmospheres of giants and dwarfs have different values of g, 

they lie along different loci in the colour-colour diagrams. For example, at 

[H — K)  =  0.2, the {J — H) colour of giants is about 0.85 ±  0.05, while that 

for dwarfs is only 0.68 ±  0.1 (BesseU and Brett, 1988). Errors eure estimated 

from the scatter in the diagram.

In their study of the metal-rich globulcir cluster NGC 6553, Ortolani 

et cil. (1990) include optical CMDs which illustrate clearly the distortion
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of the red giant branch due to line-blanketing by molecules, mostly TiO 

and ZrO. As their data progress towards longer wavelengths, the amount of 

distortion decreases, in that the giant branch gradually rises upward. The 

next two figures illustrate the extremes of this case: Figure 1.2 shows their 

[V,B — V) CMD in which the upper half of the red giant branch has folded 

back upon itself to the extent that the actual tip has the same magnitude 

as the horizontal branch, while the giant branch in the ( /, V — I) diagram 

is straighten and forms an arc extending to the red. Gamavich et al. (1994) 

have studied the metal-rich open cluster NGC 6791 (one of the clusters in 

this study), and their optical CMDs and the near-infirared ones contained in 

this work illustrate this effect very cleeirly. As will be shown in Chapter 4, 

the giant branch of NGC 6791 at near-infrared wavelengths is nearly verticcd.

1.3 S tellar M odels

It is important to study intermediate-age open clusters since the cluster stars 

leaving the main sequence are undergoing a period of evolution crucial for 

detailed tests of stellar evolution. Convection is the main source of energy 

treinsport in the cores of these stars, the principles of which are explained 

briefly below (see, for example, Bohm-Vitense (1989) for details).

Imagine a small mass element in the stellar core which is given an initied 

outwcird radied displacement. At a higher level in the core, the meiss ele­

ment expands to adjust to the lower gas pressure of the new surroundings, 

and cools nearly adiabaticaHy (i.e., with very little heat lost). If the adia­

batic temperature gradient ^  is less than the temperature gradient in the

surroundings, then an instability towards convection occurs, and the mass 

element continues to rise until it thermalizes with the local environment (this 

distance is called the mixing length parameter, a).
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The mass element’s motion causes the actual convection zone to extend 
beyond the point a t which the gradients are equal. This phenomenon is 

called convective overshooting, and depends on the mass element’s inertia 

as well as forces such as viscous dissipation which act to slow the upward 

motion. If overshooting occurs in a star which has a convective core, the 

main sequence evolution of that steir may be dramatically altered since the 

core size, and therefore the hydrogen supply, is increzised (according to Zahn 

(1983), an individual element may extend past the boundary only by a small 

amount, but the cumulative effect of several mass elements may enlarge the 

convective region considerably). Thus, the star is able to evolve to higher 

luminosities and lower surface temperatures before core hydrogen exhaustion 

occurs. The major implication of this is that the main sequence lifetime of 

the star is extended beyond that obtained by neglecting this effect, by as 

much as 20% for clusters 3-7 Gyr old (Maeder and Meynet, 1989). Stars 

which have convective cores are of intermediate mass (greater than 1.2 M@) 

and age (less than 4-5 Gyr), and clusters whose turnoff stars are at least this 

massive are expected to show the effects of overshooting (Daniel et al., 1994).

To treat convection in the convective envelopes of stcirs, the adoption 

of mixing length theory (Bohm-Vitense, (1958), for example) allowed for 

the comparison between stellcir evolutionary theory (via stellar models) and 

observational data, with the mixing length parameter a  defined as the ratio 

of the mixing length to the pressure scale height, a  is a free parameter in 

the models, eind its value is subject to uncertainty. Therefore the comparison 

between the models and the observations provides a check on its value.

Chapter 5 contains a more extensive discussion on the construction of 
stellar models, but a brief introduction will be given here. The equations of 

stellar structure describe the run of temperature, pressure, radius and lumi-
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aosity in the star, and require for their solution the chemical composition 

(fractions by mass of helium denoted by Y,  and heavy elements, given by 

Z),  mass of the stcir cind mixing length parameter a  as well as the density, 

opacity (a meéisure of the ability of the stellar material to absorb radiation) 

and energy generation rate. The calculations result in a series of evolutionary 

sequences which plot, for various steUeir masses, a star's luminosity and ef­

fective temperature as it ages. Isochrones are obtained by connecting points 

on the evolutionary sequences at a specific time, and transformed to the 

observational plane prior to comparison with cluster CMDs.

When comparisons between canonical (non-overshooting) isochrones emd 

intermediate-age cluster data were made, it was found that the theory did 

not match the observations (Maeder, 1975). In particular, the shape of the 

turnoff region in the cluster CMD did not follow the curve of the isochrone. 

Several authors re«isoned that convective overshooting, which had not been 

included in the model calculations, could remove the discrepancy (Bressan 

et al., 1981; Maeder and Mermilliod, 1981; Bertelli et al., 1986; Mermil- 

liod and Maeder, 1986). A controversy erupted regctrding which models best 

represented real stars, as well as the extent of overshoot in the convective 

core. Those favouring the canonical models believed that large amounts of 

overshooting could be generated simply by including various physical as­

sumptions or simplifications to suit the predictions (Eggleton, 1983), while 

assumptions regarding inner boundeiry conditions and methods of integrat­

ing the stellar structure equations produced negligible overshooting (Langer,

1986). More recently, CasteUani et al. (1992) claimed that early conclu­

sions for the presence of convective overshoot arose from the fact that the 

input physics resulted in a convective core which was too small (Becker and 

Mathews, 1983), and that updated canonical models which used improved
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physics (newer opacities, for example) overcame the difficulties in the fit to 

observations and made overshooting unnecessary.

However, the wealth of new observational evidence lends strong support 

to the claim that overshooting is a non-negligible occurrence in intermediate- 

age stars (Mazzei and Pigatto, 1988; Bergbusch et al., 1991; Anthony-Twarog 

et al., 1991; Montgomery et al., 1993; Déiniel et al., 1994; Dowler, 1994; 

Carraro et al., 1994). The most recent of these references use up-to-date 

canonical and overshooting models to make their comparisons (Bertelli et al., 

1994; Dowler, 1994), and in all cases the latter models provide superior fits 

to the observations.

1.4  M otivation  and Goals

In recent years, the gcJéixy has been surveyed in the hope of detecting more 

old open clusters, and several candidates have been found [see, for example, 

Janes and Phelps, (1994)]. However, many of these clusters have not yet 

been studied in detail. In particular, infirared photometry of old clusters has 

been done only for a séimple of evolved stars in some of the better-known 

clusters (Houdashelt et al., 1992). The recent availability of near-infrared 

array ceimeras has made it possible to observe completely adl but the nearest, 

largest clusters, but so far, only globular clusters (Davidge et al. (1996); 

Cohen and Sleeper (1995); Ferraro et al. (1995), and references therein, to 

name a few) and very young clusters still embedded in their parental clouds 

(Wilking et éd. (1994) and Strom et al. (1993), for exéimple) have been 

studied with these detectors. Neeir-infrared observations of the old open 

clusters are required for severed reeisons: to fill the gap in the observational 

databeise (which includes the construction of CMDs which should be more 

accurate than their optical counterparts because of reduced extinction), to
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provide more clues to the timescale of galactic formation and evolution, and 

to constrain theoretical models.
Observations at optical [BVI)  and near-in&ared {JHK')   ̂wavelengths of 

four open clusters were obtained as described in subsequent chapters. These 

observations were used to construct optical [(V, B — V) and (V, V — /)] as 

well as (V, V  — K)  and [K, V  — K)  CMDs. The CMDs are intended to con­

tribute to the number of “cleissical” observations, and assist in comparisons 

with sirmlar-combination CMDs of other clusters in the literature, as well as 

provide the means to red eterm in e  cluster parameters such as distance and 

age, which are poorly known for some of the target clusters. Both canonical 

and overshooting isochrones will be compared to the cluster CMDs to deter­

mine ages of the clusters as well as determine which kind of isochrones best 

represent the clusters studied here.

The (V — K)  colours enable computation of accurate effective tempera­

tures using the colour-temperature scale derived from necir-solar metallicity 

field giants of Ridgway et al. (1980) and that from metal-poor globular clus­

ter giants of Progel et al. (1978), as well as bolometric luminosities using the 

colour-bolometric correction relation derived by Progel et al. (1981). Both 

the effective temperatures and bolometric luminosities will be useful to the­

orists who compute models of stellar evolution, since they provide véduable 

constraints.

1.5 Target O b jects

The chosen clusters are suspected of having ages greater than two billion 

years: they are richly populated and located at or beyond the solar géilacto-

^K' has its peak wavelength slightly blueward of that of K,  yet still within the same 
atmospheric window.
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centric radius and accessible with the Dominion Astrophysical Observatory’s 

1.8 m Plaskett telescope. Several catalogues (Janes and Adler, 1982; Lyngâ,

1987) were examined in order to find candidate clusters meeting the vari­

ous requirements and restrictions. These clusters are listed in Table 1.1; the 

right ascension and declination coordinates are for the equinox and equator 

of 1950.0, I and b are galactic longitude and latitude, respectively, and a  

is the angular diameter of the cluster in minutes of arc (note: Lyngâ(1987) 

estimated these diameters by examining plates, and therefore they represent 

only the central concentration of stars). Height, in parsecs, above the galac­

tic plcme is denoted by z, while galactocentric radii Rgc are in kpc. Both 

quantities have been calculated for the cluster distances derived in Chapter 

4. A diagram of the galactic disk showing the approximate relative projected 

positions of the four clusters is given in Figure 1.3. Numbers around the box 

refer to galactic longitude in degrees, while dotted lines indicate spiral arms; 

“P ”, “0-C ” émd “S” are the Perseus, Orion-Cygnus and Sagittarius arms, 

respectively. Uncertainties in the distances range from 0.1 — 0.5 kpc. A short 

description of each cluster follows.

Table 1.1: Coordinates and angular diameters a  of the candidate clusters. 
Also included are gédactocentric radii Rgc in kpc, emd height z above or below 
the gcdactic plane, in pc. Uncertainties in z range from 15 to 50 pc.

Cluster RA (h m s) DEC (° ') /(°) b n z Rgc
NGC 2141 06 00 18 10 26 198.1 —5.8 10 -385 12.2
NGC 6791 19 18 47 37 45 70.0 +11.0 15 745 8.0
NGC 6819 19 39 33 40 04 74.0 +8.5 5 295 8.2
NGC 7142 21 44 42 65 34 105.4 +9.5 4.3 330 9.2
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N G C  2141

Burkhead at ed. (1972) constructed the first CMD for this cluster, using 

photographic and photoelectric U B V  observations of about 300 stars. They 

determined a mean colour excess of 0.30, an apparent distance modulus of 

(m — M ) v  =  14.1, and an age estimate of about 4 Gyr. Janes (1979) de­

termined, from DDO photometry, a metallicity of [Fe/H] =  —0.54 ±  0.42, 

while Geisler (1987) determined a value of —0.63 ±  0.15, from Washington 

photoelectric photometry. The most recent estimate of the metallicity hcis 

been computed by Friel and Janes (1993), who give a value of —0.39 ±  0.11 

from medium-resolution spectra. No CCD photometry had been done on 

this cluster before the present study.

N G C  6791

This cluster is one of the oldest known, with an age estimated between 7 

eind 12 Gyr (Harris and Ceintema, 1981; Janes, 1988; Kaluzny, 1990; DeMeir- 

que et éd., 1992) eind is metal-rich; Friel emd Janes (1993) derive a value of the 

metedlicity equal to 0.19 ±0.19, from medium-resolution spectra. NGC 6791 

is very importeint for studies of gedactic evolution since its age emd metedlic­

ity, emd the presence of cluster members populating a blue horizontal bremch 

(Keduzny emd Udedski, 1992; Liebert et éd., 1994), seem to suggest it might 

be a link between the open and globular cluster populations.

Discrepancies regarding the value of the reddening abound in the litera­

ture. For exeimple, severed vedues around E{B — V) = 0.10 have been pub­

lished (Harris and Canterna, 1981; Jemes, 1984; Montgomery et éd., 1994a), 

while many authors favour a E{B — V) = 0.20 (Anthony-Twarog and Tweirog, 

1985; Kaluzny and Udalski, 1992; Geurnavich et éd., 1994). New estimates
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for the apparent distance modulus eind age have been determined by Gar- 

navich et al. (1994) as 13.65 ±0.25 and 9 Gyr, respectively, based on a 

comparison of the CMD constructed from high quality V I  CCD photometry 

with evolutionary tracks. Using radial velocities obtained from spectra, they 

confirm that at least 12 of the 25 giants observed are cluster members. A 

recent study by Tripicco et al. (1995) gives an age of 10 Gyr and colour 

excess of 0.19 < E{B  — V) < 0.24 provided the metallicity is in the range 

0.44 > [Fe/H] > 0.27.

N G C  6819

Lindoff (1972) and Auner (1974) both observed this cluster and con­

structed CMDs. Lindoff (1972) used photographic and photoelectric UBV  

photometry, while Auner (1974) used only photographic U B V  photometry. 

Reddenings and distance moduli were estimated as 0.3 and 12.6 for the for­

mer, and 0.28 and 12.50 for the latter. Lindoff (1972) estimated the age as 

2 Gyr. A proper-motion survey of 189 stcirs, conducted by Sanders (1972), 

yielded 129 stars having membership probabilities greater than zero. Can­

terna et al. (1986) obtained Washington photometry and determined a red­

dening of 0.15 and a metal abundance of —0.10, while Strobel (1989) gave the 

age as 3.5 Gyr. Kaluzny and Shara (1988) constructed a new CMD from op­

tical CCD observations of approximately 850 stars, and estimated an age of 4 

Gyr using the MAR technique (a morphological method which uses the CMD 

giant branch clump and cluster turnoff) developed by Anthony-Twarog and 

Twarog (1985). Finally, Friel cind Jemes (1993) determined, from medium- 

resolution spectra, a metallicity of +0.05 ±  0.19.
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N G C  7142

van den Bergh and Sher (I960) used star counts to construct a luminosity 

function for this cluster, while Hoag (1961) constructed the first CMD. Since

then others have studied it in order to obteiin accurate determinations of 
the reddening, age, distance and metallicity. However, the values for these 

quantities vary widely since there is a substantial amount of véiriable Internal 

absorption. For exzimple, the mean reddening varies from 0.18 (Johnson 

et al., 1961) to 0.41 (van den Bergh and Heeringa, 1970), while [Fe/H] 

ranges from —0.45 (Jennens and Heifer, 1975) to about 0.0 (Friel and Janes, 

1993). As well, the apparent distance modulus ranges from 10.5 (Johnson 

et al., 1961) to 13.7 (van den Bergh cind Heeringa, 1970). Recently, Crinklaw 

and Talbert (1991) obtained B V  CCD observations of approximately 1000 

stars in the central region of the cluster, and determined a new estimate of 

the distcince modulus as 12.7 ±  0.9 [(m — M)o =  11.4, E{B — V ) =  0.41 as 

given in the paper]. They estimate the age of this cluster as 4 Gyr, using the 

MAR method.

1.6 O utline o f  th e  Thesis

Chapter 2 discusses CCD and IR photometry. A brief explemation of how the 

detectors operate wiU be given, and the simileirities and differences, as well 

as the advantages emd disadvantages of each will be discussed. The methods 

of data acquisition wUl be given as well. Chapter 3 contains details of the 

observations, descriptions of each cluster studied and a summary of the data 

reduction process. The results will be presented in Chapter 4 and discussed 

in Chapter 5, and finally conclusions and a discussion of future work will be 

given in Chapter 6. The Appendices contain a description of near-infrared
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two-colour diagrams and my personal experience with the data reduction 
process.



Chapter 2 

CCD and Infrared Array 
Photom etry

Charge-coupled devices, or CCDs, were introduced to the scientific commu­

nity about 25 years ago (Boyle and Smith, 1970), and used in astronomical 

applications five years later. Typical format sizes then were 100 x 100 pix­

els, and the devices had high read noise and very little sensitivity at short 

wavelengths. Infréired detectors with sensitivities required for serious astro­

nomical apphcations have been used for the past 30 years, but it has only 

been within the past 10 years or so that two-dimensional infrared (IR) arrays 

have become available. Even though the earliest ones were small (typiczdly 

32 X 32, or 58 x 62 pixels), they represented a great improvement over single 

detectors.
The size and quality of both CCDs and IR array detectors have increased 

dramatically over the past few years, with format sizes now of 2048 x 2048 

pixels, cind 1024 x 1024 pixels, for CCDs and IR arrays, respectively. New 

developments are leading to even Imger formats, with greater sensitivities. 

This chapter describes the operation of CCDs and IR arrays, and similarities 

and differences in data acquisition. Only brief descriptions will be given 

here; more details may be found in papers by Jeinesick and Elliott (1992),

19
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Table 2.1: Wide beind optical filters and their FWHM bandwidths (Johnson 
and Morgan, 1953; Johnson, 1966).

Filter A (A) AA (A)
U 3650 680
B 4400 980
V 5500 890
R 7000 2200
I 9000 2400

and Joyce (1992).

2.1 C C D  D etectors

CCD chips are constructed primarily of silicon (Si), with several closely- 

spaced capacitors form in g  a two-dimensioned array of pixels (picture ele­

ments). Due to the nature of Si, CCDs are sensitive to radiation over a 

wide range of wavelengths; typical optical observations are performed from 

3800 to 9000 Â(see Table 2.1 for peak wavelengths and beindwidths of the 

standard optical broadband filters), but reasonable quantum eflficiencies cire 

demonstrated for soft x-ray (100 Â) and near-infrared (11,000 Â) radiation 

for some CCDs (Janesick éind Elliott, 1992).

CCD detectors operate and zire read out as follows (refer to Figures 2.1 

and 2.2). Charge creation is governed by the photoelectric effect: during 

an exposure, photons striking the Si atoms liberate electrons. When a pos­

itive voltage is applied to the pixels, potential wells are formed at the pixel 

surfaces which are capable of accumulating the electrons, which shall be re­

ferred to as a packet. After the exposure is completed, the CCD is read out. 

During this stage, the voltage on the pixels is manipulated such that rows
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Pixel

Oxide insulation

Stored electrons

Silicon substrate

Potential Well

Figure 2.1: Schematic diagram of a CCD. Shown are the electrodes (pixels), 
insulating material which shields the electrodes from the silicon substrate, 
and the potential well with accumulated chzirge. Note that this diagram is 
not to scale. In an actual CCD, the pixel spacings are much smaller relative 
to the pixel size.
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of accumulated electrons éire transfered via parallel registers to the serial 

register at one edge of the CCD. This register transports the packets to cin 

on-chip amplifier, which converts them to gin output voltage. This voltage is 

amplified again, converted to a digital signal, and stored. The stored image 

may be displayed at any time on a computer monitor. CCD detectors have 

a high quantum efficiency, Icirge dynamic range, cire linear over a wide range, 

and have relatively low noise.

There are several processing steps to which a digitised image, hereafter 

referred to as a frame, must be subjected before it céin be used in analysis. 

An additive background known as the bias must be subtracted from every 

frame taken. This quantity, a small positive voltage deliberately added to 

the true CCD signal, is what the whole chip would record in a zero second 

exposure, and has a stationary pattern that is repeated for each readout. In 

practice, several such readouts cire taken and averaged together, the result of 

which is subtracted from all data frames. The overscan region of the CCD, 

which is not actugJly a physicgd part of the chip, consists of a few virtual 

columns at the edge of the CCD opposite from the on-chip eimplifier. It 

provides a measure of the electronics bias level that physically indicates zero 

photons counted. Usually, a mean level is determined and subtracted from 

all data frames (including the bias freimes).

Two quantities affecting the noise are the read noise and dark current. 

The read noise is produced by the entire analog signal chain, which includes 

the chip itself, the on-chip amplifier, the secondary amplifier and the analog- 

to-digital converter. The dark current arises from thermally created elec­

trons. Its effect increases proportionately with exposure time and is sensitive 

to the CCD temperature. Thus, cooling the chip and surroundings decreases 

the dark current (often to a negligible level).

Small structural variations exist on the CCD chip, which lead to pixel-



CHAPTER 2. CCD AND INFRARED A RR AY PHOTOM ETRY 23

 1 _

I 
I

T  -  
I

— —  +  —  

I
1 
I

j_
I
I

T 
I

+
I

±
I

_ 1
I
I

• -  T
I 
I 
I

r

1—  +  -

 ± _

1 \1 \ f \1

parallel
shift
registers

on-chip
amplifier

serial shift registers

Figure 2.2: Schematic diagram illustrating charge transfer during readout. 
Also shown is the overscan region, indicated by the dashed line. Note that 
this region is not a physical part of the chip.
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to-pixel variations in quantum efficiency. In addition, the telescope optics 

introduce large-scale patterns which occur as a result of spatially nonuniform 

illumination of the CCD. In order to correct for this, a calibration frame 

(called a flat-field) must be produced and divided into each image. Plat- 

held frames are obtained by exposing the CCD to a uniformly illuminated 

surface (such as a lamp emd screen, or the twilight sky) and scaling the mean 

exposure level to 1.0 ADU (analogue to digital units). In the case of twilight 

flats several frames, shifted slightly from exposure to exposure, are taken in 

each bandpeiss and median-combined (the median of the exposure levels on 

a pixel-by-pixel basis for the set of freimes is taken). This process removes 

any stars which may have become visible during twilight.

2.2 IR  A rray D etectors

Near-infrared astronomy covers wavelengths from about 1 to 2.2 fim.  The 

Ecirth’s atmosphere produces strong absorption bands due to water emd car­

bon dioxide (see Figure 2.3). However there are a few trginsparent “windows” 

remaining, in which have been located the standard photometric bands — J,  

H  and K  (Johnson, 1965; Glass, 1974). Problems associated with contami­

nation in the H  filter due to a water vapour band at 1.9 ^m may arise and 

make it very difficult to obtain good photometry. This wiU be discussed in 

more deteiil in a subsequent chapter.

Table 2.2 lists these bands and their wavelengths. Note that an addi­

tional passband, Üf', has been included. Recall that this filter has its peak 

wavelength slightly blueward of that of K,  yet stiU within the seime atmo­

spheric window. As a result, the thermal component of the background is 

lower, and the background surface brightness reduced by up to 0.9 magni­

tudes arcsec"^. Even though the filter width is narrower, the gain in reduced
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Figure 2.3: Atmospheric transmittcLUce, in percent, as a function of wave­
length in fim. This figure illustrates the absorption bands due to water 
vapour (and other substeinces) in the earth’s atmosphere. Placement of the 
J,  H  and K  filters is indicated. Rrom the RCA Electro-Optics Handbook 
(1974).
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Table 2.2: N ea r-infrared filters euid their nominal peak wavelengths eind 
bandwidths.

Filter A {fim) AA (A)
J 1.25 3000
H 1.65 3000
K 2.2 4000
K' 2.12 3400

background yields deeper imaging capabilities in the Scime integration time 

(Wainscoat eind Cowie, 1992).

The methods of observing with ER arrays in the wavelength interval 1 — 

2.5 fim are similar to CCDs, but the construction and actual operation are 

different. For example, the chips are made of material combinations such 

as platinum süicide (PtSi), indium eintimonide (InSb), mercury cadmium 

teUuride (HgCdTe), or silicon doped with indium, gallium, or eirsenic, rather 

than pure silicon. Each material has different properties useful for different 

applications. A PtSi chip was used in the present work. These chips are 

inexpensive as compared to the InSb or HgCdTe ones, but suffer from low 

quantum efficiency [8-10% for the infrared wavelength range considered here, 

according to Perry (1992)].

Since the energy gap between the vêdence and conduction bands for ER 

arrays is smaller than that for CCDs, electrons can be excited into the con­

duction band not only by photons but by thermal energy, so the operating 

temperatures have to be much lower (30-80 K for the IR arrays, as opposed 

to 150-170 K for CCDs). Since the thermal energy arises from the electronics 

£is well as the ambient environment, the chip must be shielded in order to 

admit only the solid angle subtended by the telescope optics.

IR detectors are not constructed as shift registers like CCDs since the
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materials from which they are made do not function well enough at low

temperatures. Thus, the array is actually a hybrid, formed by aligning and

joining a detector array and a readout array. The interface between the two

is formed by small bumps of indium metal. An advantage of this device

is that blooming, which occurs when the potential well of a pixel saturates

cind causes chcirge to spill over to neighbouring pixels, does not occur since

each pixel is separate and thus no charge transfer from one pixel to another 
occurs.

As in CCDs, each pixel in the detector array cm  be considered a capac­

itor which, when biased towards a preset voltage, acts as a potential well 

for collecting electrons produced by photons absorbed in the chip material. 

However, readout taJkes place via a different process. The readout array mea­

sures the voltage on each pixel, which is related to the number of electrons. 

This readout process is nondestructive, so it can be carried out at m y time 

without affecting the charge on the pixels.

2.3 D ifferences in  O bserving Techniques

Most of the differences between the two types of detectors described above 

are hidden in the electronics, so the actual operation of the detectors is 

sim ilar, with a few exceptions. For example, IR arrays have a higher dark 

current, which may or may not be linear with integration time, so one must 

take a “dark freime" for every integration time used on the program objects. 

IR arrays also have a higher read noise, so techniques such as performing 

multiple readouts m d averaging several exposures together are employed to 

reduce the problem.

Since the sky brightness is greater in the infrared than at optical wave­

lengths (from Joyce (1992), Vsky ~  22 mag square mcsec"^, while K,ky ~  13
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mag square arcsec”^), exposures eire sky-limited. This enhaucemeat comes 

from thermal emission from the telescope optics and opticedly thick telluric 

absorption lines longward of 2.2/j,m, as well as airglow (OH and 0% molecules 

in the atmosphere excited by solar radiation during the day), which varies 

both spatially eind temporally, especially at dusk.

The sky variability described above necessitates a different process for the 

production of IR hat-held frames. Whereas a single set of hat-held frames 

are taken with CCDs, it is necessary to use the IR data freimes themselves to 

construct hat-helds. In this process, a series of frames (usually 3 or 5) of the 

object in question is tciken, with each frame shifted slightly (a few tens of 

arcseconds) from the others (this process is referred to as “dithering”). The 

frames are normalized to a mezin of 1, and median-combined, which removes 

stcirs. The resulting hat-held is divided into each program frame for that 

particular held. In certcdn cases, this procedure is not enough to achieve 

a uniformly hat hnal image. Additional steps, which whl be detailed in a 

subsequent chapter, must be taken to construct an “extra-hat-held” frame.



Chapter 3 

Observations and D ata  
R eduction

3.1 O bservational D etails

All the observations were obtained at the Dominion Astrophysical Observa­

tory (DAO) with the 1.8 m Plaskett telescope. The infrzired observations for 

aU four clusters were obtciined with the 256x256 pixel PtSi near-inhared ar­

ray detector, cind J ,  H  emd K'  filters. The detector has 40/im square pixels, 

eind ein image scale of 0.66 arcsec pixel"yielding a field 2.8 arcmin on a side. 

The optical observations were obtained using three different CCDs. The Tek 

2 CCD chip (1024x1024 pixel), used to obteiin the optical observations for 

NGC 2141, had ein image scale of 0.53 eircsec p ixe l"w h ich  resulted in a 9x9 

squeire arcm in field. The 1024x1024 pixel Site-1 chip, which replaced the Tek 

2, has cin image scale of 0.55 circsec p ix e l " I t  was used for the observations 

of NGC 6819 and NGC 7142. Both CCD chips are thin, with pixel sizes of 

24/zm. Garnavich et ed. (1994), who obtained the optical observations for 

NGC 6791, used a thick Ford Aerospace 2048x2048 pixel CCD chip binned on 

readout to 1024  ̂pixels (pixel size 15/im). This yielded an image scale of 0.68 

eircsec p i x e l " 11.6 arcmin on a side. V  and I  (cind B  for NGC 6819 only)

29
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filters were used for all observations. Note that the I  filter is in the Johnson 
(1953) system. The choice of filters was governed by the availability of good 

quédity, pre-existing data in other passbeinds, as well as time constraints (if 

clear skies were assured only for part of the night, only two filters were used, 

for example). Tables 3.1, 3.3, 3.5 and 3.8 list the optical and near-in&ared 

program firames. The tables contain the cluster regions observed, the filters 

used, the exposure times in seconds and the air masses at which the fields 

were observed.
Several Landolt (1992) standcirds were observed in conjunction with the 

optical observations of aU four clusters (Tables 3.2, 3.4 and 3.6). Fields in 

the globular clusters M3 eind M92 containing standards (Stetson and Harris,

1988) were used to supplement the standard star observations for NGC 2141 

and NGC 7142, respectively. I  [Kron-Cousins system -  Kron et al. (1953), 

and Cousins (1976)] band photometry for M92 was supplied by Stetson (pri­

vate communication), while a transformation from {B — V) to (V̂  — I) for 

the M3 data was effected using a statistical relation, based on high-quality 

standard star observations, derived by Caldwell et al. (1993). J H K  stan­

dard stars tciken from Elias et al. (1982) were observed on the nights the 

clusters were observed with the IR camera (Tables 3.2, 3.4, 3.7 cind 3.8).

The opticcd images were bias-subtracted and flat-fielded using bias frames 

teiken during the night, and sky flats teiken during twilight and dawn. The 

near-infrared images were dark-subtracted using dark frames taken during 
the night, and flat-fielded using flats constructed by median-combining the 

slightly offset data frames (to remove stars). It was found that at least 

5 frames were needed for a good flat-field frame, emd applying a 1-sigma 

clipping cdgorithm to the frames before combining helped in reducing the 

number of residual images that may remain after median combination. The
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flat-fielded fireimes were aligned eind averaged to produce the final images. 

Note that since this procedure reduces the area covered and causes stars on 

the edges of the fireimes to be lost, the long-exposure individueil fireimes, eis 

well eis the averaged ones, were photometered. The magnitudes of the steirs 

on the edges of the individual firames were added to the averaged freimes’ 

photometry lists to increase the toted number of observations.

In some ceises, an additioned flat-fielding process weis required for the in­

frared data to correct for residual variations which appeared after the images 

were flattened via the method described above. A residued flat-field frame 
was created as follows: a line of form y =  mx  -}- b vras fit to the columns of 

the preliminéiry flat-fielded images. Next, the rows were fit by a straight line, 

producing images which were regarded as templates of the large-scale back­

ground variation. The templates for each field were averaged, normalized 

to 1, and divided into the preliminary flat-fielded images. This procedure 

produced final, flat-fielded images with more uniform backgrounds.

Several points regarding the reduction of the data for some of the clusters 

merit discussion:

N G C  2141

The long-exposure I  frames of this cluster exhibited fringe effects at the 

0.5-1% level. Subtraction of a fringe fréime constructed from exposures of 

sparsely populated regions of the sky removed the fringes, but increased the 

overall noise level in the sky background to values greater than the noise 

produced by the fringes themselves. As a check on the accuracy of the pho­

tometry, a corrected frame was compared with its uncorrected counterpart. 

The photometric errors for the fringe-corrected frame’s stars were slightly 

higher {SV ~  0.005 at ~  14) than those for the uncorrected frame, and
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became worse for fainter magnitudes (as would be expected for a noisy back­

ground). However, a key point is which magnitudes are more nearly correct? 

Even though the noise and therefore the photometric errors are higher in the 

corrected brame, those faint magnitudes may be more appropriate simply be­

cause the background is more uniform. As a test, 100 artificial stars generated 

from the frame’s point-spread-function (PSP, see Section 3.2) were added to 

the original and the corrected images. Photometry was performed on each 

new frame, cind the results compared to the input magnitudes. The average 

magnitude difference between stars on the corrected frame weis 0.014 ±  0.175 

(82 stars recovered), while the average difference for the uncorrected frame 

wéis 0.027 ±  0.153 (83 stars). The uncertainties are so large that the differ­

ence between the above averages is negligible. As a ffnal check, a plot of the 

uncorrected versus corrected frames’ magnitudes for the real stars was made, 

which yielded a straight slope and no noticeable difference. Since subtraction 

of a fringe frame did not substantially improve the results, the uncorrected 

frames were used in subsequent analyses.

N G C  7142

The seeing on one of the optical observing nights was poor (> 3 arcsec), 

which made it difficult to focus the telescope properly. As a result, several 

images were out-of-focus. Difficulties arose when photometry was performed 

on the images. Subtraction of the PSP resulted in residucils exhibiting black 

central holes at the positions of the stars, surrounded by bright rings. The 

reason for this is as follows. The PSP consists of an analytical function 

(such as a Gaussian) as a first approximation and a table of residucds from 

the best-fitting function to the actuail observed brightness values within the 

average profile of several bright, uncrowded stars in the image. If the stellar
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profile héis a dip in the centre, then any point along the edge of the dip may 

be used by the program as the centre of the profile. Thus the true centre of 

the profile (in the middle of the dip) is never used, and the table of residuals 

does not reproduce the deviations from the analytical function.

To circumvent the problem, the poorest images were binned, either by 2 

or 4 pixels, in order to produce frames which contained stars having a centred 

peeik in the radial profile. Note that this process results in magnitudes which 

Eire “out” by 2,51og(n), where n  is the total number of pixels that have been 

binned. For the 4 x 4  binning ceise, this results in a magnitude correction 

factor of 3,01,

N G C  6819

The one clear night of observation for this cluster had seeing of less than 2 

eircsec. However, telescope tracking problems led to steUeir images which were 

elongated in the east-west direction. Some of the problems were alleviated by 

restricting the exposure times to less them 100 seconds, but the problem weis 

great enough to necessitate the use of a Moffatt function as the anedytical 

first approximation to the PSP, rather than the usual Gaussiem (the Moffatt 

function heis three free peireimeters -  the hedf-width-at-half-maximum for both 

X emd y, and a position emgle for the major eixis of the ellipse. The last 

parameter weis required in this ceise since the east-west direction was oriented 

about 10 degrees off the x eixis). In addition, severed stars were being rejected 

by the finding algorithm, so a pareimeter which was designed to screen out 

elongated objects in the image (such as bad rows and columns) weis adjusted 

to accommodate the steUeir images.
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Table 3.1: NGC 2141 observations: optical -  February 1, 1994; near-infirared 
-  January 16,1995. Given are the observed fields, filters used, exposure times 
in seconds and airmass.

Field Filter Exp X Field Filter Exp X
centre V 60 1.529 centre J 60 1.346
centre V 600 1.495 centre J 180 1.343
centre I 600 1.478 centre H 60 1.337
centre I 60 1.441 centre H 180 1.335
centre I 60 1.433 centre K' 30 1.328
centre I 600 1.425 north J 60 1.285
centre V 600 1.394 north J 180 1.284
centre V 60 1.367 north H 60 1.279
southwest V 60 1.359 north H 180 1.278
southwest V 600 1.355 north K' 30 1.281
southwest I 600 1.333 south J 60 1.277
southwest I 60 1.314 south J 180 1.275
southeast I 60 1.312 south H 60 1.277
southeast I 600 1.296 south H 180 1.275
southecist V 600 1.295 south K' 30 1.280
southeast V 60 1.285 west J 60 1.312
northeast V 60 1.279 west J 180 1.314
northeast V 600 1.270 west H 60 1.319
northeast I 600 1.270 west H 180 1.321
northeast I 60 1.269 west K' 30 1.326
northwest I 60 1.268
northwest I 600 1.268
northwest V 600 1.271
northwest V 60 1.274
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Table 3.2: NGC 2141 - Optical and near-infirared primary and M3 secondary 
steindards as described in the text. Colunm headings include identification, 
filter, exposure time in seconds emd airmass.

ID Filter Exp X m Filter Exp X
PG02204-132 V 60 1.234 M3 V 420 1.091
PG0220-H32 I 60 1.237 M3 V 60 1.084
PG0220+132 I 60 1.239 M3 V 60 1.082
PG0220+132 V 60 1.241 M3 V 420 1.081
PG023H-051 V 60 1.395 M3 I 420 1.076
PG023H-051 I 60 1.398 M3 I 60 1.072
PG0231+051 I 60 1.400
PG023H-051 V 60 1.404 HD 18881 J 20 1.042
PG0918H-029 I 60 1.440 HD 225023 J 20 1.362
PG0918+029 V 60 1.443 G1105.5 J 20 1.571
RU 149 V 60 1.930 HD 18881 H 20 1.042
RU 149 I 60 1.945 HD 225023 H 20 1.366
M3 V 60 1.129 G1105.5 H 20 1.573
M3 V 420 1.124 HD 18881 K ' 30 1.043
M3 I 60 1.113 HD 225023 K ' 30 1.368
M3 I 420 1.109 GI 105.5 K ' 30 1.575
M3 I 420 1.100
M3 I 60 1.093
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Table 3.3: NGC 6819 observations: optical -  June 27, 1994; near-in&ared 
August 24, 1995. Column headings as in Table 3.1.

Pield PHter Exp X Pield Pilter Exp X
south B 60 1.061 centre J 3x200 1.014
south B 3x200 1.046 centre H 3x60 1.013
south V 60 1.035 centre H 3x200 1.015
south V 3x200 1.032 centre K' 30x15 1.013
south I 10 1.020 north J 3x60 1.097
south I 5 1.019 north J 3x200 1.099
south I 60 1.018 north H 3x60 1.104
northeast B 60 1.012 north H 3x200 1.107
northeast B 200 1.012 north K ' 30x15 1.112
northeast V 30 1.013 northecist J 3x60 1.250
northeast V 2x100 1.014 northeast J 3x200 1.275
northeast I 5 1.020 northeast H 3x60 1.292
northeast I 2x60 1.021 northeast H 3x200 1.299
centre J 3x60 1.012 northeast K' 30x15 1.312

3.2 P h o to m etry  and R ed u ction  to  a Standard  
S y stem

PSP, or point-spread-function, photometry was performed on the images 

using DAGPHOT and ALLSTAR (Stetson, 1987). The basic principle is as 

follows. All the stellar objects in cin image have the same form, and differ from 

one another only by a scaling ratio. By fitting a PSP to the stellar images, one 

obtains magnitudes via the equation m =  zpt — 2.51og(scaling ratio), where 

zpt is the magnitude of the PSP, determined within some fixed aperture.

A very brief description of the photometry process is given below; a full 

description may be found in Stetson’s (1987) paper. Pirst, the stellar images 

were located above a certain specified threshold by convolving the image with 

a lowered truncated Gaussian function having a user-specified fuU-width-half-
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Table 3.4: NGC6819 optical cind near-in&eired steindard steirs eis described in 
the text. Column headings eis in Table 3.2.

ID Filter Exp X ID Filter Exp X
SA61228 B 10 1.073 SA112805 V 30 1.503
SA61225 B 10 1.073 SA61228 I 30 1.066
SA107544 B 10 1.563 SA107544 I 2 1.587
SA109231 B 15 1.565 SA109381 I 20 1.522
SA10971 B 40 1.539 SA109537 I 2 1.520
SA109381 B 40 1.539 SA61225 I 5 1.178
SA109381 B 40 1.525 SA61228 I 5 1.178
SA10971 B 40 1.525 SA61228 I 8 1.555
SA109537 B 40 1.522 SA61225 I 8 1.555
SA61228 B 40 1.161 SA1121242 I 1 1.497
SA61225 B 40 1.161 SA112275 I 1 1.506
SA1121242 B 10 1.497 SA112250 I 1 1.506
SA112275 B 20 1.506 SA112805 I 30 1.505
SA112250 B 20 1.506
SA112822 B 40 1.503 HD 203856 J 10 1.181
SA112805 B 40 1.503 HD 162208 J 10 1.038
SA61228 V 30 1.067 HD 201941 J 10 1.616
SA107544 V 1 1.567 Gl 748 J 10 1.438
SA109231 V 3 1.559 HD 18881 J 10 1.183
SA10971 V 25 1.536 HD 203856 H 10 1.178
SA109381 V 25 1.536 HD 162208 H 10 1.038
SA109381 V 25 1.524 HD 201941 H 10 1.614
SA10971 V 25 1.524 Gl 748 H 10 1.438
SA109537 V 5 1.520 HD 18881 H 10 1.180
SA61225 V 15 1.168 HD 203856 K ' 15 1.176
SA1121242 V 2 1.497 HD 162208 K ' 15 1.042
SA112275 V 3 1.506 HD 201941 K ' 15 1.612
SA112250 V 3 1.506 Gl 748 K ' 15 1.439
SA112822 V 30 1.503 HD 18881 K ' 15 1.179



CHAPTER 3. OBSERVATIONS AND DATA REDUCTION 38

Table 3.5: NGC 7142 observations: optical -  October 14 and 15, 1994; near- 
inbrared -  August 1, 25, 28, September 21, 22, 1993. Column headings as in 
Table 3.1.

Field Filter Exp X Field Filter Exp X
east V 3x200 1.055 G421 J 3x30 1.047
east I 30 1.050 G421 J 3x180 1.047
east I 3x100 1.049 G421 H 3x30 1.047
centre V 3x200 1.049 G421 H 3x180 1.047
centre I 3x100 1.055 G421 K ' 45x20 1.047
centre I 3x60 1.080 G160 J 3x30 1.065
west V 5x60 1.169 G160 J 3x180 1.066
west I 5x30 1.193 G160 H 3x30 1.057
west I 5x60 1.208 G160 H 3x180 1.063
southwest V 5x60 1.106 G160 K ' 45x20 1.069
southwest V 3x200 1.113 G93 J 3x30 1.120
southwest I 4x60 1.131 G93 J 3x180 1.121
southwest I 5x30 1.142 G93 H 3x30 1.116
southeast V 5x60 1.163 G93 H 3x180 1.117
southeast V 3x200 1.178 G93 K ' 45x20 1.125
southeast I 5x30 1.199 G51 J 3x30 1.049
southeast I 5x60 1.212 G51 J 3x180 1.049
blank V 3x60 1.233 G51 H 3x30 1.049
blank V 3x200 1.244 G51 H 3x180 1.049
blank I 3x60 1.270 G51 K ' 45x20 1.048
blank I 2x200 1.283 G342 J 3x30 1.052

G342 J 3x180 1.052
G170 J 3x180 1.051 G342 H 3x30 1.051
G170 H 3x180 1.052 G342 H 3x180 1.051
G170 K ' 30x20 1.053 G342 K ‘ 45x20 1.053
G196 J 3x180 1.209
G196 H 2x180 1.215
G196 K ' 30x20 1.221
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Table 3.6: NGC 7142 optical primaury standard star observations ais described 
in the text. Column headings as in Table 3.2.

ID Pilter Exp X ED Filter Exp X
SA1111965 V 30 1.502 SA95100 V 60 1.541
M92 4 V 200 1.378 SA95101 V 60 1.541
M92 17 V 200 1.378 SA9598 V 60 1.541
M92 35 V 200 1.378 SA9621 V 60 1.626
M92 14 V 200 1.378 SA97351 V 20 1.772
M92 10 V 200 1.378 SA97351 I 20 1.762
M92 91 V 200 1.378 SA98646 I 60 1.519
PG0231+051 V 60 1.377 SA98626 I 60 1.519
F22 V 60 1.373 SA98650 I 60 1.519
SA9542 V 60 1.565 SA98624 I 60 1.519
SA9543 V 60 1.565 M92 4 I 100 1.397
SA98626 V 60 1.522 M92 14 I 100 1.397
SA98650 V 60 1.522 M92 10 I 100 1.397
SA98627 V 60 1.522 PG0231+051 I 60 1.374
SA98634 V 60 1.522 SA9542 I 60 1.548
SA98624 V 60 1.522 SA9543 I 60 1.548
SA95115 V 60 1.565 SA95105 I 60 1.548
SA9541 V 60 1.565 SA9597 I 60 1.529
SA95105 V 60 1.565 SA95100 I 60 1.529
SA95106 V 60 1.565 SA95101 I 60 1.529
SA95112 V 60 1.565 SA9598 I 60 1.529
SA9597 V 60 1.541 SA9621 I 60 1.606
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Table 3.7: NGC 7142 near-iafréired stémdeird observations as described in the 
text. Colunm headings as in Table 3.2.

ED Filter Exp X r o Filter Exp X
HD 203856 J 10 1.212 Gl 105.5 H 10 1.476
HD 22686 J 10 1.496 HD 203856 H 10 1.012
Gl 748 J 10 1.042 HD 225023 H 10 1.055
HD 203856 J 10 1.042 HD 40336 H 10 1.532
HD 1160 J 10 1.406 HD 22686 H 10 1.475
HD 18881 J 10 1.017 HD 225023 H 10 1.034
Gl 105.5 J 10 1.476 HD 44612 H 10 1.037
HD 203856 J 10 1.026 HD 203856 K ' 15 1.206
HD 203856 J 10 1.012 HD 22686 K ' 15 1.499
HD 225023 J 10 1.055 Gl 748 K ' 15 1.445
HD 22686 J 10 1.476 HD 203856 K ' 15 1.043
HD 225023 J 10 1.033 HD 1160 K ' 15 1.407
HD 40336 J 10 1.530 HD 18881 K ' 15 1.018
HD 44612 J 10 1.038 HD 203856 K ' 15 1.027
Gl 748 J 10 1.439 Gl 105.5 K ' 15 1.476
HD 22686 H 10 1.497 HD 203856 K ' 15 1.012
HD 1160 H 10 1.406 HD 22686 K ' 15 1.477
HD 18881 H 10 1.017 HD 44612 K ' 15 1.037
HD 203856 H 10 1.026 Gl 748 K ' 15 1.439
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Table 3.8: N G C  6791 near-infrared observations. C olum n headings as in 
Table 3.1.

ID Filter Exp X ID Filter Exp X
R5 J 3x10 1.030 R3 J 3x60 1.033
R5 H 3x10 1.030 R3 H 3x60 1.032
R5 K ' 15x10 1.029 R3 K ' 33x10 1.031
R4 J 3x10 1.022 R16 J 3x60 1.022
R4 H 3x10 1.022 R16 H 3x60 1.021
R4 K ' 15x10 1.022 R16 K ' 33x10 1.020
R1 J 3x10 1.018 R24 J 3x120 1.018
R1 H 3x10 1.018 R24 H 3x120 1.018
R1 K ' 15x10 1.018 R24 K ' 45x10 1.018
R7 J 3x10 1.046 RIO J 3x120 1.026
R7 H 3x10 1.047 RIO H 3x120 1.029
R7 K ' 15x10 1.048 RIO K ‘ 45x10 1.031
R14 J 3x30 1.062 R8s J 3x120 1.055
R14 H 3x30 1.063 R8s H 3x120 1.062
R14 K ' 21x10 1.065 R8s K ' 45x10 1.065
R12 J 3x30 1.115
R12 H 3x30 1.118 Standards
R12 K ' 21x10 1.120
R2 J 3x30 1.177 Gl 748 J 10 1.489
R2 H 3x30 1.153 Gl 748 H 10 1.487
R2 K ' 21x10 1.156 Gl 748 K ' 10 1.486
RS J 3x60 1.199 HD 1160 J 10 1.404
R8 H 3x60 1.204 HD 1160 H 10 1.403
R8 K ' 45x10 1.209 HD 1160 K ' 10 1.403
R3 J 3x60 1.298 HD 162208 J 10 1.023
R3 H 3x60 1.304 HD 162208 H 10 1.023
R3 K ' 33x10 1.310 HD 162208 K ' 10 1.022
R2517 J 3x120 1.276 Gl 748 J 10 1.482
R2517 H 3x120 1.286 Gl 748 H 10 1.481
R2517 K ' 45x10 1.294 Gl 748 K ' 10 1.480
R19 J 3x120 1.175 HD 162208 J 10 1.021
R19 H 3x120 1.184 HD 162208 H 10 1.021
R19 K ' 45x10 1.190 HD 162208 K ' 10 1.021
R22 J 3x120 1.107 HD 225023 J 10 1.029
R22 H 3x120 1.111 HD 225023 H 10 1.029
R22 K ' 45x10 1.116 HD 225023 K ' 10 1.028
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maxiniuni (FWHM), and searching for local maxima in brightness enhance­

ment. Any bad pixels (delta fonctions) or bad rows and columns (elongated 

X or y enhancements) were weeded out during this process. Next, aperture 

photometry was performed on, and sky values determined for, each object 

in the list. A PSF was defined using several bright, uncrowded stars (an 

iterative process which resulted in the removal of neighbour stars which con­

taminated the PSF). Fincdly, the PSF was fit to the entire star list at once, 

in an iterative fashion. With each iteration, all the stms were subtracted 

from the image on the basis of the current estimates of position and mag­

nitudes. After examination of the residuals, the estimates of positions and 

magnitudes were refined, and the subtraction procedure repeated. When the 

fit between a star and the PSF converged, that is, when the incremental 

corrections to positions and magnitudes became insignificant, the star was 

subtracted from the image and hence excluded from subsequent iterations. 

The process described above produced a file containing raw, instrumental 

magnitudes.

The subsequent transformation of the raw magnitudes to standard ones 

involved the application of aperture corrections, followed by transformation 

coefficients. A set of programs obtained from Stetson (private communi­

cation) was used to do this. Aperture corrections must be applied for the 

following reason. Since DAOPHOT derives relative magnitudes in an aper­

ture of some given size, aperture corrections are required to put the mag­

nitudes onto an absolute scale (by adding the light from the star which is 

outside the fixed aperture). A simple way to determine the correction in­

volves performing aperture photometry on several bright, uncrowded stars, 

using a small aperture (the PSF aperture, for example), and a large one 

(several times the FWHM), and taking the difference. A better procedure
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(which was adopted in this work) is to measnre the magnitude of these stars 

through a series of concentric apertures, ranging from small up to very large, 

and then plot a “growth” curve (the differences in magnitude between adja­

cent apertures, versus aperture). The average magnitude differences between 

successive apertures are read from the growth curve and summed from the 

largest aperture to the smallest to yield cumulative corrections for each of 

the smaller apertures. The correction corresponding to the magnitude dif­

ference between the largest and the PSF radius is applied to all the stars 

on the fréime (see Stetson (1990) for a complete discussion). For the data 

considered here, typiceil uncerteiinties in the average aperture correction per 

frame ranged from 0.03 to 0.04 mag.

After application of aperture corrections, the stars were cross-identified 

from filter to filter and frame to frame, and the magnitudes treinsformed to 

a standcird system. An equation of the form

TTlimt =  M,td +  Go +  +  ^2^1, (3.1)

where Mstd is the standard appeirent magnitude, m,VMt is the instrumental 

magnitude, C^td is the stcindard colour, emd X  is the éiirmass, was used to 

transform the data to a stcindard system. In this equation, Og is the zeropoint 

cind is a  meaisure of the sensitivity of the CCD/telescope system in that 

pcirticular bandpass, Oi is the colour term, which is a meeisure of how well 

the instrumented system approximates the standeird system. A vedue of zero 

indicates the instrumented system matches the steindard system perfectly. 

0 2  is the first order extinction coefficient, which depends on atmospheric 

transmission, emd varies from site to site, eis well as night to night. It is 

different for each filter. Note that in this case, the ijohnson observations were 

transformed into /cousins standard magnitudes since Leindolt (1992) used a 

Cousins I  filter for his standard star observations.
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After determining transformation coefficients using the above equation, 

the residuals were plotted against various quantities to check for correlations. 

Also, in the case of NGC 2141, a better transformation was obtained using 

higher order extinction emd colour terms and a4 XCstd)- It wéis found

that a correlation existed between the residuals and the time of night (de­

noted by T) for NGC 7142, so an additional term (ogT) was included in the 

above equation, and a new solution found. In addition, extinction coefficients 

for the NGC 7142 October 14 data were fixed since the range in airmass was 

not enough to facilitate a meaningful transformation. The residuals of the 

opticcd and near-infrared standard steir observations are presented in Fig­

ures 3.1, 3.2, 3.3 and 3.4 (infrared data only). Average standard errors per 

observation (which accounts for uncertainties in the standard and observed 

magnitudes, cind additioned observationed scatter caused by fluctuations in 

detector queintum efficiency, errors in flatfielding the data, emd variations in 

atmospheric treinspaxency during the night, for example) remged from 0.01 

to 0.04. In most ceises, the residuals are reasonable, but leirge ones reflect the 

observing conditions (variable cloudiness during some observing runs) emd 

choice of standeird steirs. More discussion on the latter is warranted. Most of 
Lemdolt’s standeird steirs eire situated near the celestial equator. While they 

are still accessible from northern observatories, their minimum airmasses 

recorded at Victoria’s latitude may not bracket the program observations. 

Landolt (1992) provides some standard stars with declinations around 15°, 

which give a better range in airmass, however it was found after the fact 

that several of these stars are unsatisfactory. Many of them (the PG stars) 

are very blue [{B — V) ~  —0.2], which requires the inclusion of higher order 

terms in the transformation equation. In addition, a few others (GD 71, 

and the RU stars, for example) appeéir to have anomalous magnitudes or
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colours. The problems with these standards stars have been recognised by 

Balam (private communication) as well.

Stetson’s (private communication) set of programs was used to perform 

the above reductions. Tables 3.9 and 3.10 give the optical and near-in&ared 

transformation coefficients for the clusters NGC 2141, NGC 6819, NGC 6791 

and NGC 7142. The coefficients were applied first to a selected set of bright 

stars which were common to all the brames. These stars then served as loccd 
secondary standards which defined the zeropoint for each freime prior to 

transform in g  all the stcirs on the frames. The resulting output fUe weis a list 

of all found stars on the frames, their magnitude (usually V) and colours, plus 

errors and various parameters giving goodness-of-fit which allows the user to 

apply selection criteria to exclude objects such as poorly-defined steirs and 

galaxies.

Specific details of the above reduction process may be found in Ap­

pendix B, which include problems encountered, hints on smooth operation 

of the programs, and sample fUes to show readers what they should expect 

upon running the progreims.
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Figure 3.1: Residuals of the optical {VI)  and near-mfirared { J HK)  stan­
dard star observations, plotted against standard magnitude, for NGC 2141. 
Optical Landolt (1992) standards are indicated by filled circles, while M3 
secondary standards (Stetson and Harris, 1988) are represented by open cir­
cles.
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Figure 3.2: Residuals of the opticzd {BVI)  aud neax-infrared [JHK)  stan­
dard star observations, plotted against standeird magnitude, for NGC 6819.
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Figure 3.3: Residuals of the opticcd (V /) and necir-infirared ( JHK)  stan­
dard stair observations, plotted against standard magnitude, for NGC 7142. 
Opticcil Landolt (1992) steindards are denoted by idled circles, while M92 
secondciry standards (Stetson and Harris, 1988) are represented by open cir­
cles. The top two and next two figures plot the October 14, and October 15 
optical data, respectively.
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Figure 3.4: Residuals of the near-in&ared standard star observations, plotted 
against standard magnitude, for NGC 6791.
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Table 3.9: Transformation coefficients for the optical standard star observa­
tions. The equation rriintt = Mstd +  «o + oiCstd +  ^2% was used in all cases, 
with the exception of NGC 2141, which has two additional terms: and
aiXCstdi and NGC 7142, which has the additional term azT for the October 
14 data.

Cluster Filter
NGC 2141 B

NGC 6819 B
00 =  3.65 ±  0.01
01 =  0.04 ±  0.01
02 =  0.27 ±  0.02 

NGC 7142 B
(Oct 14) ------------

NGC 7142 B  
(Oct 15) —

V I
Oo = 3.12 ±  0.02 Co = 3.24 ±  0.02
Oi = -0.18 ±  0.02 ai = -0.17 ±0.03
02 = 0.18 ±  0.03 02 = 0.15 ±  0.04
03 = 0.11 ±0.01 03 = 0.11 ±0.01
04 = 0.13 ±  0.04 04 = 0.16 ±  0.06
V I
Oo = 2.90 ±  0.01 Oq = 3.09 ±  0.04
Ol = -0.01 ±  0.01 Ol = -0.03 ±0.04
02 — 0.18 ±  0.03 02 = 0.16 ±  0.08
V I
Oo = 2.99 ±  0.01 O q = 3.17 ±0.03
Ol = 0.002 ±  0.002 Ol = -0.006 ±  0.015
02 = 0.18 (fixed) 02 = 0.15 (fixed)
Os = -0.005 ±  0.001 03 = -0.004 ±  0.002
V I
Oo = 2.99 ±  0.01 ao = 2.98 ±  0.03
Ol = -0.02 ±  0.01 Ol = -0.01 ±0.05
02 = 0.14 ±0.03 02 = 0.34 ±  0.15
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Table 3.10: Transformation coefficients for the near-in&ared standard star 
observations. The equation m,„,t =  M^td +  oo +  oiCatd +  was used in all 
C rises.

Cluster Filter
NGC 6819

NGC 7142

NGC 6791

NGC 2141

J H K
7.65 ±  0.01 Oo = 7.95 ±  0.01 <3q = 9.69 ±  0.01

-0.01 ±  0.03 Oi = -0.01 ±0.02 Oi = 0.04 ±  0.03
0.13 ±0.02 02 = 0.08 ±  0.03 02 = 0.17 ±  0.03

J H K
7.62 ±  0.02 Oo = 7.95 ±0.01 do = 9.70 ±  0.02
0.03 ±0.07 Oi = ■0.17 ±0.18 Oi = 0.09 ±  0.20
0.18 ±0.11 Û2 = 0.12 ±  0.05 02 = 0.20 ±  0.08

J H K
7.62 ±  0.01 Oo = 7.89 ±  0.01 Oo = 9.72 ±  0.02

-0.03 ±  0.02 Oi = 0.02 ±0.12 Oi = 0.06 ±  0.20
0.21 ±  0.03 02 = 0.13 ±0.05 02 = 0.13 ±0.09

J H K
7.65 ±  0.04 Oo = 7.97 ±  0.03 Oq = 9.69 ±  0.02

-0.30 ±  0.83 O i = 0.09 ±  0.54 Oi = 0.18 ±  0.40
0.08 ±  0.19 02 = 0.10 ±0.14 02 = 0.14 ±0.11
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R esults

As was discussed in Chapter 1, the study of star clusters provides impor­

tant details on stellar evolution. CMDs present the observational data in a 

form suitable for the derivation of a variety of cluster peirameters as well as 

comparison to theoretical models. This chapter contains the results of the 

photometry which was described in Chapter 3. Section 4.1 presents the var­

ious CMDs constructed for each cluster, and discusses field star contamina­

tion, and corrections for this effect. Differential and meein cluster reddening 

values, metaUicity determinations found in the literature, and distance mod­

ulus calculations are given in Section 4.2. The reader should note that cdl 

the photometry files will be available on CD-ROM at the Canadian Astron­

omy Data Centre, Dominion Astrophysical Observatory, in machine-readable 

format. Access to the data will be possible via any World Wide Web browser.

4.1  C olour-M agnitude D iagram s

Initiedly, both optical and near-infreired CMDs were constructed from the 

data. However, preliminary inspection of the infrared CMDs indicated that 

there were problems with the I f  observations which gave unexpected re­

sults when the f f  magnitudes were used in the colours. This is discussed

52
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in Appendix A. Also, it wcis decided that the V  — K  colour would be the 

most useful. Thus, the J  and H  observations were not used except for the 

construction of two-colour diagrams, a discussion of which is presented in 

Appendix A as well.

{V, V  — /) , (V, V  — K) and (AT, V  — K)  CMDs are presented for all four 

clusters. In addition, a (V, B  — V) and an { I , V  — I) CMD are given for NGC 

6819 and NGC 6791, respectively [note that the data for NGC 6791 have been 

published by Gamavich et al. (1994)]. All the clusters have been studied 

previously (see the references in Chapter 1), and all but NGC 2141 have 

had CMDs constructed from CCD observations available in the literature. 
However, the observations presented here are the first {V,V — I) and near- 

infirared ones for these clusters. For clarity’s sake, the CMDs constructed 

from B V I  and V K  observations will be discussed in separate sections.

4.1.1 Optical CM Ds

The {V,V — I)  CMD of NGC 2141, shown in Figure 4.1 (Rosvick, 1995), 

contains 2950 stars in the combined centre, southwest and northwest fields. 

A well-populated main sequence and subgiant region, and red giant clump 

cire visible. There is a suggestion of a giant branch as well. Even though 

field star contamination is substantial, several of the stars located above 

and blueward of the main sequence turnoff may be blue stragglers, cluster 

members which are believed to be coalesced binary stms, or stars merged 

by collisions (Leonard, 1996). Typiceil photometric uncertainties range from 

0.01 mag for V ~  16 to 0.1 mag at V ~  20.

This CMD supersedes the photographic one (Burkhead et al., 1972) for 

several reasons. First, the use of a CCD detector resulted in more accurate 

magnitudes as well as an increase in the number of stars observed (a few
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thousand as opposed to a few hundred). Secondly, the magnitude limit of the 

new observations is about V  = 20.5, two magnitudes fainter than the previous 

study. Even though there is stiU a fair amount of scatter in the CMD, it 

may be explained by the presence of field star contamination, differential 

reddening across the face of the cluster, and a 60-Hz non-repeating noise 

source (believed to have been caused by faulty wiring) which appeared on 

some of the images as “short-dashed” rows of bad pixels and is believed to 

have affected the photometric accuracy.

Artificial stcir tests were performed to estimate the amount of scatter due 

to photon noise. Three cirtificial frames were created from one long exposure

V  and one long exposure I  frame, for a total of six frames. Each of these 

frames had 150 artificicil stars added to it. The data reduction procedure 

Wcis performed in the same meinner as for the real frames, and instrumental 

CMDs were constructed from the recovered artificial stéirs cind compared to 

the actucil data CMDs. It was found that at faint magnitudes (u ~  15) 

the artificial steir CMD produced a scatter of ~  0.2 mag, while the real star 

instrumental CMD showed a scatter of ~  0.27 mag. This indicates that the 

excess scatter must be due to the sources described above.
Figures 4.2 and 4.3 display the {V, B  — V) and (V, V — I) CMDs of 2179 

stars in the south and northeast fields of NGC 6819. A well-defined main 
sequence extends to at least V =  18.5. A giant branch, and red gicint clump at

V  ~  13.0, are visible as well. Most of the giants and clump stars were shown 

to have membership probabilities greater than 80% in Sanders’ (1972) proper 

motion survey. Several of the blue stragglers located above and blueward 

of the turnoff were found to be probable proper motion members eis well. 

Typical uncertainties range from 0.008 mag at V ~  15 to 0.04 mag at ~  18.

Figures 4.4 and 4.5 give the (V̂  V — I) and ( / , V —I) CMDs for NGC 6791 

produced by Garnavich et al. (1994). Both CMDs contain 7538 stars, ex­
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tend below 20th magnitude, and exhibit well-established subgiant and giant 

branches. The red giant clump appears at V ~  14.5. Typical uncertainties 

range from 0.008 mag at V ~  17 to 0.09 mag at V ~  21. The most in­

teresting feature of this CMD is the drooping of the extremely red section 

of the giant branch (larger symbols), which probably indicates the cluster 

is metal-rich and old (recall the earlier discussion of the meted-rich globular 

cluster NGC 6553). This effect is caused by line blanketing at shorter wave­

lengths, and lessens as the wavelength at which the observations are made 

increzises. These two CMDs and the (V, V  — K)  one in Figure 4.9 support 

this claim extremely well. The magnitude range covered by the extreme end 

of the gizint branch in the optical CMDs changes from 1 magnitudes in V  to 

3 magnitudes in I ,  while the K  magnitude in Figure 4.9 spans 5 magnitudes, 

illustrating quite effectively that the giant branch becomes more upright as 

the wavelength of the observations increases.

The optical CMD of NGC 7142 (Figure 4.6) exhibits a fair amount of 

scatter in the main sequence which may be due to heavy field star contami­

nation, differential reddening and somewhat poor quality data which reflect 

the partly cloudy observing conditions (attempts to correct for differential 

reddening and field-star contamination will be discussed in a subsequent sec­

tion). Typiczd uncertainties range from 0.01 mag at ~  16 to 0.15 mag at 

~  20. Artificial stéir tests for this ceise showed that at u ~  16, the scatter 

in the main sequence was 0.1 and 0.2 mag, for the artificial and real CMDs, 

respectively. A rather scattered giant branch is evident, as are severed steirs 

in the region where blue stragglers would be expected to appear. Another 

interesting feature is the apparent lack of a red giant clump.
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Figure 4.1: {V,V — I)  CMD of NGC 2141 containing 2950 stars. Sources for 
the scatter are discussed in the text.
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Figure 4.2: {V,B — V) CMD of NGC 6819, containing 2179 stars.
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Figure 4.3: (V, V — /)  CMD of NGC 6819, containing 2179 stars.
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Figure 4.4: (V, V  — I) CMD of NGC 6791, containing 7538 stars (Gamavich 
et al., 1994). This CMD uses larger symbols to emphasize the extreme red 
end of the giant branch.
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Figure 4.5: ( /, V "-/) CMD of NGC 6791 (Garnavich et al., 1994). This CMD 
uses larger symbols to empheisize the extreme red end of the giant brcinch.
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Figure 4.6: (V, V —/)  CMD of NGC 7142, containing 2549 stars, not corrected 
for dilferentizil reddening. Sources of scatter are described in the text.
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4.1.2 Near-infrared CM Ds

The necir-infirared observations were restricted by the sensitivity limit  of the 

IR detector. Hence only the giant branches, red giant clumps and turnoff 

regions were accessible. Also, since an image obtained with the IR detector 

covered a smaller area of sky (2.8 arcmin on a side compared with a 9 arcmin 

CCD field), the observing efforts were concentrated on the cluster giants.

Tables 4.1, 4.2, 4.3 and 4.4 contain the V K  photometry, while Fig­

ures 4.7, 4.8, 4.9 and 4.10 display the (V, V  — K)  and (FT, V  — K)  CMDs for 

the four clusters (hereafter, these CMDs will be referred to as near-in&ared, 

or IR, CMDs). These diagrams clearly show that at longer wavelengths the 

giant branch becomes more upright, and the effect is more pronounced for 

metal-rich clusters. These CMDs can be compared to the optical ones pre­

sented earlier to help define the locus of the gicint branch as well as identify 

possible asymptotic giant branch (AGB) stars or nonmembers.

The IR CMD of NGC 2141 is composed of all the steirs found on the K'  

frames, and agrees with the optical one shown in the previous section. Stars 

which were determined to be cluster members by Friel and James (1993) on 

the basis of radial velocity measurements are indicated by open circles on the 

(FT, V  — K)  CMD. The four stars at (V% V  — K  13.7,3.0), and the one at 

(V, V — Ff ~  12.2,2.8) reside above and bluewaird of the clump in the optical 

CMD, and probably are field stars, since they lie to the left of the other stars 

defining the giant branch. The star at (V, V — FT ~  14.3,1.75) may be a blue 

straggler. The clump is situated at V ~  15.0 (FT ~  11.4).

The stars defining the giemt branch of NGC 6819 form a very tight se­

quence (admittedly due in part to a compressed scale for the abscissa), and 

the clump is represented well by severed stars. All these stars have member­

ship probabilities greater than 80%, based on proper motions determined by
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Table 4.1: NGC 2141 - optical and infrzured photometry of the giants.

Optical ID m iD V S K 5 [ V - K ) 8
7 145-1 13.052 0.022 8.333 0.026 4.72 0.03
19 145-50001 14.052 0.007 10.199 0.060 3.85 0.06
22 145-2 14.132 0.007 10.293 0.023 3.84 0.02
14 145-3 13.648 0.007 10.802 0.025 2.85 0.02
81 145-4 15.071 0.011 10.860 0.023 4.21 0.03
71 145-5 14.981 0.006 11.270 0.023 3.71 0.02
43 145-6 14.694 0.007 11.396 0.032 3.30 0.03
31 145-7 14.499 0.006 11.223 0.026 3.28 0.03
67 145-9 14.961 0.005 11.301 0.015 3.66 0.02
59 145-10 14.909 0.005 11.415 0.024 3.49 0.02
104 145-13 15.449 0.010 11.793 0.057 3.66 0.06
24 145-14 14.266 0.006 12.263 0.070 2.00 0.07
152 177-1 15.014 0.025 8.294 0.033 6.72 0.04
50009 177-50001 12.231 0.010 8.979 0.059 3.25 0.06
11 177-2 13.250 0.006 8.775 0.040 4.48 0.04
15 177-3 13.663 0.005 9.542 0.057 4.12 0.06
35 177-5 14.528 0.013 10.876 0.057 3.65 0.06
58 177-9 14.901 0.006 11.368 0.058 3.53 0.06
79 177-11 15.088 0.005 11.605 0.023 3.48 0.02
51 177-10 14.846 0.010 11.647 0.058 3.20 0.06
50025 199-50001 13.886 0.011 10.562 0.185 3.32 0.19
50020 199-50002 13.624 0.013 10.496 0.185 3.13 0.19
50023 199-50003 13.789 0.010 10.885 0.186 2.90 0.19
50060 199-50004 14.799 0.011 11.445 0.190 3.35 0.2
12 225-3 13.303 0.007 8.850 0.024 4.45 0.03
26 225-4 14.185 0.017 10.367 0.024 3.82 0.03
40 225-5 14.614 0.020 10.601 0.024 4.01 0.03
3 225-10 12.821 0.007 11.571 0.028 1.25 0.03
72 225-12 15.005 0.005 11.580 0.057 3.42 0.06
64 225-14 14.941 0.006 11.357 0.058 3.58 0.06
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Table 4.2: NGC 7142 - optical and infrared photometry of the giéints. The V 
magnitude for G160-33 is from Crinklaw and Tcdbert (1991) since that star 
was saturated in the photometry presented in this work. The error for star 
G160-33 is an upper limit.

Optical ID m m V S K 8 [ V - K ) 8
50007 h3-106 12.635 0.029 9.260 0.031 3.38 0.04
3 h3-l 13.637 0.018 10.248 0.023 3.39 0.03
9 h3-2 13.730 0.007 10.659 0.023 3.07 0.02
13 h3-3 13.379 0.019 11.656 0.025 1.72 0.03
50015 h5-l 13.031 0.009 9.223 0.029 3.81 0.03
1 h5-2 13.383 0.006 9.858 0.028 3.53 0.03
17 h5-3 14.142 0.007 10.891 0.029 3.25 0.03
30 h5-4 14.645 0.006 11.255 0.029 3.39 0.03
24 h5-5 13.482 0.165 11.924 0.030 1.56 0.17
50010 G93-58 12.706 0.017 8.539 0.039 4.17 0.04
7 G93-1 13.635 0.018 10.543 0.024 3.09 0.03
16 G93-3 13.388 0.021 12.002 0.029 1.39 0.04
34 G93-2 14.979 0.027 11.731 0.030 3.25 0.04
35 G93-4 14.826 0.008 12.109 0.030 2.72 0.03
55 G93-5 15.061 0.019 12.709 0.030 2.35 0.04
97 G93-6 16.524 0.035 12.749 0.031 3.78 0.05
----- G160-33 11.140 < 0.1 7.585 0.023 3.56 0.1
4 G160-1 13.447 0.026 9.901 0.018 3.55 0.03
12 G160-3 14.047 0.019 10.954 0.012 3.09 0.02
13 G160-4 13.379 0.019 11.722 0.015 1.66 0.02
428 G160-5 16.140 0.055 12.312 0.058 3.83 0.08
21 G342-2 14.314 0.008 10.962 0.041 3.35 0.04
23 G342-3 13.577 0.010 11.989 0.085 1.59 0.09
58 G342-4 15.160 0.006 12.519 0.053 2.64 0.05
50004 G421-16 12.009 0.023 7.614 0.023 4.40 0.03
2 G421-1 13.374 0.010 10.153 0.021 3.22 0.02
32 G421-2 15.377 0.009 10.791 0.026 4.59 0.03
20 G421-3 13.536 0.006 11.783 0.025 1.75 0.03
22 G421-5 13.523 0.008 11.697 0.023 1.83 0.02
255 G421-4 16.668 0.028 12.034 0.019 4.63 0.03
11 G51-1 13.910 0.008 11.052 0.008 2.86 0.01
14 G51-2 14.012 0.009 11.125 0.009 2.89 0.01
31 G51-3 14.853 0.020 12.033 0.019 2.82 0.03
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Table 4.3: NGC 6791 - optical and in&ared photometry of the giants. ID 
numbers and V magnitudes are from Gamavich et al. (1994). According 
to those authors, gin error estimate is missing for star R1 since only one V  
and one I  frame were photometered eind therefore an rms error could not be 
calculated.

ID V S K 5 ( V - K ) 5
R1 13.88 6.60 0.05 1.28 0.05
R2 13.72 0.08 9.32 0.19 1.40 0.21
R3 14.06 0.03 9.78 0.06 1.28 0.07
R4 14.00 0.13 7.82 0.06 1.18 0.14
R5 14.68 0.09 6.84 0.06 1.84 0.11
R7 13.83 0.07 7.69 0.05 1.14 0.09
R8 13.80 0.03 10.26 0.15 1.54 0.15
R9 14.13 0.05 10.19 0.16 1.94 0.17
RIO 14.52 0.08 11.03 0.21 1.49 0.22
R ll 14.59 0.03 11.60 0.52 1.99 0.52
R12 13.84 0.02 9.50 0.05 1.34 0.05
R14 13.61 0.07 8.84 0.07 1.77 0.10
R16 13.73 0.02 9.79 0.07 1.94 0.07
R17 14.55 0.06 11.07 0.30 1.48 0.31
R19 14.17 0.13 10.14 0.12 1.03 0.18
R22 14.50 0.03 11.34 0.38 1.16 0.38
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Table 4.4: NGC 6819 - optical and infrared photometry of the gicints.

Opticcd ID IR ID V S K S { V - K ) S
50004 £1655-1 11.656 0.013 8.444 0.010 3.21 0.02
50003 £1655-2 11.643 0.009 8.957 0.013 2.69 0.08
10 £1655-3 13.133 0.007 10.115 0.013 3.02 0.01
2 £1655-4 12.869 0.006 10.181 0.012 2.69 0.09
30 £1655-5 13.284 0.007 10.428 0.015 2.86 0.05
14 £1655-6 12.956 0.006 10.431 0.011 2.53 0.02
29 £1655-7 13.245 0.006 10.367 0.049 2.88 0.08
44 £1655-8 13.897 0.007 11.187 0.170 2.71 0.01
32 £1655-9 12.645 0.005 12.051 0.363 0.59 0.05
50008 £1655-95 11.837 0.207 7.764 0.016 4.07 0.08
50012 £1657-176 11.966 0.013 8.062 0.013 3.90 0.00
50013 £1657-50001 11.426 0.013 5.501 0.072 5.93 0.03
3 £1657-50002 12.833 0.006 10.112 0.064 2.72 0.02
49 £1657-50004 14.101 0.006 11.477 0.087 2.62 0.02
54 £1687-2 14.234 0.008 11.326 0.029 2.91 0.00
21 £1687-94 13.122 0.007 10.212 0.013 2.91 0.01
50002 £1687-50001 11.570 0.013 6.779 0.055 4.79 0.09
20 £1687-50008 13.120 0.007 10.180 0.039 2.94 0.04
50006 £1707-148 11.854 0.013 8.130 0.017 3.72 0.02
18 £1707-50009 13.069 0.005 10.185 0.041 2.88 0.08
25 £1707-50010 13.126 0.006 10.310 0.039 2.82 0.01
34 £1707-50012 13.644 0.007 10.794 0.051 2.85 0.05
8 £1746-4 13.065 0.008 10.130 0.012 2.94 0.04
17 £1746-5 13.107 0.008 10.170 0.018 2.94 0.04
2450 £1772-2 12.244 0.007 8.912 0.009 3.33 0.03
1 £1772-4 12.831 0.005 9.692 0.013 3.14 0.04
50021 £1772-5 12.763 0.005 9.638 0.013 4.13 0.02
9 £1772-6 13.013 0.006 10.097 0.015 2.92 0.01
16 £1772-7 13.169 0.008 10.055 0.013 3.11 0.01
11 £1772-11 13.017 0.006 10.177 0.015 2.84 0.04
22 £1772-50001 13.213 0.008 10.107 0.015 3.11 0.02
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Sanders (1972). The two stars at (V, V — ÜT ~  11.6,2.7; 11.7,3.2) probably 

are nonmembers, even though the bluer one was shown to have a proper 

motion membership probability of 92%.

At first glance, the (V, V —K)  CMD of NGC 6791 appears to be extremely 

scattered. However, comparison with the optical one shows that only a 1 

magnitude range is apparent for the red end of the giant branch, and the 

scéde of the IR CMD is reflecting this range (the stms redder them {V — K)  ~

5.5 are the ones defining the extreme end of the giant branch). The giant 

branch is much straighter in the (ÜT, V  — K)  CMD. A few stars mark the 

position of the clump at V ~  14.5. All the giants shown in the IR CMDs are 

members, according to radial velocity measurements obtained by Gamavich 

et al. (1994).

The ER CMD of NGC 7142 is somewhat scattered, but this probably is due 

to the presence of nonmembers since the radial velocity members ascertained 

by Friel éind James (1993) (indicated by open circles) forms a tight locus. It is 

assumed that the small group of stars at Üf ~  11.0 mark the location of the 

red giant clump since various optical CMDs (this work, van den Bergh and 

Heeringa (1970) and Crinklaw and Tadbert (1991), for exaimple) show a loose 

clustering of stairs about this magnitude, while the stairs at (V — K)  ~  1.5 

reside in the region where blue stragglers would be expected.

4.1.3 Field Star Contam ination

The presence of foreground and background stairs in a CCD image of a star 

cluster leads to confusion in the cluster CMD, since the main sequence may 

appeair anomadously wide, while the number of stars in other features such as 

giamt branches amd clumps may become airtificiadly enhanced. Thus, removal 

of field stars results in a more readistic portrayal of the cluster CMD. In
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Figure 4.7: {V, V  — K)  and {K, V  — K)  CMDs of the giant branch of NGC 
2141. Radial velocity measurements by Friel and Jzmes (1993) determined 
the membership of a few stars, as indicated by open circles.
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Figure 4.8: (F, V  — K)  and (FT, V — K)  CMDs of the giant branch of NGC 
6819. All stars are members, based on a proper motion survey by Sanders 
(1972).
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Figure 4.9: (V, V — K)  and [K, V  — K)  CMDs of the giant branch of NGC 
6791. All stars are members, as determined from radial velocities obtained 
by Gamavich et al. (1994).
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Figure 4.10: {V, V  — K)  cind {K, V  — K)  CMDs of the giant bremch of NGC 
7142. Open circles denote radial velocity cluster members, as determined by 
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practice, this is a difficult task. Two methods were utilised, as described 

below.
In the first method, field stars were generated firom a model which used 

the bulge, disc and halo luminosity functions of Bahcall gind Soneira (1980), 

weighted for each cluster’s location in the galaxy according to those authors’ 

prescription: given the galactic coordinates and reddening of the cluster, 

cind the surface cirea covered by the observations, a luminosity function was 

computed, firom which a model CMD was constructed [additions to the model 

which incorporated giants (Bahcall and Soneira, 1981; Bahcall and Soneira, 

1983) and the means to generate transformations between colours (BeihcaU 

and Soneira, 1982) were used as well]. Note that this model was not altered to 

take into account photometric errors. The model CMD was compared to that 

of the cluster, and cluster and model field stars which were nearly equal in 

magnitude cind colour (within some tolerance of the order of the photometric 

errors) were removed in pairs, resulting in a final field stcir-subtracted data 

set.
In the second method, field stars firom firames taken in the vicinity of 

each cluster were used to construct field CMDs, which were compared to the 

cluster CMD (even though it was assumed that these fields were far enough 

firom the cluster to contain few cluster members, but stiU close enough to it to 

have the same field star density, there may still be cluster members present in 

the field firames). The field stars were removed as described above, and care 

was tciken to ensure that the field and cluster areal coverage was the same. 

While the subtraction procedure used in both methods is rather simplistic, 

and possible cluster members may be removed while nonmembers remeiin, it 

serves to indicate roughly the amount of field stéir contamination.

It is important to check for completeness levels in the data for both the 

field and cluster frames, since varying observing conditions, different nights
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of observations, different exposure times and so on can affect the magni­

tude limit of the field and cluster frames. Completeness levels usually are 

investigated by performing artificial star experiments. Artificial frames are 

generated by adding stcirs to real data frames. In most cases, several frames 

containing a few stars each (about 10% of the total number of real stars on 

the frame) are created. Photometry is performed as usual, and the num­

ber of artificial stcirs recovered is compared to the number originally added. 

A completeness fraction may be calculated by dividing the number of recov­

ered stars by the number of input stars in some magnitude bin. Completeness 

fractions were calculated for the field and cluster frames for NGC 2141 and 
NGC 7142, and the conclusions from these are described below.

N G C  2141

Since the observing nights were clear enough to allow observations of re­

gions of blank sky in the vicinity of the cluster, both correction methods 

could be applied. First, the blank frcimes were reduced in a manner iden­

tical to that for the program frames, and a field star CMD was produced 

(Figure 4.11, ~  600 stars). This CMD was compared to the cluster CMD as 

described above. The entire cluster eind bleink sky fields, as well the central 

cluster fréime zmd one bleink sky frame, were used in the field star subtrac­

tion, and results compared. It was found that the latter set of data produced 

the best results, presumably because the spatiad coverage was identical and 

the majority of stars on the cluster frame were cluster members. Figure 4.12 

shows the final CMD, corrected for field steir contamination. Note that this 

involved a straight star-by-star subtraction {i.e. no completeness corrections 

were performed) since the data were taken on the same night, the integration 

times were the same for the cluster and field frcimes, the magnitude limits
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were roughly the same in both the cluster and field CMDs, cind artificial star 

tests showed the completeness fractions to be similar.

The galaxy model was applied next, but the results were unsuitable since 

the number of field stars was overestimated (1260 stars as compared with 

600). This is not surprising, however, since the model heis been compared to 

data only for galactic latitudes greater than 20°, and has been tested only 

to 10°. Figure 4.13 displays the model CMD, while Figure 4.14 shows the 

model field stcir subtraction. This may be compared to the previous one. 

The subtraction using actual data is preferred, since it appears to represent 

most accurately the number and location of field stars.

N G C  6819

Only the galaxy model was used to derive a field star CMD for this cluster 

(Figure 4.15), since there wasn’t time to obtain blank sky fields near the clus­

ter. The efforts of Sanders (1972) made it possible to compare the number 

of proper motion nonmembers above the CMD turnoff with the number of 

field stars generated from the model for the same area covered by the proper 

motion survey. 50 proper motion nonmembers compared with 60 model stars 

indicate the model provides a reasonable estimate of the number of giants 

brighter thcin V  ~  14.5. However there is no guarantee that an extrapola­

tion to the main sequence will be valid. The results of the subtraction are 

presented in Figure 4.16.

N G C  7142

A CMD produced from the one blank field obtained near this cluster is 

shown in Figure 4.17. Only one frame (the centre one) of the cluster was 

used in the field star subtraction, cind the result of the subtraction is given



CHAPTER 4. RESULTS 75

10.0

12.0

14.0

16.0

18.0

20.0

22.0

2.0 2.51.50.5 1.00.0
(V-I)

Figure 4.11: CMD of one frame near NGC 2141 containing field stars.
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Figure 4.12: CMD of NGC 2141 with field stars subtracted as described in 
the text.
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Figure 4.13: CMD of model field stars, for the region around NGC 2141.
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Figure 4.14: CMD showing results of the subtraction of the model field stars
from the CMD of NGC 2141.
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Figure 4.15: CMD of the model field stars in the vicinity of NGC 6819.
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Figure 4.16: CMD showing results of the subtraction of the model field stars
from the CMD of NGC 6819.
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in Figure 4.18. Even though not many steirs remain, the turnoff and giant 

branch are preserved. Completeness fractions were calculated for one cluster 

frame and the field frame, and were similar for the same magnitude bins, 

indicating that both regions exhibit the same level of “incompleteness” at 

the same magnitude. Hence completeness corrections were not done for this 

cluster.
The model field star CMD for an area of 73 square arcmin (one frame) is 

shown in Figure 4.19. The result of the subtraction of these stcirs is given in 

Figure 4.20. Both the field frame and the model produced about 700 stars, 

but in this case, the model star subtraction yielded results which looked more 

as expected.

N G C  6791

Since the turnoff, subgiant and giant regions are so well-defined in this 

cluster despite the number of field stars, no attempt was made to correct for 

field steir contamination.
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Figure 4.17: CMD of the field frame located near NGC 7142.
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Figure 4.18: CMD showing results of the subtraction of the field stars from
the CMD of the centred frame of NGC 7142.
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Figure 4.19: CMD showing the model stars in the vicinity of NGC 7142, for 
an cirea equal to that covered by one frame (73 square arcmin).
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Figure 4.20: CMD showing results of the subtraction of the model field stars
from the CMD of one frame of NGC 7142.
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4.2  C luster P aram eters

4.2.1 M etallicity

Metal abundances, or metallicities, are expressed in terms of the stellar iron 

to hydrogen number abundance ratio compared to that of the sun, and are 

defined by

[Fe/H] =  log[n{Fe)/n{H)], -  log[n{Fe)/n{H)]e (4.1)

The fraction by mass of metals is given by

Z  = _______ m(iV > 2)________
tti{H) +  m{He)  +  m{ N  > 2) ’  ̂ ‘

where N  is the atomic number. For the sun, Z  =  0.0188 (Anders and 

Grevesse, 1989), and solcir metallicity is given by [Fe/H] =  0.0.

There are several methods which are used to determine metal abundances 
(see Kraft (1979) for a general review). Three common methods utilise spec­

trum synthesis methods or photometric/spectrophotometric indices. Each is 

described briefly below.
In the first method, various stellar and atomic parzimeters such sis temper­

atures, opacities and gravities are obtained by comparing line strengths and 

shapes in observed high-resolution spectra to those in theoretical ones (Co­

hen, 1978). Once the parameters are constrained, the number of absorbers of 

each element is determined, which gives individual elemental abundances in 

the star. This technique is applicable only for the brightest stars, for which 

high signal-to-noise ratio, high resolution spectra can be obtained,

Veirious photometric systems [e.^. Stromgren (1963), DDO (McClure and 

van den Bergh, 1968), UBV  (Johnson and Morgcin, 1953)] can be calibrated 

for dependences on metallicity at a given spectral type or colour. Note that
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these methods yield relative abundcinces, and must be tied to cm absolute 

scale of [Fe/H] established by some other means (usually high-dispersion 

spectroscopy of bright stars).

Finally, methods utilising spectrophotometric indices involve the use of 

medium to low resolution spectra (Searle and Zinn, 1978). Abundances are 

obtained by measuring the integrated flux in a fixed narrow wavelength range 

centred on some feature relative to the flux in a region of nearby continuum. 

Values are calibrated against high-resolution spectra. This method works 

with individual stars (Faber et al., 1985) or integrated light from galaxies or 

distant star clusters (Burstein et al., 1984).

The metcillicity estimates for the four clusters studied here were obtained 

from Friel and Janes (1993), who used medium resolution CCD spectro­

scopic observations obtained at Kitt Peak Nationeil Observatories (KPNO) 

and Cerro Tololo International Observatory (CTIO), and determined metal­

licities by calibration of spectroscopic indices which measured mainly neutral 

iron and iron blends (Friel, 1987).

For each cluster, they averaged the individual determinations of metal- 

licity to yield a mean value. Stars judged to be nonmembers on the basis of 

disparate radial velocities and metallicities were excluded from the means. 

Table 4.5 lists the average metedlicities zdong with the number of stairs used 

in the determinations.

4.2.2 D istance M odulus

Independent estimates of the distance modulus may be made by comparing 

the cluster zero-age-main-sequence (hereafter ZAMS) with a semi-empirical 

ZAMS calibration or comparing the location in the CMD of the helium- 

burning clump stars of the cluster to that of a cluster of known distance
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Table 4.5: Adopted mean metallicities from Priel and Janes (1993) for the 
program clusters. Number of stars used in each determination is indicated 
by n.

Cluster [Fe/H\ n
NGC 2141 -0.39 ±0.11 6
NGC 7142 -0.00 ±  0.06 11
NGC 6819 0.05 ±  0.11 7
NGC 6791 0.19 ±0.19 9

modulus. VandenBerg and Poll (1989) defined the ZAMS for a solar abun­

dance cluster {i.e. one for Y  =  0.27, [Fe/H] =  0.0) to be

M v { B - V )  =  2.84-6.79{B-V)+31.77{B-VŸ-Z1.6{B-Vf+10.57{B-V) '^

0L3)

and determined the following corrections for changes in the helium and metal 

abundances:
SMv { Y )  = 2.6{Y -  0.27) (4.4)

and
SMv{[Fe/H]) = -[Fe/iï](1 .444 + Q.362[Fe/H]). (4.5)

So, for gmy cluster,

V  =  Mv{B - V )  + SMv{Y) + SMv{[Fe/H]) + { m -  M)v.  (4.6)

An analagous V , V  — I  relation weis derived from the main sequence of 

the Hyades [(m — M ) v  = 3.35 (Swenson et al., 1994), E[B — V) =  0.0, 

[Fe/H] =  0.127 (Boesgaard and Friel, 1990)]. V  and I  observations of the 

Hyades stars (Reid, 1993) eind the cluster parameters given above were used 

to construct a CMD (My versus (V — I)o). Some of the [B — V) colours 

associated with the brighter V  magnitudes were transformed to {V — I) via a
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statistical relation derived by Caldwell et al. (1993). The resulting CMD is 

shown in Figure 4.21. The ZAMS vras derived by fitting the main sequence 

with the following quadratic polynomial:

M v { V - I )  =  3 .08 -13 .09 (y -/)4 -44 .64 (y -T )^-39 .6 (y -f)^4 -11 .56 (y -f)\

(4.7)

Note that the position of the meiin sequence has been adjusted in absolute 

magnitude by SMy =  —0.19 (Equation 4.5) to account for the metal abun­

dance of the Hyades.

To determine the apparent distance moduli of the clusters in question, 

the average apparent magnitude of the clump stairs in the well-studied open 

cluster M67 [K/ump = 10.54 ±0.05] (Montgomery et al., 1993) was compared 

with that of each cluster. The distaince modulus of M67 [(m — M)v  =  9.50 ±  

0.10 for E{B — V ) =  0.04] was obtained by comparing (by eye) Montgomery 

et al.’s (1993) {V,B — V) CMD with VandenBerg and Poll’s (1989) semi- 

empirical ZAMS Ccilibration (Figure 4.22). Note that since clump absolute 

magnitude depends on the cluster metallicity, a value of Mvdump =  0.99 for 

M67 is required, as described below.

This method has two advantages over the main-sequence fitting technique. 

First, it is independent of reddening; and second, it is much less sensitive to 

metallicity uncertainties [sensitivity of the clump to changes in metallicity, 

at a fixed colour, is at least a factor of 3 less than that of the ZAMS, accord­

ing to VandenBerg and PoU (1989)]. In this comparison, the solar helium 

abundance was used, while an adjustment of 0.06 in Mv, obtained from 

Equation 4.4, wéis applied to account for the non-solar metallicity value of 

—0.04 for M67 (Hobbs and Thorbum, 1991).

The absolute magnitude of the clump changes with meteJlicity according
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Figure 4.21: CMD for the Hyades (Reid, 1993). The solid hue is the ZAMS 
csülbration obtained as described in the text. The CMD has been adjusted 
in absolute magnitude by SMv{[Fe/H]) =  —0.19 to account for the Hyades’ 
metal abundance. A reddening vWue and distance modulus of E { B —V) =  0.0 
and (m — M )y = 3.35, respectively, were adopted.
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to the relation
Mv  =  0.19[Fe/H] +  1.0 (4.8)

(Dorman, 1990; Dorman, 1993). Thus, the clump stars in solar metallicity 

clusters should reside at My  =  1.0, while those in clusters more metal- 

poor or metéd-rich than solar should possess absolute magnitudes brighter or 

fainter than 1.0, respectively (note that the above relation was derived from 

theoretical models). According to the above relation, the metallicity of M67 

results in a clump absolute magnitude of My  =  0.99.

A discussion of the uncertainty in derived ages from uncertainties in the 

cluster parameters, such as distance modulus, will be presented in Chapter 5. 

However, it is worth mentioning here that the uncertainties in the distance 

moduli given below, as determined from the uncertainties in the clump mag­

nitudes, lead to uncertainties in the cluster ages of about 10%.

N G C  2141

The average magnitude of the clump for this cluster is K/ump =  14.90 ±  

0.07. Using the clump magnitude for M67 given above, a magnitude differ­

ence of AVciump =  4.36 ±  0.09 was obtained. The distance modulus of M67 

given above yielded an initial estimate of (m — M ) y  = 13.86 ±  0.13 for NGC 

2141.
NGC 2141 and M67 differ in metallicity by about A[Fe/H] ~  0.35 dex. 

While the red giant clump is not very sensitive to differences in metallic­

ity, there is enough difference between these two clusters to alter the clump 

absolute magnitude by a non-negligible amount. Equation 4.8 was used to 

obtain Mydump = 0.92 for NGC 2141. The actual apparent distance modu­

lus was found by subtracting the difference between this value and the one 

derived for M67 from the initied estimate of the distance modulus. Thus,
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Figure 4.22: CMD for M67 (Montgomery et al., 1993). The solid line is 
the VandenBerg and PoU (1989) empirical ZAMS calibration, adjusted in 
absolute magnitude by 5Mv{[Fe/H]) =  0.06 to account for the metallicity of 
M67. The by-eye comparison yields a distance modulus for M67 of 9.50±0.10 
for a colour excess of E{B — V) = 0.04.
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(m -  M ) v  =  13.93 ±  0.13 for NGC 2141.

N G C  7142

As is apparent from its CMD (Figure 4.6), there is a paucity of clump 

stars, which makes the clump comparison method unreliable. Crinklaw cind 

Talbert (1991) obtmned a distance modulus for this cluster by fitting the 

cluster main sequence with MermiUiod’s (1981) ZAMS. However, since the 

scatter in the CMD main sequence is so great, little confidence can be placed 

on their value of (m — M) q =  11.4 ±  0.9 (note that the value they quote has 

been corrected for a colour excess of E{B — V ) =  0.41).

Three cluster members observed by Friel and Janes (1993) reside at 

V ~  14 in the cluster CMD. It was eissumed that these stars (along with 

others not observed by the above authors) meirk the location of the clump 

at y  =  14.0 ±  0.1. Comparison with M67’s mean clump magnitude yielded 

a magnitude difference of AK/ump =  3.46 ±  0.13. Taking into account the 

distance modulus of M67 resulted in {m — M)v  =  12.96 ±0.16 for NGC 7142.

N G C  6819

The average clump magnitude for this cluster is Vdump =  13.12 ±  0.07, 

yielding a magnitude difference between it and M67’s clump of ^Vdump = 

2.58 ±  0.09 and an apparent distance modulus of 12.08 ±  0.13. The dif­

ference in clump absolute magnitude between this cluster and M67 was 

used to correct the apparent distance modulus above to the final value of 

(m — M) v  = 12.10 ±  0.13.
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N G C  6791

Garnavich. et al. (1994) obtained a distance modulus of {m—M)v  = 13.65 

by matching the average clump magnitude with the clump in M67. This 

value assumes the clump stars in both clusters have the same mean intrinsic 

luminosity, as well as the same metcillicity. Given that the metal abundance 

of NGC 6791 is higher than that of M67 [recall [Fe/H] = 0.19±0.19 for NGC 

6791, compared to [Fe/H] =  —0.04 ±  0.12 for M67 (Hobbs and Thorbum, 

1991)], a value smedler by about 0.1 magnitudes was preferred.

A value of {m — M)v  = 13.56 is obtained if the apparent magnitude of the 

clump is assumed to be Vdump =  14.6 and the clump magnitude and distance 

modulus of M67 are as given above. Taking into account the change in clump 

absolute magnitude due to the metallicity of NGC 6791 yields a final value 

of [ra — M)v  =  13.52, in good agreement with that found by Garnavich et al. 

(1994), and Tripicco et al. (1995) who obtain (m — M)v  =  13.52 and 13.49 

from two independent data sets (Kaluzny eind Udalski, 1992; Montgomery 

et al., 1994b).

4.2.3 Differential Reddening

Open clusters in certain regions near the Galactic plane may be subject to 

differential reddening. This effect manifests itself in a broadening of the main 

sequence, especially if the cluster is leirge in angular extent. Two clusters in 

this study, NGC 7142 éind NGC 2141, show signs of differential reddening. 

In cm attempt to quantify this effect, CMDs of the clusters’ core regions were 

produced, then CMDs of various sections compared with them. Results for 

each cluster Eire discussed below.
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N G C  2141

Burkhead et al. (1972) determined a mean colour excess from several stars 

which had been observed photoelectricédly. All were assumed to be main- 

sequence stars unless their positions in the CMD and {U — B)  versus {B — V) 

diagram indicated otherwise. Two stars (believed to be cluster members on 

the basis of their locations in the CMD and two-clour diagreim) in one part 

of the cluster yielded a mean colour excess of E{B  — V) ~  0.38, while two 

other possible cluster members in another part yielded E{B  — V) ~  0.24, 

indicating possible differential reddening within the cluster.

An estimate of the amount of differentied reddening was made using the 

present data’s centre field. The centred 47 arcmin^ of the cluster was selected 

as the core, and quadrants of the centre field chosen as comparisons. Fig­

ure 4.23 plots mean (by-eye) fiducials of the core region (solid) as well as the 

four quadrants (long-dashed, dot-dashed and short-dashed for the upper-left, 

upper-right, lower-left and lower-right quadrants, respectively. Note that 

both the third and fourth quadrants are represented by the short-dzished 

line). A mean range of about 0.07 magnitudes in A(V — I) was evident, 

which is similar to the estimate of Burkhead et al. (1972). Differential 

reddenings and extinction corrections [A(V — J), AV] were determined as 

foUows: (+0.05,+0.12), (-0 .02,-0 .05), (+0.02,+0.05) and (+0.02,+0.05) 

for the upper-left, upper-right, lower-left and lower-right quadrants, respec­

tively.

N G C  7142

Several authors have found indications of variable reddening across the
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Figure 4.23: Fiducieils of NGC 2141’s core region (solid line) and upper-left 
(long-dashed), upper-right, (dot-dashed), lower-left and lower-right (short- 
dcished) quadrants.



CHAPTER 4. RESULTS 97

face of this cluster (vein den Bergh and Heeringa, 1970; Sharov, 1965; Jen- 

nens and Heifer, 1975). Crinklaw and Talbert’s (1991) photometry indicates 

a differential reddening of AE{B  — V) «  0.1, and they suggest that the 

width of the main sequence could be due in peirt to a binary star main se­

quence. To test for differential reddening, they exeimined the colours of four 

galaxies present and near each other on their frames. While the colours for 

the elliptical galaxy were typical, the bright spired seemed einomalously red, 

indicating some localized reddening difference. They edso divided their main 

sequence steirs into groups on the beisis of their colours, emd then examined 

the distribution of the steirs in the cluster fields. They did not see a cor­

relation between the colour and location in the cluster, which indicated no 

leirge-scale chemges in absorption across the face of the cluster.

Severed different approaches were teiken to investigate the effect using the 

present data. First, quadrants about 4 arcmin on a side were chosen, emd 

CMDs produced eis for NGC 2141. Three quadremts were sim ilar but the 

fourth showed a displacement of about 0.08 mag in (F  — I). Verticed strips 

2 eircmin wide showed a spread of 0.08 mag, while horizonted strips 3 eircmin 

wide showed a spread of 0.08 mag as well. However, when the veirious sections 

were shifted appropriate amounts, the combined CMD did not look much 

better than the original one with unshifted data. It appeeired that heavy 

field star contamination was creating the spread, so the size of the region 

being studied was reduced, and three segments, one core region 5 arcmin on 

a side, and two smaller regions displaced from the core by approximately 3 

arcmin were used. One region needed adjustment of 0.02 mags in colour, but 

since the resulting CMD showed little improvement over the unshifted one, 

it was not used in subsequent anedyses.
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4.2.4 M ean Cluster Reddening

Initially, mean reddenings were redetermined for all four clusters using (V—/)  

versus {J—H)  diagrams, BesseU and B rett’s (1988) intrinsic colours for giants 

(obtained from observations of standard stars), and Rieke and Lebofsky’s 

(1985) interstellar extinction law, in which E{J  — H)  =  Q.ZZE{B — V). 

Dean et cd.’s (1978) E{V  — /)  =  1.25E{B — V) relation was used as well. 

A conscious effort was made to select only member stars [mostly clump and 

upper giant branch stars observed by Friel and Janes (1993), Garnavich et éd.

(1994) and Sanders (1972)]. However, the reddenings all were too high when 

compared to other values published in the literature. Incorrect results were 

obtained even when other colour combinations were used. Since in all cases 
the reddening lines were nearly parallel to the intrinsic two-colour relations, 

the results were abeindoned and the main sequence fitting method was used 

to obtain a reddening value for each cluster.

The meiin sequence fitting method uses the distance moduli obtciined ear­

lier eind the ZAMS relations given above. Each cluster CMD was adjusted in 

apparent distance modulus, and then shifted horizonteJly to the blue until the 

cluster ZAMS coincided with the appropriate ZAMS relation. VandenBerg 

and Poll’s (1989) semi-empiriced ZAMS was used with the {V,B — V) CMD 

of NGC 6819, while the ZAMS derived from the Hyades main sequence was 

used with the {V, V  — I)  CMDs of the other three clusters. In each case, cor­

rections to Mv  for cluster metallicity according to Equation 4.5 were made. 

Table 4.6 contains the final reddenings as well as apparent distance moduli 

and corresponding true distances. Uncertainties in the reddening values were 

obtained by estimating (by eye) the amount of shift required to move the clus­

ter main sequence about the ZAMS until a match no longer occurred, and 

factoring in the uncertainty in the distance modulus. Figure 4.24 displays
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Table 4.6: Reddening determinations eis described in the text. Appeirent dis­
tance moduli obtained earlier, and corresponding true distances are included 
as well.

Cluster E{B  -  V) (m — M)v d (kpc)
NGC 2141 0.32 ±  0.04 13.93 ±  0.13 3.9 ±  0.3
NGC 7142 0.29 ±  0.04 12.96 ±  0.16 2.6 ±  0.2
NGC 6819 0.11 ±  0.03 12.10 ±  0.13 2.2 ±  0.2
NGC 6791 0.23 ±  0.03 13.52 ±  0.13 3.6 ±  0.2

the fits of the CMDs to the semi-empirical ZAMS relations.

The reddening values in Table 4.6 agree with those derived in previous 

studies. For example, Burkhead et al. (1972) found E{B — V ) =  0.30, which 

agrees with the value (0.32) determined in this study, while the reddening for 

NGC 7142 found here [E{B — V) =  0.29) lies in the range stated in Chapter 1 

(0.18 to 0.41). Canterna et al. (1986) obtained E(B  — V) = 0.15 for NGC 

6819, which is somewhat higher than that found here (0.11), yet still within 

the uncertainty. Finedly, Tripicco et al. (1995) obtained a reddening in the 

range 0.19 < E{B — V) < 0.24, in agreement with that found here (0.23), 

while Garnavich et al. (1994) derived a reddening of 0.19 for NGC 6791, 

somewhat lower than the value determined above.
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Figure 4.24: The CMD of each cluster has been fit to one of the semi-empirical 
ZAMS relations described in the text. The upper left and upper right plots 
correspond to NGC 2141 amd NGC 7142, respectively, while the lower left 
and right are of NGC 6819 and NGC 6791, respectively. The ZAMS is shown 
as a solid line. In order to match the cluster main sequences to the ZAMS, 
the CMDs have been shifted by the following amounts: J(F  — /)  =  0.40, 
0.37 and 0.29 for NGC 2141, NGC 7142 and NGC 6791, respectively, while 
S{B — V) = 0.11 for NGC 6819. These values correspond to the reddenings 
given in Table 4.6.



Chapter 5

D iscussion

This chapter presents a brief description of stelleir evolutioneiry theory, eind 

its relation to the present work. Various methods of age determination will be 

discussed and applied to the cluster data. The {V—K)  photometry presented 

in the previous chapter wiU be used to obteiin physical stellar parameters such 

as effective temperatures, bolometric corrections, absolute bolometric mag­

nitudes and luminosities. These parameters will be used to transform the 

cluster giant branch CMDs to the theoreticcd [MboiiTeff) plane. The result­

ing HR diagrams will be compared to a selection of the ones constructed by 

Houdashelt et al. (1992). Finally, a brief discussion of how these observations 

tie in to the history of our galaxy wiU be given.

5.1 Stellar E volutionary T heory

In order to obtain information about the relative evolutionary status of stars 

of different masses, the observed CMD is compared to sets of theoretical 

isochrones, which are constructed in the following manner. The equations 

of stellar structure, which describe the run of pressure, temperature, radius 

and luminosity in the star, cire solved with certciin boundary conditions: at 

m = 0, where m  is the mass, both the radius and luminosity equal zero.

1 0 1



CHAPTER 5. DISCUSSION 102

and the photospheric temperature and pressure must be consistent with the 

requirements imposed by a model steUeir atmosphere. The chemical compo­

sition, mass of the star and the mixing length pzirameter a  are required as 

initial conditions. The density, opacity, and energy generation rate, as func­

tions of the temperature, pressure and chemical composition, complete the 

ingredients required for the calculations. In the past, simple éinalytic formu­

lae for the opacity were used in the calculations, but high speed computers 

have zdlowed the computation of highly detailed opacity tables (Rogers and 

Iglesias (1992); Iglesias et al. (1992), for exéimple), which are interpolated 

for any temperature, density and chemical composition. The solution of the 

equations yields a series of evolutionary sequences (VandenBerg, 1985) for 

steirs of diSerent masses (Figure 5.1, upper plot). These sequences plot a 

star’s lu m in o s ity  and effective temperature as it ages.

Theoretical isochrones representing the medn sequence and later stages of 

evolution are obtained by connecting points on the evolutionary tracks at a 

specific time after the onset of core hydrogen burning (Figure 5.1, lower plot), 

and display the properties of the models for a range of meiss at one particulcir 

time. The isochrones are calibrated by constructing a standard solar model 

[a one solar-mass star evolved to the present age of the sun (4.6 Gyr, from 

Stix (1989)) and matching it in effective temperature and luminosity]. Note 

that for a given metal abundance the main sequence (region 1 on Figure 5.1) 

location does not change, regardless of age, while the turnoff (region 2) and 

subgiant branch (region 3) Eire very sensitive to age. The subgiant branch’s 

age sensitivity manifests itself in changes in slope smd brightness.

For ease of compeirison with observations, the isochrones may be trsins- 

formed to the observationeil plane using predicted effective temperature/colour 

scales and bolometric corrections. Provided the observationeil CMD reaches
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the main-sequence tumoff region, the isochrones may be used to obtain an 

age for the cluster. This will be discussed in greater detail in the next sec­

tion. The isochrones as described above do not fit observed data perfectly, 

due in part to observational uncertainties, but zdso to problems in the theo- 

reticcd models, some of which are described below. In old clusters the tumoff 

region, subgiant cind giant regions eire used in the comparison of theoretical 

isochrones, but the stars in these regions have convective envelopes, which 

stiU cause difficulties in model calculations due to the lack of suitable con­
vection theory (VandenBerg, 1985). Recall the mixing length theory (Bohm- 

Vitense, 1958) is used for the treatment of envelope convection, and is a 

crude approximation at best. As well, different methods are used to obtain 

the surface pressure boundary condition for the solution of the stellar struc­

ture equations, which lead to differences in the models. Recently, BeU (1992) 

has shown that model atmospheres are unable to reproduce the nezir-inffared 

colours of gicints, which may be due to uncertainties in the adopted opacities.

While IR data are not a panacea, reliable effective temperatures and 

bolometric corrections derived from the observations wiU provide accurate 

effective temperature/colour scales for use with the isochrones, important 

constraints on the construction of stellar models and checks on the consis­
tency of the different models and evolutionary sequences available.

5.2 M eth o d s  o f  D eterm in in g  C luster A ges

Previous age estimates for the clusters in this study ranged from 2-12 Gyr. 

Reccill NOG 2141 had no firm age estimate, but was suspected to be of 

intermediate age (i.e. 4 Gyr) based on CMD morphology, while estimates 

by severed authors of the age of NGC 6791 ranged from 7-12 Gyr. The age 

of NGC 6819 varied from 2 Gyr (Lindoff, 1972) to about 4 Gyr via the
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Figure 5.1: Evolutionary tracks for stars having masses (in units of solar 
mass) as indicated (upper plot), éind 2, 4, and 8 Gyr theoretical isochrones 
for solar metaUicity. Bracketed numbers refer to key locations as described 
in the text. Both figures are adapted from VandenBerg (1985).
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MAR method (described below) developed by Anthony-Twarog and Twarog 

(1985). Finally, NGC 7142's age was estimated at 4 Gyr via the MAR method 

(Crinklaw and Talbert, 1991). The ages of the clusters are redetermined 

below via two different methods.

5.2.1 Isochrones and Cluster Ages

In this method, theoretical isochrones, which have been transformed to the 

observational pleine (i.e. Mv,{V  — /)o, for the majority of this work), are 

compared to cluster CMDs. Various observational parameters are needed 

to establish an estimate of the age -  the distance modulus (m — M), colour 

excess E{B  — V), heavy element abundance Z  emd helium abundance Y , The 

distance modulus and colour excess adjust the cluster CMD to the My, (V — 

I)o plane of the isochrone, while Y  and Z  dictate which set of isochrones are 

appropriate. Note that this method does not really “fit” the isochrones to 

the observations; the isochrone which best matches the main sequence, giant 

branch and the slope of the subgiant branch yields the age of the cluster. 

Current evolutionary tracks make use of later stages of evolution also, and 

thus the locations of the red giant clump and asymptotic giant breinch are 

available for comparison as well (Castellani et al., 1992; Berteüi et al., 1994).

Each observational parameter introduces uncertainty in the fined age, with 

the uncertainties in the disteince modulus and colour excess as the major con­

tributors. It is difficult to meeisure the colour excess to better than ±0.02 
mag, emd systematic differences between methods used to determine meted- 

licity result in S[Fe/H] ~  0.25 dex (Kreift, 1979). Solar Y  values reinge from 

0.24 to 0.27 while stellar models have varied Y  from 0.2 to 0.3 (Vanden­

Berg, 1983; VandenBerg, 1985). A breakdown of the effect of varying each 

parameter on the age is given in Table 5.1.
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Table 5.1: Typical systematic ancertaiiities found in each parameter, and 
their contribution to the total uncertainty in the age. For example, an in­
crease of 0.3 mag in the distance modulus will decrease the age estimate by 
20%. Age uncertainties are from VandenBerg (1983), VandenBerg (1985) 
and Flannery and Johnson (1982).

Parameter 8 8 age (%)
(m — M)v +0.3 mag -20
E{B  -  V) +0.02 mag -10-15
[Fe/ff] +0.2 dex - 7
Y +0.03 dex -10

In addition, the presence of a binary star main sequence may introduce 

uncertainties in the derived age of the cluster. A binary pair consisting 

of two main sequence stars of equal mass wiU reside 0.75 mag above the 

single star main sequence in the CMD, and an entire sequence of such stars 

win run parallel to the single stcir sequence and continue up through the 

turnoff region populated by single stars. This effect may cause confusion in 

ascertaining the true location of the tumoff, éind may lead the investigator 

to choose an isochrone of younger age, especially if the scatter in the main 

sequence is enough to hide the distinction between the single and binary steir 

populations.

The applicability of different sets of isochrones was investigated in this 

study. The ones by Castellani et al. (1992) were inappropriate since they 

were derived for {B—V) only, and did not have ages or metal abundances suit­

able for the clusters being studied here. The VandenBerg (1985) isochrones 

produced poor results for the younger clusters since they were not pre­

cisely normalized to the sun and thus needed correction before they could 

be used, and did not have appropriate metaUicities for some of the clus­

ters. The isochrones which fit the cluster CMDs best eire by BerteUi et
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al. (1994). These isochrones cover a wide range of chemical compositions 

(0.008 < Z  < 0.05) and ages. Also, they have been developed for use in 

several passbcinds (UBVRIJHK) ,  and include the location of the red giant 

clump and other late stages of evolution. Finally, they make use of improved 

physics such as new radiative opacities and a treatment of convective over­

shooting. Isochrones derived by Dowler and VandenBerg (1996) were used 

as well, since some of them also allow for convective overshooting as well 

eis viscous dissipation (which limits the amount of overshooting). The over­

shooting isochrones fit equally eis well as the BerteUi et al. (1994) ones, for 

two of the clusters.

5.2.2 T he M A R  M ethod

The MAR (morphological-age-ratio) method was developed by Anthony- 

Twarog and Twarog (1985), emd meikes use of B V  CMD morphology (refer 

to Figure 5.2). The MAR parameter is defined as

-  A(B -  V )’

where A V  is the difference in magnitude between the red giant branch clump 

(point “a” on Figure 5.2) and the brightest point of the cluster turnoff (“b”), 

and A(B — V) is the difference in colour between the red giant branch at 

the magnitude of the clump (“c”) and the bluest pent of the tumoff (“d”). 

Anthony-Twarog and Twarog (1985) note that in some of the clusters used 

for calibration, a hook feature in the CMD and the presence of a smaU num­

ber of stars above the actual tumoff caused some ambiguity as to which 

magnitude should be used. In those cases, the hook and upper stars were ig­

nored. The ratio defined above is reddening free, and only weeikly dependent 

on metaUicity (affecting both differences in the same sense). It also meikes
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maximum use of the age effect since AV̂  increzises while A (S  — K) decreases 

with increasing age.

Once the MAR parameter is determined, the age t, in Gyr, is given by

t =  1.4MAR. (5.2)

Anthony-Twarog and Twarog (1985) used seven well-studied open clusters 

having reliable main-sequence photometry cind accurate giant branch data, 

and ages derived from main-sequence fitting to (arbitrarily chosen) theo­

retical isochrones (which did not allow for convective overshooting). The 

calibration constant given above was obtained by estimating (by eye) the 

slope of a straight line drawn through the data. They stress that the MAR 

parzimeter should be used to obtain relative ages only, since actueil ages wiH 

change if different isochrones are used in the calibration. Also, this method 

should be used only for clusters with ages within the range of the calibration 

clusters.

5.3 C luster A ges

5.3.1 A ges via the M A R  M ethod

The MAR pareimeter and age were determined for each cluster (except NGC 

6791, for reasons which will be explained later). Since only NGC 6819 was 

observed through the B  filter, observations found in the literature were used 

to calculate the MAR parameter and age for the other clusters.

Crinklaw and Talbert (1991) estimated the age of NGC 7142 as between

3.5 and 4.5 Gyr. The uncertcdnty arises from the fact that this cluster’s 

CMD lacks a distinct red giant clump. In an effort to ascertain the location 

of the clump, the (V, V — K) and {K, V  — K)  CMDs were examined. It was 

assumed the three member stars which reside at V ~  14 mark the location
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Figure 5.2: Schematic diagram of a cluster CMD, complete with blue hook 
near the turnoff emd a red giant clump. The features used in the determina­
tion of the MAR parameter Eire indicated by the letters.
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of the clump. Thus, from Crinklaw cind Talbert's (1991) CMD, the colour 

of the giant branch at the level of the clump is (B — V) ~  1.5. Adopting

15.5 and 0.9 mag for the tumoff magnitude emd bluest part of the tumoff, 

respectively, yields 2.5 for the MAR parameter and an age of 3.5 Gyr. If the 

appéirent magnitude of the clump is brighter (relative to the tumoff) by 0.5 

mag, and the tumoff magnitude emd colour are adjusted to 15.75 and 0.85 

mag, respectively, the age increases to 4.2 Gyr.

NGC 6819’s B V  CMD, presented in Chapter 4, was used to determine the 

age. With a clump magnitude and giant branch colour of 13.2 emd 1.28 mag, 

respectively, a tumoff magnitude of 14.8 and a tumoff colour of 0.6 mag, 

MAR =  2.35, yielding ein age of 3.3 Gyr. Again, if extremes in the values 

above are taken (clump magnitude of 13.0, tumoff magnitude emd colour of

14.5 and 0.55, respectively) the age decreases to 2.8 Gyr.

The only B V  CMD of NGC 2141 was constructed by Burkhead et al. 

(1972) from photographic and photoelectric photometry. In this CMD, the 

clump is weU-defined at V ~  14.8 and while the gizint branch is sparse, its 

colour at the level of the clump was cissumed to be {B—V) ~  1.5. A great deed 

of scatter was present at the location of the tumoff. Hence it was difficult to 

ascertain the correct tumoff magnitude and bluest part; estimates were made 

at 16.7, cind 0.70, respectively. These vedues resulted in a MAR parameter of

2.4 and an age of 3.3 Gyr. If the clump magnitude is fainter by 0.2 mag, and 

turnoff magnitude and colour changed to 16.5 and 0.6, respectively, an age 

of 2.5 Gyr is obtained. Clearly, the uncertainty of the location of the tumoff 

is the major source of uncertainty in the age in this case.

The MAR method was not attempted for NGC 6791, since the cluster 

is believed to be older than the oldest cluster (Melotte 66, with an age of

6.5 Gyr) used in the ccdibration, and the meted abundance of NGC 6791 is
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higher (+0.19, compared to an average of —0.2 for the calibration clusters).

As stated before, while this method shouldn’t be used to determine ab­

solute ages, since it is dependent on the isochrones used to derive the ages 

of the calibration clusters, it is useful in ranking the clusters according to 

age, and it wiU be interesting to see how the ages and ranking found here 

compare with those as determined from isochrone fitting.

5.3 .2  A ges from Isochrones

After examining the options available for compciring the CMDs to theory, 

the BerteUi et al. (1994) and Dowler and VandenBerg (1996) isochrones 

were used. Metal abundances, colour excesses and distance moduli adopted 

were those given in the previous chapter. In aU cases, the cluster CMD was 

shifted according to E{B — V)  and {m — M )vi and the isochrones plotted as 

is on the shifted CMDs.

N G C  6791

The paucity of greater-than-solar metaUicity isochrones made compari­

son of the cluster CMD with theory difficult. The usual procedure involves 

fitting solar metaUicity isochrones and then making aUoweinces for the metal 

abundance of the cluster. Of course, this produces large uncertainties in the 

derived age of the cluster. InitiaUy, BerteUi et al. (1994) isochrones having 

ages of 8 and 10 Gyr and metaUicities of Z  = 0.02 (solar) and Z  =  0.05 were 

compared with the CMD of NGC 6791. AU the fits were unsatisfactory, and 

greater-than-solar metaUicity isochrones by Dowler and VandenBerg (1996) 

[Z =  0.03) were not old enough to work with this cluster.

Tripicco et ad. (1995) have contributed to the solution of the above prob­
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lem by generating 8, 10 and 12 Gyr isochrones for [Fe/H] =  0.15. They 

compared their isochrones to two independent sets of observations (Kaluzny 

and Udalski, 1992; Montgomery et al., 1994b) and found an age of 10 Gyr 

from both sets, for distance moduli of (m — M )v  =  13.52 and 13.49, re­

spectively, and a colour excess of 0.19 < E{B  — V) < 0.24, provided the 

metal abundance is in the range 0.44 > [Fe/'H] > 0.27, somewhat higher 

than has been found in previous studies. One of their plots (Figure 5.3) 

has been included here for completeness. The data consist of 445 stars from 

Kaluzny emd Udalski’s (1992) sample whose probabilities for membership, 

based on proper motions (Cudworth, 1994), are greater them 50%. The 10 

Gyr isochrone matches the tumoff, subgiant branch and unevolved main se­

quence well, and the location of the zero-age horizontal branch forms a lower 

boundary to the clump stars. The distance modulus cind reddening required 

for the fit provide a good check on the consistency of the results, and support 

the results obtained in this study.

N G C  6819

The BerteUi (1994) isochrones for ages ranging from 2 to 4 Gyr and a 

metal abundance of Z = 0.02 were superposed on the CMD of NGC 6819. 

The best fit, shown in Figure 5.4, is for a 2.5 Gyr isochrone. Even though 

the isochrone appeeirs to be too red by 0.03 mag, the turnoff emd red giant 

clump are matched weU by this isochrone. Presumably this is due to the 

inclusion of overshooting in the models.

A 3 Gyr solar metaUicity isochrone was obtained from Dowler and Van­

denBerg (1996) and compared to the Mv,{B — V)q CMD of NGC 6819. This 

isochrone treats convective overshooting as weU, but whereas the BerteUi 

isochrones use a fixed value for the extension of the convective core (in terms
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Figure 5.3: 8, 10 cind 12 Gyr isochrones cind zero-age horizontal bremch for 
[Fe/H] = 0.15, superposed on the CMD of NGC 6791. From Tripicco et al.
(1995).
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Figure 5.4: A 2.5 Gyr isochrone {Z =  0.02, Y  = 0.28) from BerteUi et cJ. 
(1994) is plotted on the CMD of NGC 6819. The turnoff and red giant clump 
are fit weU by this isochrone.



CHAPTER 5. DISCUSSION 115

of the pressure scale height), the Dowler isochrone varies in the amount of 

overshooting. Note that the subgiant branch does not extend to sufficiently 

red colours and the lower main sequence is not fit well. The comparison is 

shown in Figure 5.5.

The tumoff region was enlarged and a solar metaUicity, 2.5 Gyr canoniccd 

isochrone [dashed line, from Dowler and VandenBerg (1996)] was plotted with 

the overshooting isochrone (solid line) used in the previous plot (Figure 5.6). 

Clearly the overshooting isochrone provides a superior fit throughout the 

turnoff region.

A plot of the comparison between the BerteUi et al. (1994) and Dowler 

and VandenBerg (1996) models is shown in Figure 5.7. The upper plot com­

pares the evolutionary tracks (luminosity in solar units versus the logmithm 

of the effective temperature in Kelvin). The tracks agree at the termination 

of the main sequence, and throughout most of the subgiant branch cifter the 

overshooting hook, but neither the tumoff between log Te// =  3.8 and 3.85 

nor the hook itself coincide. As weU, the base of the gizint brzinch occurs at 

different temperatures. These discrepancies are translated to the isochrones 

on the observational plane (lower plot of Figure 5.7). The difference in the 

main sequence locus presumably is due to uncertainties in the colour trans­

formation.

N G C  2141

The BerteUi et al. (1994) isochrone which best fits the data, based on a 

reddening and distance modulus of E { V —I) = 0.4 and {V—Mv)  =  13.93, has 

a chemical composition of Z = 0.008 and an age of 2.5 Gyr. Figure 5.8 dis­

plays the CMD and the isochrone. A compcirison with a canoniced isochrone
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Figure 5.5: A3 Gyr solar metaUicity isochrone from Dowler and VandenBerg 
(1996) is superposed on the CMD of NGC 6819. This fit is comparable to 
that obtained with the BerteUi et cd. (1994) isochrones through the main 
sequence and subgiant phases.
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Figure 5.6: Solar metaUicity overshooting (solid line) and canonical (dashed 
line) isochrones having ages of 3 and 2.5 Gyr, respectively, from Dowler and 
VandenBerg (1996) cire superposed on the CMD of NGC 6819. Note the 
superior match between the overshooting isochrone and the CMD.
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Figure 5.7: A comparison of the evolutionary tracks (upper plot) and corre­
sponding isochrones (lower plot) from Dowler and VandenBerg (1996, solid 
line) and BerteUi et al. (1994, dcished line).
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is not included since one with the correct metaUicity could not be found, and 

comparisons with ones close to the metaUicity of NGC 2141 were unsuitable.

N G C  7142

Since this cluster is subject to heavy field star contamination and possibly 

differential reddening, only the central 3x3 arcmin, corrected for field star 

contamination via the BahcaU and Soneira (1980) models, was used in the 

comparison with the isochrones. A colour excess of E {V  — I) = 0.37 and 

a distance modulus modulus of [m — M)v  =  12.96 were used. A solar 

metaUicity BerteUi et al. (1994) isochrone at 2.5 Gyr provided a very good 

fit to ciU the key regions in the CMD (Figure 5.9).

The CMD also was compared to a 2.6 Gyr solar metaUicity isochrone by 

Dowler and VandenBerg (1996), and is shown in Figure 5.10. Note that the 

isochrone appeeirs to be 0.01 -  0.02 magnitudes too red. Most likely this is 

due to the colour transformation (those authors used the BesseU emd Brett 

(1988) colours eis initial estimates).

NGC 7142’s tmrnoff portion of the CMD was enlarged, and solar metal- 

Ucity overshooting and canoniceil isochrones (ages of 2.6 and 2.5 Gyr, respec­

tively) compared with it (Figure 5.11). As was the case with NGC 6819, the 

overshooting isochrone provides a superior fit through the turnoff.

5.3.3 Comparison of the Two M ethods

The BerteUi et ed. (1994) isochrones appear to be too red by 0.03 magni­

tudes. Presumably this is due to uncertainties in the colour transformations. 

The Dowler and VandenBerg (1996) overshooting isochrones also appear to 

be too red by 0.01 to 0.02 magnitudes. However, these isochrones are stiU
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Figure 5.8: An isochrone having an age of 2.5 Gyr and meted abundance of 
Z  =  0.008 from BerteUi et al. (1994) is plotted on the CMD of NGC 2141.
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Figure 5.9: A 2.5 Gyr solar metaUicity isochrone from BerteUi et al. (1994) 
is plotted with the field star-subtracted CMD of NGC 7142. The tumoff is 
fit weU in this plot.
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Figure 5.10: A soléir meteJlicity isochrone from Dowler and VandenBerg
(1996) having an age of 2.6 Gyr is superposed on the CMD of NGC 7142.
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Figure 5.11: Solar metaUicity overshooting (solid line) and canonical (dashed 
line) isochrones [2.6 and 2.5 Gyr, respectively, both from Dowler and Van­
denBerg (1996)] are superposed on the CMD of NGC 7142. As W c is  the case 
for NGC 6819, the overshooting isochrone provides a superior match to the 
CMD.
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preliminary, and the colour transformations which were used will be revised 

in the future (Dowler and VandenBerg, private communication). The BerteUi 

et al. (1994) isochrones also do not match the location of the clump exactly. 

They use Sandage's (1993) My — [Fe/H] relation (My = 0.30[Fe/iî] +  0.94, 

from observations of RR Lyrae stars) for the clump, which differs from the 

one used in this work in both the slope and zeropoint. However, since the 

uncertainty in the zeropoint is as much as 0.1 magnitudes, there is general 

agreement between the two relations.

It is apparent from the comparison of the fits provided by the two sets 

of isochrones that convective overshooting is an important factor to con­

sider in determining ages of intermediate-age open clusters. As there is stUl 

controversy regarding the amount of overshooting which is appropriate (see 

references in Chapter 1), further observations wUl help to provide constreiints.

RecciU that the MAR method was used only to rank the clusters in age, not 

determine absolute ages, and that it indicated that the three younger clusters 

were similar in age. Both the CMD morphology and the isochrones support 

this claim. An additional question eirises from the fact that given the effects 

of overshooting are substantial at young and intermediate ages, and become 

negligible for old clusters, one would suspect that the MAR calibration (which 

presumably does not include overshooting) wiU not give accurate differential 

ages. However, discussion with Dowler (private communication) indicated 

that even at an age of 7 Gyr (Dowler, 1994), overshooting may be important, 

and that the age ranking should still be valid even if the ages of the calibration 

clusters change once overshooting is taken into account.



CHAPTER 5. DISCUSSION 125

5.4 A pplications o f  [ V  —  K )  P h o to m etry

Cohen et al. (1978) begem a program several years ago to establish a library of 

IR magnitudes for steirs in globular and open clusters spanning a wide range 

in meted abundance. They hoped that these data would be useful in the 

construction of stellar synthesis models for cluster systems covering a range 

in total meiss and meted abundemce. This pioneer paper, emd others which 

followed (Frogel et al. (1983), emd references therein), established calibra­

tions of (V — K)  colours emd effective temperatures which were independent 

of meted abundance or surface gravity g. Empirical bolometric magnitudes 

and luminosities were derived as well, which made it possible for them to 

tremsform their observations to the theoretical {Lboi versus Tgff) plane and 

compare them directly to sets of evolutioneiry tracks.

Figure 5.12 is adapted from Table 3 of Cohen et al. (1978), and plots 

(V — K)o versus Tgff for several different values of g and [Fe(H\ (upper 

plot). Cohen et al. (1978) obtained the plot from comparisons between steir 

cluster observations (at optical and near-infrared observations) and model 

atmospheres. It is clear from this plot that, for the range in temperature 

given, (V — K)  is an excellent indicator of temperature, and the calibra­

tion is independent of g and [Fe/iï], due to H“ absorption dominating the 

opacity in both passbands. The reason for this is as follows. An H~ ion is 

formed v/hen an electron passes sufficiently close to a neutral H atom and 

is attracted, due to incomplete shielding of the proton charge by the single 

electron of the atom. The second electron may become attached, but with a 

low binding energy (0.7 eV). In cool stars, H“ produces most of the continu­

ous absorption via bound-free (energy quanta in the visued and neeir-infreired 

regions of the spectrum photodissociate the H~ ion into a neutral H atom
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and a free electron) and free-free (interaction of the neutral H atoms with free 

electrons) transitions. The bound-free absorption has a limiting wavelength 

of about 1.7 fim, reaches a maximum at about 8000 A  and then falls off again 

towards shorter wavelengths, while the free-free absorption m in im u m  occurs 

at about 1.6 ^m emd rises towards longer wavelengths.

Contrast the figure described above with the lower plot of Figure 5.12, 

which shows a substantial dependence on g and [Fe/H]. The derived typical 

uncertainty in (V — K)  of 0.05 mag yields an uncertainty in T^ff of only 

±70 K. ( J  — K)  is a good temperature indicator as well, although this colour 

spans only 0.6 mag over the same temperature range, and the uncertaintites 

in temperature due to a slight dependence on g and [Fe/H] increase to ±100 

K (Cohen et al., 1978). The advéïntages of using ( J  — K)  are that this colour 

is less affected by reddening, and both magnitudes may be measured on the 

same night using the same equipment, ensuring good observational accuracy.

The calibration between the bolometric correction and effective tempera­

ture produced by Cohen et al. (1978) is shown in Figure 5.13, which displays 

a slight dependence on gravity and metal abundance. Because of this, an 

error of ±200 K in the effective temperature yields an uncertainty of ±0.1 

mag in the bolometric correction.

Ridgway et al. (1980) established a new Te//, {V — K)  relation based on 

Itmar occultations of field giants of spectral type ranging from KO to M6. All 

these stzirs have solar or near-solar metal abundance. Since effective tem­
perature is fixed by the stcir's luminosity and radius, a direct determination 

can be made only when the angular size of the stellar disk is known. Nearly 

100 stars having radii determined by lunar occultations were used in this 

study. Ridgway made use of these data, and obtained V  and K  photometry 

for each star. Observations at other passbands were obtedned from the liter-
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Figure 5.12: Both figures plot colour (corrected for reddening) versus effec­
tive temperature (in Kelvin). The upper plot illustrates the effectiveness of 
using (V — K)  as a. temperature indicator, independent of gravity and metal 
abundance, for the temperature range given. The lower plot shows the de­
pendence on gravity and metallicity for (B — V).  Both plots are adapted 
from Cohen et al. (1978).
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Figure 5.13: Bolometric correction {K) versus effective temperature. There 
is a slight dependence on gravity and metallicity in this relation. From Frogel 
et al. (1981).
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ature, and used to create spectred energy distributions which were integrated 

numericcdly to obtain bolometric fluxes. Figure 5.14 compares the resulting 

Teff,{V — K)  relation with one from Cohen et al. (1978). The agreement 

between the two is good, and the discrepancy is less than the uncertainty in 

Ridgway et ai.’s (1980) data (for a given colour, ATg// ~  50 — 100 K).

Houdashelt et éd. (1992) have conducted the only open cluster survey in 

the méinner of Cohen et al. (1978). They obtédned IR data for eight old open 

clusters, and obtained effective temperatures eind bolometric luminosities for 

the cluster giants. It is intended that the results presented below for the 

clusters studied here wiU complement this survey.

5.4.1 Effective Temperatures and Bolom etric Correc­
tions

Effective temperatures were determined for the giants and clump stars. In 

cdl cases, only those stars deemed to be members on the beisis of location in 

the CMD, metaUicities, radial velocities or proper motion surveys were used. 

Ridgway’s (1980) scade was used in adl cases.

The [V — K)  colours from Tables 4.3 to 4.6 first were corrected for red­

dening using the colour excesses given in Chapter 4 transformed via

E{V - K ) =  2.744E(B -  V) (5.3)

(Rieke éind Lebofsky, 1985). The effective temperatures were derived by 

simply reading them off an expeinded version of Figure 5.14. Typicad uncer- 

tadnties in (V — K ) q resulting from photometric amd reddening uncertainties 

rainge from 0.05 to 0.15 mag, resulting in a maiximum error in the temperature 

of ~  200 K.
Frogel et ad. (1981) observed several giaints in the clusters M3, M13, M67, 

M71, M92 and 47 Tuc (all but M67 are globulair clusters). They obtadned
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Figure 5.14: Plot comparing Ridgway et al.’s (1980) relation with some from 
Cohen et al. (1978). Except for some deviation at the cool end, the agreement 
between the models is good. Adapted from Frogel et al. (1981).
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bolometric corrections by integrating the spectral energy distribution as de­

scribed above and calibrating the energy distribution using information by 

Johnson (1966) for U B V R I  and Wilson et éd. (1972) for JH K .  They eis- 

sumed a bolometric correction for the Sun to establish a scale. The results 
were used to construct a calibration of {V — K ) q versus BC k -

It is appropriate to derive bolometric corrections to the K  magnitude 

since the stairs in question aire cool giaints which have the peaik in their spec- 

trad energy distribution neair the K  filter. Thus, the foUowing relations are 

obtadned:
mbo/ =  y  +  BCv = K  B C k  (5.4)

and
B C k  =  BCv  +  ( y -  AT)o. (5 .5 )

The present data consist of observations for V  and I  (and B  for NGC 

6819), and J H K .  Literature seaurches yielded additional data in U and B  

for some of the other clusters, but failed to provide observations in the R  

or L filters. These gaps in the energy distribution, ais weU ais only fair qual­

ity data in the others, warranted abaindoning the derivation of bolometric 

corrections from first principles, since a fair aimount of extrapolation would 

have been required. Instead, the scade determined by Frogel et al. (1981), 

and illustrated in Figure 5.13, wais used with the {V — K)^ colours to obtain 

BCk - Tables 5.2 to 5.5 list suspected member giants for each cluster, their 

(V — K)  and {V — K)o colours, the effective temperatures in Kelvin, amd the 

bolometric corrections BCk -
In preparation for the cadculation of bolometric magnitudes and luminosi­

ties, the K  magnitudes were corrected for absorption using

A k  =  0 .112A y (5 .6 )
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Table 5.2: Effective temperatures and bolometric corrections for NGC 6791. 
ID numbers are those adopted by Gamavich et al. (1994). Adopting E{B  — 
V) = 0.23 gives E{V — K)  = 0.63. Blanks indicate the star was too red for 
the bolometric correction scale.

ID i V - K ) (V -  K)o T.f f BCk
1 7.28 6.65 3285 ----
2 4.40 3.77 3895 2.58
3 4.28 3.65 3940 2.54
4 6.18 5.55 3485 ----
7 6.14 5.51 3490 -----

8 3.54 2.91 4305 2.26
9 3.94 3.31 4075 2.42
10 3.49 2.86 4335 2.23
11 2.99 2.36 4730 1.99
12 4.34 3.71 3915 2.56
14 4.77 4.14 3775 2.67
16 3.94 3.31 4075 2.42
17 3.48 2.85 4340 2.23
19 4.03 3.40 4035 2.45
22 3.16 2.53 4570 2.07
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Table 5.3: Effective temperatures and bolometric corrections for NGC 2141. 
ID numbers are those adopted by Burkhead et al. (1972). Adopting E(B  — 
V) =  0.32 gives E[V — K) = 0.88. Blanks indicate the star yras either 
too blue or too red for the bolometric correction or temperature scale. The 
temperatures have been rounded to the nearest five degrees Kelvin.

ID { V - K ) [ V - K ) o T.ff BCk
3-2-18 4.72 3.84 3870 2.59
4-32 3.85 2.97 4265 2.28
4-25 3.84 2.96 4265 2.28
4-26 2.85 1.97 ----- 1.77
4-21 4.21 3.33 4060 2.42
2-2-10 3.71 2.83 4350 2.22
4-28 3.30 2.42 4660 2.03
4-27 3.28 2.40 4685 2.02
2-3-13 3.66 2.78 4385 2.19
2-3-29 3.49 2.61 4495 2.11
2-3-33 3.66 2.78 4385 2.19
2-2-18 2.00 1.12 ----- -----
3-2-20 6.72 5.84 3435 -----
4-23 3.25 2.37 4720 2.00
3-2-40 4.48 3.60 3950 2.53
4-19 4.12 3.24 4105 2.38
3-2-52 3.65 2.77 4395 2.19
3-2-53 3.53 2.65 4475 2.14
3-2-45 3.48 2.60 4505 2.11
4-24 3.20 2.32 4765 1.98
5-31 3.32 2.44 4650 2.03
5-30 3.13 2.25 4850 1.95
5-34 2.90 2.02 ----- 1.80
50060 3.35 2.47 4615 2.05
1-3-7 4.45 3.57 3965 2.51
1-3-21 3.82 2.94 4280 2.27
1-4-5 4.01 3.13 4170 2.35
2-3-42 1.25 0.37 ----- -----
3-2-34 3.42 2.54 4560 2.08
2-2-62 3.58 2.70 4435 2.15
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Table 5.4: Effective temperatures and bolometric corrections for NGC 6819. 
ID numbers are those adopted by Sanders (1972). All stars have proper 
motion probabilities greater than 80%. Adopting E{B — V) = 0.11 gives 
E{V  — K)  =  0.30. The blank indicates the stcir was too blue for the tem­
perature scale. Temperatures have been rounded to the nearest five degrees 
Kelvin.

m { V - K ) { V - K ) o T.f f BC k
147 3.10 2.80 4370 2.21
74 2.91 2.61 4495 2.12
77 2.90 2.60 4505 2.12
94 3.90 3.60 3950 2.52
89 2.88 2.58 4520 2.10
85 2.81 2.51 4590 2.07
150 2.94 2.64 4475 2.13
148 2.94 2.64 4475 2.13
130 3.11 2.81 4360 2.21
131 2.84 2.54 4560 2.08
126 3.12 2.82 4360 2.21
118 2.91 2.61 4495 2.12
124 3.14 2.84 4345 2.22
116 2.85 2.55 4550 2.08
96 2.94 2.64 4475 2.13
87 2.85 2.55 4550 2.08
86 2.71 2.41 4680 2.03
106 2.52 2.22 4925 1.94
110 4.08 3.78 3895 2.58
97 2.69 2.39 4705 2.01
108 5.93 5.63 3475 -----
78 2.68 2.38 4710 2.01
98 2.88 2.58 4520 2.10
114 2.62 2.32 4765 1.98
111 2.72 2.42 4660 2.03
93 3.72 3.42 4020 2.45
141 3.33 3.03 4230 2.30
79 3.22 2.92 4300 2.24
119 3.01 2.71 4430 2.16
83 4.79 4.49 3680 2.75
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Table 5.5: Effective temperatures aud bolometric corrections for NGC 7142. 
ID numbers are those adopted by van den Bergh and Sher (1960). Adopting 
E{B — V) = 0.29 gives E{V — K)  = 0.80. Blanks indicate the star was 
too blue for the temperature scale. Temperatures have been rounded to the 
nearest five degrees Kelvin.

ED { V - K ) { V - K ) o T. f f BC k
52 4.39 3.59 3955 2.52
91 3.25 2.45 4640 2.04
98 3.53 2.73 4415 2.17
120 2.86 2.06 ---- 1.82
D 3.37 2.57 4540 2.09
E 4.17 3.37 4050 2.44
G 3.81 3.01 4240 2.30
0 3.45 2.65 4475 2.13
P 2.89 2.09 ----- 1.84

(Rieke and Lebofsky, 1985), where Ay  = 3.09E(5 —K). Apparent bolometric 

magnitudes were obtained from

rrihoi =  Üfo +  BC k , (5.7)

and absolute bolometric magnitudes from

Mioi =  TUboi - { m -  M)o (5.8)

using distances derived in this work. Finally, bolometric luminosities, in 

units of solar luminosity, were derived using

l o g { ^ )  = 0.4(M@w -  Mtoi), (5.9)

where Mqi„i = 4.75 (Allen, 1973). Tables 5.6 to 5.9 list these quantities for 

each cluster.
The effective temperatures and bolometric magnitudes may be used to 

construct HR diagrams. Figure 5.15 displays the HR diagram of the giaints
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Table 5.6: Absolute bolometric magnitudes and luminosities for NGC 6791. 
ED numbers are those adopted by Gamavich et al. (1994). Adopting E {B  — 
V) =  0.23 gives Ak  =  0.08.

ED K Ko Mboi
2 9.32 9.24 -0.99 2.30
3 9.78 9.70 -0.57 2.13
8 10.26 10.18 -0.37 2.05
9 10.19 10.11 -0.28 2.01

10 11.03 10.95 0.37 1.75
11 11.60 11.52 0.60 1.62
12 9.50 9.42 -0.83 2.23
14 8.84 8.76 -1.38 2.45
16 9.79 9.71 —0.68 2.17
17 11.07 10.99 0.41 1.74
19 10.14 10.06 -0.30 2.02
22 11.34 11.26 0.52 1.69

for each cluster. The HR diagrams are compared to the giant branch loci of 

two open clusters (M67 and NGC 2204, from Houdashelt et al. 1992) and two 

globulcir clusters (M92 eind 47 Tuc, from Progel et al. 1981). In this figure, 

the cluster mean loci are located on the HR diagram according to both age 

and metallicity. For example, the more metal-rich globular cluster (47 Tuc) 

lies to the right of M92 \[Fe/H] ~  —2.0 from Stetson and Harris (1988)]. 

Even though the open cluster NGC 2204 is more metal-rich than 47 Tuc (a 

literature average derived by Houdashelt et al. (1994) gives [FejH] ~  —0.4), 

its younger age places it between the two globular clusters. The data in this 

study form loci which agree with those defined by the clusters of near solar 

(M67) and metal-poor [47 Tuc, with [FeJH] ~  —0.8 from Hesser and Bolte 

(1992)1 metédlicities. It is interesting to note that NGC 6791’s giant branch 

lies so fcir to the right of M67’s, even though it is older. Again, the infrared 

photometry obtained for NGC 6791 is very valuable, since it is the most



CHAPTER 5. DISCUSSION 137

Table 5.7: Absolute bolometric magnitudes and luminosities for NGC 2141. 
ID numbers are those adopted by Burkhead et al. (1972). Adopting E{B — 
V) = 0.32 gives A k = 0.11.

ID K Ko Mboi
3-2-18 8.33 8.22 -2.13 2.75
4-32 10.20 10.09 -0.57 2.13
4-25 10.29 10.18 -0.48 2.09
4-26 10.80 10.69 -0.48 2.09
4-21 10.86 10.74 0.22 1.81
2-2-10 11.27 11.16 0.44 1.72
4-28 11.40 11.29 0.38 1.75
4-27 11.22 11.11 0.19 1.82
2-3-13 11.30 11.19 0.44 1.72
2-3-29 11.42 11.31 0.48 1.71
2-3-33 11.79 11.68 0.93 1.53
4-23 8.98 8.87 -2.07 2.73
3-2-40 8.77 8.66 -1.75 2.60
4-19 9.54 9.43 -1.13 2.35
3-2-52 10.88 10.77 0.02 1.89
3-2-53 11.37 11.26 0.46 1.72
3-2-45 11.61 11.50 0.67 1.63
4-24 11.65 11.54 0.58 1.67
5-31 10.56 10.45 -0.46 2.08
5-30 10.50 10.39 -0.50 2.14
5-34 10.88 10.77 -0.37 2.05
50060 11.45 11.34 0.45 1.72
1-3-7 8.85 8.74 -1.69 2.58
1-3-21 10.37 10.26 -0.41 2.06
1-4-5 10.60 10.49 -0.10 1.94
3-2-34 11.58 11.47 0.61 1.66
2-2-62 11.36 11.25 0.46 1.72
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Table 5.8: Absolute bolometric magnitudes and luminosities for NGC 6819. 
ED numbers are those adopted by Sanders (1972). AH stars have proper 
motion probabilities greater than 80%. Adopting E [B  — V) = 0.11 gives 
A k  =  0.04.

ED K K q Mboi '" « (A ..)
147 10.11 10.07 0.52 1.69
74 10.21 10.17 0.53 1.69
77 11.33 11.29 1.65 1.24
94 8.07 8.03 -1.21 2.38
89 10.19 10.15 0.49 1.70
85 10.31 10.27 0.58 1.67
150 10.17 10.13 0.50 1.70
148 10.13 10.09 0.46 1.72
130 10.06 10.02 0.47 1.71
131 10.18 10.14 0.46 1.72
126 9.64 9.60 0.05 1.88
118 10.10 10.06 0.42 1.73
124 9.69 9.65 0.11 1.86
116 10.79 10.75 1.07 1.47
96 10.18 10.14 0.51 1.70
87 10.43 10.39 0.71 1.62
86 11.19 11.15 1.42 1.37
106 10.43 10.39 0.57 1.67
110 7.76 7.72 -1.46 2.48
97 10.18 10.14 0.39 1.74
78 8.96 8.94 -0.81 2.22
98 10.37 10.92 1.26 1.40
114 11.48 11.44 1.66 1.24
111 10.11 10.07 0.34 1.76
93 8.13 8.09 -1.22 2.39
141 8.91 8.77 -0.69 2.18
79 8.44 8.40 -1.12 2.35
119 10.12 10.08 0.48 1.71
83 6.78 6.74 -2.27 2.81
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Table 5.9: Absolute bolometric magnitudes and luminosities for NGC 7142. 
ED numbers are those adopted by van den Bergh and Sher (1960). Adopting

gives A k  =  0.10.

ED K Ko Mhoi
52 7.61 7.51 -2.03 2.71
91 10.89 10.79 0.77 1.59
98 9.86 9.76 -0.13 1.95
120 11.05 10.95 0.71 1.62
D 9.26 9.16 -0.81 2.22
E 8.54 8.44 —1.18 2.37
G 9.22 9.12 -0.64 2.16
0 10.19 10.09 0.16 1.84
P 11.13 11.03 0.81 1.58

metal-rich cluster observed to date.
Figure 5.16 compares the cluster HR diagrams with theoretical ones from

BerteUi et al. (1994) showing the location of the giant and eisymptotic giant

branches and red giant clump. Solar metallicity tracks are used for NGC

6819, NGC 7142 and NGC 6791, while a meted-poor one [Z =  0.008) is com-

pcired with NGC 2141. In general, the location of the cluster giéint branches

agree with the theoretical ones (except for NGC 2141). Those data which

lie redward of the giant branches may indicate that the models are too hot

(assuming the bolometric magnitudes of the cluster giants are correct).

5.5 G alactic  E volu tion

This work would not be complete without a brief discussion on the relevance 

of the results to our understcinding of galactic evolution. Several authors have 

examined the relationship between various parameters such as age, meted 

abundance, height above the plane and distance from the galactic centre. A 

few of the more important relations wül be discussed here, beginning with
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Figure 5.15: HR diagrams of (a) NGC 2141, (b) NGC 6791, (c) NGC 6819 
and (d) NGC 7142. Included éire the giant branches of M67, NGC 2204, M92 
and 47 Tuc from Houdashelt et al. (1992) and Frogel et al. (1981). A typical 
error bcir is shown in the comer of the lower right plot.
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Figure 5.16: HR diagrams of (a) NGC 2141, (b) NGC 6791, (c) NGC 6819 
and (d) NGC 7142. Superposed are theoretical HR diagrams from BerteUi 
et al. (1994) for Z  = 0.008, 0.02, 0.02 and 0.02, respectively.
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the age-metaUicity relation.

Priel and Janes (1993) found a well-defined radial abundance gradient for 

a sample of 33 old open clusters located in the galactic disk. Figure 5.17 

displays their data. The four clusters studied in this work (and in Priel and 

Janes’ (1993) paper) are represented by open circles, cind are importcint to 

the plot since three of them have low Vcdues of Rgc and serve to populate 

the upper left corner of the plot. Note that the values for the galactocentric 

radius Rgc, taken from Table 1.1, have been derived from the distances deter­

mined in Chapter 4. Figure 5.17 indicates a gradient of ~  —0.09 dex kpc~^ 

in good agreement with other survey results [—0.08 dex kpc"*  ̂ from Janes

(1979), —0.11 dex kpc"^ from Céimeron (1985) and —0.09 dex kpc“  ̂ from 

Panagia eind Tosi (1981)]. Janes et al. (1988) used all the clusters in the 

Lyngâ (1987) catalogue which had metallicity determinations and derived a 

global gradient of —0.11 dex kpc“ ,̂ but found that subsets of younger (age 

< 0.2 Gyr) and older (age > 0.2 Gyr) clusters defined gradients of —0.07 and 

—0.14 dex kpc“ ,̂ respectively. This discrepancy was due to the fact that a 

few clusters (Berkeley 19, NGC 2141, 2158, 2204, 2243 and 2506) had metéd­

licities éiround —0.6 dex. The revision of these metal abundeinces yielded 

comparable gradients for the two subsets.

Friel eind Janes (1993) also mention that their value for the abundance 

gradient agrees with that éis predicted by Matteucci and François (1989) for 

their models of gédactic chemicad evolution, who find abundance gradients 

ran g in g  from —0.05 to —0.09 dex kpc“  ̂ for a vairiety of model pciraimeters.

Houdaishelt et ad. (1992) used their sample of eight open clusters to 

examine the relationship between cluster age (as determined from canonical 

isochrones) and metallicity. They found a correlation of [Fe/H] oc —0.135r, 

where r  is the age in Gyr, which agreed roughly with that found for clusters
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Figure 5.17: Disk radial abundemce gradient from Priel and Janes (1993). The 
four clusters studied in the present work are indicated by open circles. Note 
that the new values of the galactocentric radius do not alter the conclusions 
made by the above authors.
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in the Large Magellanic Cloud (Cohen, 1982; Mateo, 1988), but was lower 

thcin that found in the solar neighbourhood [Twarog (1980) found a value 

of [Fe/H] cc —0.04r from Stromgren and H/3 photometry of F dwarfs, while 

Carlberg et al. (1985) obtained [Fe/H] oc —0.02r from a subset of Twarog’s

(1980) data.] Adjusting their metallicity values to those appropriate for the 

solar galactocentric radius (i?o)> they found a shallower value for the slope 

(—0.09). Figure 5.18 displays their data (filled circles); the age-metcJlicity 

relation is indicated by a dashed line. For comparison purposes, the four 

clusters studied in the present work are included as open circles.

Caution must be exercised, however, whenever attempts at drawing con­

clusions from a smcdl sample eire made. Indeed, Friel and Janes (1993) con­

structed age-metcdlicity relationships for their sample of clusters, and found 

that no correlation existed, regardless of whether the observed metal abun­

dances, or those corrected to Ro, were adopted. Figure 5.18 also contains 

a selection of Priel éind Janes’ (1993) data (indicated by plus signs). If aU 

the data Eire exeimined together, the lack of an age-metallicity correlation is 

obvious.
Since Friel and Janes (1993) plotted their data in a m a n n e r  so as to sepa­

rate the clusters in the outer and inner disk (i.e. inside or beyond Ro), they 

did find that the clusters in the outer disk tended to have lower metaUicities 
than those in the inner disk. The important conclusion is that the place of 

formation in the geilaxy, and not age, dictates the metallicity of the cluster.



CHAPTERS. DISCUSSION 145

0.2

0.0

\  - H -

- 0.2

- 0.8

- 1.2
2.0 4.0 6.00.0 8.0 10.0

Age (Gyr)

Figure 5.18: The age-metzillicity relation from Houdashelt et al. (1992) is 
defined by their data (filled circles) and indicated by the dashed line. The 
four clusters studied in the present work are denoted by open circles. Plus 
signs represent clusters observed by Priel and Janes (1993) and show that no 
correlation exists when the entire sample is taken into account.
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Sum m ary and Future Work

This dissertation has presented the first V I  and near-infrared data for the 

four galactic clusters NGC 2141, NGC 6819, NGC 7142 and NGC 6791, 

and in the case of NGC 2141, the first CCD observations. The photometric 

data were used to produce optical cind infrared colour-magnitude diagrams 

(CMDs). The CMDs of NGC 2141, NGC 6819 and NGC 6791 exhibited 

red giant clumps and clearly defined (although at times sparsely populated) 

red giant branches. The exception is NGC 7142, which showed a paucity of 

clump stars. The main sequences for all the cluster CMDs except NGC 6819 

were rather wide, indicating substcinticd field star contamination, differential 

reddening and somewhat poor quality data reflecting the observing conditions 

and ein instrument problem for NGC 2141. The presence of many field stars 

and differenticd reddening is not surprising considering the proximity of these 

clusters to the galactic plane.

6.1 T h e R esu lts

The field star contamination was substantial for NGC 2141 and NGC 7142, 

and attempts to correct for it for cdl the clusters were made via two different 

methods. A field star model by Bahcedl and Soneira (1980) estimated the

146
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niimber of field stars. The two clusters mentioned above also had observations 
of blank sky which were made in their vicinity, and so field stars from these 

brames could be used to estimate the level of contamination. In these cases, 

the actual steüar data provided the best representation of field stcirs, which 

is not surprising since the model is valid only for galactic latitudes greater 

than 10°.
NGC 2141 cind NGC 7142 exhibit signs of differential reddening, and 

various tests were performed to quantify the amount. For NGC 2141, it 

was found that the reddening vciried by ~  0.07 mag, while for NGC 7142 

it was so little (0.02 mag) that the scatter caused by observational errors

overshadowed the effect.
In preparation for estimating the ages of the clusters via comparison with

theoreticcil isochrones, colour excesses E{B  — V) and apparent distance mod­

uli (m — M)v  were redetermined for aU four clusters. In general, the values 

obtained here agreed with those published previously. The distance moduli 

were obtained by comparison of the mean magnitude of the clusters’ red giant 

clump with that of M67. Reasonable values were determined, although in the 

case of NGC 7142 the scatter in the méiin sequence and lack of a recognisable 

clump made it diflScult to ascertain an accurate distance.

Three of the clusters were ranked in age via the MAR method, which 

is based on CMD morphology, and confirmed that they ciU have an age of 

about 3 Gyr (the MAR method was not applied to NGC 6791, since it was 

believed to be older than the oldest cluster used in the method calibration, 

and was more metal-rich than the clusters used).

The cluster CMDs were compared to theoretical isochrones to ascerteiin 

ages, and shed light on the controversy regaurding the applicability of canon­

ical and overshooting isochrones. Comparison with both sets of isochrones 

supported the growing body of evidence that models which treat convective
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overshooting in the stellar core best represent real stars. NGC 6819, NGC 

7142 cind NGC 2141 all have ages of 2.5 Gyr, while NGC 6791 has an age of 

10 Gyr according to a recent study by Tripicco et al. (1995).

Finally, V K  photometry was used to obtain various stellcir parameters 

such as effective temperature, bolometric corrections and luminosities for 

the cluster giants. HR diagrams {Mv,Teff)  were constructed and compared 

with those of other clusters in the literature, as well as HR diagrams from 

stellar models. The former indicated good agreement, while the latter showed 

that the model temperatures may be too high.

6.2 F inal C om m ents

This work has broadened the infrared photometry database of open clus­

ters, thus providing theorists with more observations to use as constraints 

for stellar models and colour transformations. The support for convective 

overshooting in the cores of intermediate mass (and age) stars is extremely 

important in ascertaining which kinds of stellar models are most appropri­

ate, and it is reassuring to see that two different sets of overshooting models 

predicted the same ages for the cluster studied here, indicating that the pa­

rameters involved in constructing the models are becoming more constrained.

So far, rigorous tests of canonical/overshooting models have focused on 

open clusters younger than 3 Gyr. In order to define more clearly the role 

convective overshooting has for stars older (and more massive) than this, 

more observations of clusters up to ages of 7 Gyr (the age at which convective 

overshooting is still believed to be important) should be made.
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A ppendix  A

This Appendix presents (J  — K ,V  — K) and {J — H ,H  — K) diagrams of 

the cluster giéints (Figures A.l and A.2). Although it was found that these 

data were not very useful to the cluster anzdysis, they were included here for 

completeness’ sake.

The cluster giants have been corrected for colour excess as given in Sec­

tion 4.2. Also plotted are field relations for giants and dwarfs firom Rrogel 

et al. (1978), and the globular cluster giant relation given by Progel et al. 

(1983). This relation uses the mean values for the globular clusters MS, MIS 

and M92.
The ( J —AT, V —K)  diagram (Figure A.l) is not very useful in determining 

cluster membership, since the reddening line is nearly parallel to the curve, 

and the globular cluster zind field giant relations are not well separated in 

the region where most of the stars are located. Thus, it is impossible to teU 

which cluster giants are members and which are not, since all giants should 

be expected to lie in the vicinity of these loci.

The {J — H , H  — K)  diagram (Figure A.2) is quite scattered, and the 

giants of NGC 6819 and NGC 6791 also appear to be offset from the field 
giant relation. Two effects may be producing the offset and scatter.

First, the presence of binary companions could introduce some scatter 

since the magnitude and colour of the binary pair would be different from
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Figure A.l: {J — K , V  — K)  diagram for the cluster giants. Symbols are as 
follows: filled circles =  NGC 2141, open circles =  NGC 6819, filled triangles 
=  NGC 7142 and stsirs =  NGC 6791. The solid and dot-dashed lines are 
from Frogel et al. (1978) and represent field giants and dwarfs, respectively. 
The globular cluster relation, shown as a dashed line, is the mean relation of 
M3, M13 and M92 from Frogel et al. (1983). The reddening line is indicated 
in the upper left corner.
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Figure A.2: {J — H, H  — K)  diagram for the cluster giants. All symbols and 
lines are as in the previous figure.
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what would be expected for a single giant. However, this depends on the 

magnitude of the compeinion, cind the colours at infrared wavelengths would 

not be expected to change that much since the giant branch in an IR CMD 

is nearly vertical, and the clump stars do not span a wide range of colour. 

Also, a mass ratio of 9  ~  1 would be required to avoid having main sequence 

or white dwzirf companions. Thus, the presence of binary companions is not 

expected to contribute very much to the problem.

Water vapour absorption in the line of sight to the clusters, terrestrial in 

origin, is believed to be the major contributor to both the scatter and the 

offset. Even though the sky may appear photometric, moisture in the atmo­

sphere from an approaching or receding weather system may be substantial. 

As a result, water vapour bcinds which are present near the windows occu­

pied by the IE. passbands may become saturated and encroach upon the IR 

windows. In particular, a water vapour band at 1.9 ^m is known to fall into 

both the H  and K  passbands (see Figure 2.3). Since several of the observing 

nights were either hazy, partly cloudy, or clear but bracketed by overcast 

nights, this seems a plausible explanation. The offset in Figure A.2 is in the 

sense that [J — H)  becomes bluer while {H — K)  becomes redder, which 

indicates that the H  filter is subjected the most to water vapour absorption. 

Presumably this is due to éin additional absorption band at 1.4 ^m interfering 

with the wing of the H  passband.



A ppendix B

This Appendix contains detciils of the reduction process from instrumental 

to standard magnitudes via Peter Stetson’s (private communication) set of 

programs available at the University of Victoria, eind is meeint to be used in 

conjunction with the documentation file written by Peter Stetson. I have in­

cluded some of this fUe (shown here in slanted text), which accompanies the 

executable programs and is called ccdpck.man. Throughout this document, 

program names will be capitalized to avoid confusion, even though on Unix 

systems they should be typed in lower case letters. Note that the programs 

are untidy and complicated since they were written at different times, and 

what’s recorded in output files is not always what the Fortran program fUe 

says should be there. Presumably this is due to the executable versions of 

the program being derived from different versions of the code, to which we 

have no access. However, I have tried to explain as much as I can, in those
cases.

The Exposure Information File

The first file to create is the one containing the exposure information. 

This fUe must have the extension .inf ( I have found that the root name 

chosen doesn’t matter, as long as that name is kept as the root name for all 

subsequent fUes). Included below are the first few lines from one of my fUes:
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f906 1 2 58 1.529 60.010  2449385.6234 t e s t

f907 1 3 00 1.495 600.010 2449385.6281 t e s t

f908 2 3 11 1.478 600.010 2449385.6362 t e s t

f909 2 3 23 1.441 60 .010  2449385.6411 t e s t

This file contains the name of the hrame, the filter identification, the UT in 

hours, the UT in minutes, the airmass, the exposure time in seconds, the 

Julian Date and the root name of the calibration (.clb) file (more on this file 

later).

The filters are numbered consecutively from 1 through N. In this case, 

I = V  while 2 = 1. This convention must be maintained throughout cdl 

subsequent files. The exposure time must conteiin the fraction 0.010 seconds, 

because of a problem with the shutter timing on the KPNO 4-m prime-focus 

canera which existed when Peter Stetson wrote the programs.

The format of the above file is as follows:

f o r m a t ( l x , a 3 0 . i 3 , f 4 . 0 , f 3 . 0 , f 7 . 3 , f 8 . 1 , f l 4 . 4 , l x , a 3 0 )

This format must be adhered to strictly when the exposure information is 

typed in.

Fetch files, DAOMATCH and DAOM ASTER

The next step involves creating “fetch” fUes for each field. Peter Stetson 

explcdns this file in the following manner:

I  have written some programs that make life easier when you have 

several frames for a field. First, you want to choose your “best” 

frame of each field, whether that he the deepest frame, or the 

most centered frame, or whatever. The first thing you want to do 

is associate the real-world names of the objects contained within 

that frame with their positions in the frame. This information
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is contained in what I  call a “fetch” file, filename.fet ... Note 

that the only things that matter in this file are the object name in 

columns 2-13 of the first line, and the x,y coordinates in columns 

7-24 of the second line for each object. Anything else is optional.

In order to choose good fetch file stars, I suggest you look at your im­

ages, decide which &ame is the best (I found myself using the most centred, 

long-exposure V  frcime the most), and select stars which are bright (but not 

saturated in any of the other fccimes) and fadrly isolated. I took appropriate 

lines from the .als files (the output file firom ALLSTAR) and created a tem- 

porciry file which was passed as input to a simple program I wrote to create 

fetch files with the correct format. I include a few lines firom one of my fetch

files:

0 n 2 1 4 1 -2 8
28 6 7 0 .9 5 8 6 6 .1 1 10 .684 0 .0 0 2

G n2141-34

34 3 8 7 .1 2 9 6 4 .8 3 10.868 0 .0 0 2
G n2141-39

39 5 8 3 .6 2 4 3 0 .8 9 10.953 0 .0 0 2
Gn2141-4G

40 2 8 5 .1 3 3 8 8 .6 7 10.971 0 .0 0 2

Gpg0231-B

3 5 1 1 .9 0 5 0 6 .8 1 13 .672 0 .0 0 7

0p g 0 2 3 1 -0

1 6 0 8 .8 5 3 6 5 .9 5 15.133 0 .0 1 8
0pg0918-B

8 5 7 6 .8 5 6 7 1 .2 6 12.711 0 .0 0 5

0pg0918-A

9 4 1 4 .8 2 7 7 3 .1 9 13.259 0 .0 0 6

The first line contains the star name preceded by “0” (this character is nec­
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essary for the subsequent progreuns, since it tells the progrcuns that that star 

is a bona fide standard star), while the second contains the star’s ID number 

(from the .als file), the coordinates, the magnitude and the magnitude error. 

The star name given in this file must be identical to that given in the library 

file (.lib extension). Creation of the library file will be explained later.

The programs DAOMATCH and DAGMASTER are used to create a large 

coordinate system grid based on the frame for which the fetch file is defined, 

and cross-identify stars which appear on several different frames. The neime 

of the .als file from the best frame is given first to DAOMATCH; subsequent 

files are the .als ones from the other frames. The program determines coordi­

nate transformations between the best frame and the others specified above, 

according to the following equations:

z(l) = A + C * x{n) + E  * y{n) 

y(l) = B + D * x{n) + F * y{n)

The results E ire  typed out as the following equations:

' f 9 0 7 .a l s ' 0.000 0.000 1.00000 0.00000 0.000 1.00000

' f 9 0 6 .a l s ' 0.083 -0 .518 1.00000 0.00000 0.000 1.00000
' f 9 0 8 .a l s ' 1.425 -1 .2 4 1 1.00000 0.00000 0.000 1.00000
' f 9 0 9 .a l s ' 1.669 -0 .4 6 2 1.00000 0.00000 0.000 1.00000

The excerpt above is taken from one of my output files. These files have 

a .inch extension. Note that the lines above Eire not formatted correctly; I 

altered the lines to remove some of the blank space between the columns so 

that the lines would fit in the space of the text. This fUe includes the .eiIs 

filename smd the transformation constants defined by the equations given 

above.
DAOMASTER is used to cross-identify sJl the stars on all the frames, 

and refine the transformation equation estimates produced by DAOMATCH.
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This is done iteratively. The progrsun eisks for the .inch file created by DAO­

MATCH, followed by various constraints which it uses to determine whether 

a star is to be regarded as reed (and therefore kept) or false (cind discarded). 

These constraints are given below:

• First, how many frames was the star detected in? You must enter three 

numbers, separated by commas or spaces, in the following order:

1. Minimum number of frames. A star absolutely must be detected 

in at least so many frames, or it is discarded. If you are willing 

to keep detections that were seen only once, and did not appear in 

other frames of the same field, you may set this to 1.

2. Minimum fraction of frames. Of those frames that a star may rea­

sonably be expected to appear in (its average position, transformed 

to the coordinate system of this frame falls within this frame; its 

average magnitude, offset to the magnitude system of this frame is 

reasonably bright compared to the magnitude limit of this frame), 

it actually is found in at least this fraction of them. The fraction 

must be between 0.0 and 1.0, inclusive.

3. Enough frames. Any star which appears in at least this many 

frames will be accepted, regardless of how many frames it could 

have been found in.

• Reject any star with too uncertain a magnitude. DAOMASTER asks for 

“Maximum sigma”, and you type in a number. A star mill be rejected 

if  its mean instrumental magnitude, based on a weighted average of all 

available observations corrected to the magnitude scale of the “best” 

frame is larger than the number you type in.
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• Then you specify how complicated a transformation you want. I f  your 

frames for this field were all taken one right after another on the same 

night with the same telescope, then you might answer ”2” and DAO­

M ASTER will solve only for mean offsets A and B among the various 

frames. I f  you answer “4” DAOMASTER will solve for the four con­

stants in these equations:

x(l) =  A-\-C*x[2)-\-1—D*y{2)y{l) =  B-\-D*x{2)-\-/  — C*y{2) (B.l)

which allow for arbitrary rotation angles and scale differences, as well 

as translations of the origin...If you answer ”5” MASTER solves for 

all of A, ..., F in  the equations above.

•  Finally you specify a match-up radius. After having transformed the 

stars in frame n to the coordinate system of the master frame, stars will 

be cross-identified only i f  their positions agree to within that tolerance.

The match up radius specified in the last constraint initially should be 

large (I usually started with 10 pixels), since the transformation equations 

from DAOMATCH eire only approximate. DAOMASTER goes through the 

stcir lists and matches as many stars as it can to stars in the master list. 

Many of these identifications will be spurious, but the number of legitimate 

cross-identifications wiU outnumber them. Corrections are applied to the 

approximate transformation equations, eind emother iteration is performed. 

You cire asked to enter emother match up radius (which should be smaller than 

the previous one), and this process goes on until the master list converges. 

At this point, veirious outputs are possible:

1. A file with mean magnitudes and scatter? I f  you answer “y” it will 

correct all observed magnitudes for each star to the system of frame 1, 

take a robust average, and write out to a disk file the resulting mean
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magnitude, standard error of the mean, the ratio of the magnitude scat­

ter observed to that expected from the individual standard errors, and 

the root-mean-square chi value.

2. A file with corrected magnitudes? I f  you answer “y” it will correct 

all observed magnitudes for each star to the system of frame 1, and 

write them all out to a disk file. You can then search for variables (for 

instance), using your own algorithms.

S. A file with raw magnitudes and errors? I f  you answer “y ” it will simply 

write out all the instrumental magnitudes observed for each star.

4 . A file with the new transformations? I f  you answer “y” it will write out 

a new .MCH file with the latest set of transformation constants, plus 

the mean magnitude offsets.

5. A file with the transfer table? I f  you answer “y” it will write out a file 

which contains where each star in the master list appears in each of 

the input files: Star 1 in the master list is the 37th star in frame 1, it 

doesn’t appear in frame 2, it is the 1193rd star in frame 3.

6. Individual .0 0 0  files? I f  you answer “y ” it will invert the transfor­

mation equations and project each star in the master list to where it 

SHOULD have appeared in each of the CCD frames. It will then cre­

ate new . COO files, so that if you want you can go through aperture 

and profile-fitting photometry with exactly the same star list for every 

frame. A star will not be written to a . COO file if it falls outside the 

actual area of that frame, however.

7. Simply transfer star IDs? I f  you answer “y” it will create verbatim 

copies of all of the input files with only the ID numbers changed, so
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that the same star has the same ID number in all frames. I f  you have 

not used the renumber option above, the ID number will be transferred 

from frame 1 to each of the other frames, except that stars in the master 

list that are not in frame 1 are given consecutive numbers starting with 

50001. The new files are given the same filenames as the input files, 

with extensions .MTR.

I found it useful to look at the files produced by the first three output 

options, but these files were not required for the subsequent programs. How­

ever, it is necessary to choose options 4 and 5, since the fourth one produces 

the new .mch file (which includes mean magnitude offsets firom each firame to 

the master one), while the fifth is used in the final reduction program. The 

few lines below éire taken firom one of my transfer (.tfr) files:

f 9 0 7 . a l s  
f 9 0 6 . a l s  
f 9 0 8 . a l s  
f 9 0 9 . a l s

9 9 .9 9 9 0
9 9 .9 9 9 0
9 9 .9 9 9 0
9 9 .9 9 9 0

50001 7 1 1 .4 6 3  6 3 6 .0 2 8
50002 4 1 6 .2 2 9  8 3 1 .4 9 7
50003 7 1 0 .7 4 5  6 3 4 .5 1 7
50004 5 6 8 .3 4 3  2 1 2 .0 9 7

0
0

0

0

1

2
0

4

0

0

0

0

9 .9 9 9 0
9 .9 9 9 0
9 .9 9 9 0
9 .9 9 9 0

2
3
0

1

The master stax ID is contained in the first column under the double hori­
zontal line, while the coordinates on the master grid are in the second and 

third. The numbers in the subsequent columns point to the location in the 

.ells files of each stair. For example, stair 50001 was not found in f907.ails, was 

the first stair in f906.ads, wais not found in f908.ails amd wais the second star 

in f909.aJs.
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DAOGROW

The next step involves computing the total, integrated instrumented mag­

nitudes of the primary standeirds, as well as loccd stemdards on each of the 

object fréimes. The program DAOGROW, which utilizes aperture photome­

try Eind curve-of-growth analysis, may be used to obtain these magnitudes. 

DAOGROW (Stetson, 1990) requires the name of the file defining the aper­

ture radii which were used for the aperture photometry (the photo.opt file 

should be used here), the name of the .inf fUe containing the airmasses for aU 

the .ap fUes, and a fUe containing the neimes of all the .ap fUes, one fUename 

per line.

I used the fetch fUes to select common stars on each set of related frames, 

and created temporary fUes containing these local standcird stars. I then used 

the program DAOPHOT to subtract from the frames aU the stcirs except 

those in the temporary fUes. Aperture photometry of the local steindards 

•was performed on the star-subtracted frames, and these .ap files were the 

ones used in DAOGROW. The program asks for the following parameters:

DAOGROW will ask you how many of the parameters A, B, C,

D, E you want to solve for. I f  you answer “4 ” it will solve for 

A, ..., D; if you answer “2” it will solve for A, and B; and so 

on. It will always solve for at least A and a seeing radius for 

every frame. DAOGROW will ask you to type in values for the 

remaining parameters that you do not want new solutions for. I  

suggest D = 0.9 and E = 0.0, unless you have better information 

to the contrary.

DAOGROW will now ask for the “Maximum magnitude error.”

When the program sees an aperture magnitude with a standard er­

ror larger than the value you enter, that magnitude and the mag-
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nitudes from all larger apertures for that star will be discarded.

DAOGROW will now fit the growth curves. It will type out values 

for each of the five parameters A, ..., E followed by an estimate 

of the current scatter of residuals, as the solution iterates. After 

convergence it will type out the fined values for these numbers, 

and estimates of the standard errors of the final values. Finally, 

it will type out for each aperture the “average” value of the an­

alytic model values for the difference between that aperture and 

the next smaller one, taken over all frames; the average resid­

ual between the actual, observed magnitude differences and the 

analytic models, taken over all stars in cdl frames; and the rms 

residuals of the actual magnitude differences from the analytic 

model growth curves, over all stars and frames. These allow you 

to see whether there is some gross mismatch between the family 

of analytic models and the imaging properties of your telescope.

DAOGROW produces several files, but the only one used in subsequent pro­

grams has a .tot extension. A sample is included below:

NL NX NY LOWBAD HIGHBAD THRESH API PH/ADU RNOISE

1 1024 1024 1 4 9 .0  4 0 0 0 0 .0  4 1 .3 7  3 .0 0  4 .0 0  1 5 .0 0

30 6 4 9 .9 2 3  8 1 3 .3 3 7  1 2 .9 3 8 8  0 .0 0 7 1  1 3 .0 6 0 0  -0 .1 2 1 2  7

124 3 5 6 .8 2 1  9 1 3 .9 9 6  1 4 .8 0 2 6  0 .0 1 9 0  1 5 .0 2 1 0  - 0 .2 1 8 4  5
39 5 6 3 .4 2 6  3 7 8 .5 9 4  1 3 .2 1 6 8  0 .0 0 8 6  1 3 .3 3 8 0  -0 .1 2 1 2  7

43 2 6 5 .1 5 3  3 3 6 .2 8 0  1 3 .2 4 2 8  0 .0 0 7 6  1 3 .3 6 4 0  -0 .1 2 1 2  7
63 551 .5 9 3  4 7 8 .6 6 8  1 3 .5 1 7 6  0 .0 0 8 3  1 3 .6 6 9 0  - 0 .1 5 1 4  6

The columns contain the ID, x and y coordinates, corrected magnitude eind 

error, uncorrected magnitude, the aperture correction and the aperture ra­

dius used which contains the total light from the star.



APPENDIX B. 171

CCDO BS

The next file you must create wiU contain the observed instrumental mag­

nitudes of the primary standards, as well as loccd standards (the ones which 

were chosen for the fetch files wiU work well). The program CCDOBS re­

quires an output filename (with the extension .obs), labels for the magnitudes 

you are using, the file containing the exposure information (the .inf file), the 

coordinate transformation fUe (the .mch file created by DAOMATCH and 

modified by DAOMASTER) and the name of the fetch file (the one with the 

.fet extension). I have found that if all these files have the same root name, 

then a lot of hassle is avoided later on.
The progréim then asks for a maximum match-up radius. I specified 2 

or 3 pixels, so that any star falling within this many pixels of the predicted 

position (based on the .mch transformations) will be identified as one match­

ing one of the stars in the fetch file. The next set of input files are the .tot 

ones from DAOGROW. For the stars which are found, the program types 

out their positions, magnitude and error from the best aperture, and the 

aperture correction. Any stms too faint or outside the field wUl have only 

their predicted coordinates typed out.

Once all the .tot files have been entered, typing ctrl-d several times wUl 

step you back to earlier stages of the program, and eventually out of it 

entirely.

The following excerpt is from one of my .obs files.

2 MAGNITUDES: (1 ) v

S ta r  Hag. H H

pg0231-B 1 2 41

511.90 506.81

pg0231-B 2 2 44

510.25 507.66

(2) i  

X I n t . Hag. sigm a c o r r .

1.395 60.010 13.672 0.0074 -0 .118 f902

1.398 60.010 11.821 0.0047 -0 .088 f903
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02141-28 1 2 58 1.529 60.010 13.159 0 .0062 -0 .0 8 1  f906

670.88  866.62

02141-28 2 3 23 1.441 60.010 12.081 0 .0044  -0 .0 5 0  f909

669.24  866.49

In the above example, I am working with two filters, V  and I .  The next 

line gives the star name, the filter ID, the UT in hours and minutes, the 

airmass, the integration time, the instrumented magnitude and error, the 

aperture correction, the neime of the firame on which the stars are found and 

the coordinates. The exposure information was taken firom the .inf file, while 

the magnitudes and star names were read firom the .tot and .fet files. I have 

included one primary (pg0231-B) and one secondeiry (n2141-28) standard.

C C D L IB

This program is used to create a file contzdning the standcird magnitudes 

and colours for the standard stars. Once an output filename has been entered, 

the program asks for the stcindard photometric indices (a maximum of six are 

allowed. In this case, indices refer to both magnitudes and colours). UsuciUy, 

one magnitude plus some number of colours are entered. CCDLIB then asks 

for the star ID numbers, which are composed of a prefix and individual star 

IDs. The total ID numbers must be less them 12 characters. The program 

also asks for stcindard errors for each photometric index. A séimple file is 

given below. Note that the stair IDs aire identical in format to the ones given 

in the fetch file.

2 INDICES: V V- I

pg0231-0 16 .1050 0 .0 0 6 8 -0 .5 3 4 0 0 .1221

pg0231-B 14 .7350 0 .0 0 3 0 1 .9 5 1 0 0 .0 0 5 7

pg0918-B 13 .9630 0 .0 0 3 4 0 .7 8 7 0 0 .0 0 5 6

pg0918-A 14 .4900 0 .0 0 3 3 0 .6 6 1 0 0 .0 0 8 5
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CCDSTD

This program transforms the instmmentéil magnitudes from CCDOBS 

to stzindcird magnitudes using the stcindard magnitudes and colours from 

CCDLIB, via least-squares aucdysis of the treinsformation and extinction co­

efficients. However one additional file is required before the transformation 

can be computed. This extra file contains information on how the photomet­

ric indices are formed from the constituent magnitudes, as well as equations 

relating the observed instrumental magnitudes to the standard magnitudes. 

If some of the transformation coefficients are known beforehand, they are 

included in this file. A sample is given below:

M1=I1
M 2=I1-I2
I1=M1
I2=H1-M2
01 = Ml + AO + A 1*I2 + A2*X
02 = M2 + BO + B 1*I2 + B2*X

The first line of the file relates the first stcindcird magnitude M l to the first 

standard photometric index II in the library, while the second indicates to 

the program how to compute the second standard magnitude M2 from the 

first and second photometric indices. In this case. Ml =  V, and II =  V, while 

M2 =  I  (formed from the difference in the two indices V  and (V̂  — f)). The 

third and fourth lines relate the indices to the magnitudes. The last two lines 

relate the observed magnitudes 0 1  and 0 2  to the standard magnitudes cind 

indices via the transformation coefficients AO through A2, and BO through 

B2 (X is the airmass of the observation). The coefficients are the zero point, 

colour terms, and first order extinction.

The program outputs a file with a .clb extension (this is the transforma­

tion equation file I mentioned in the description of the .inf file), and a file of
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residuals with extension .rsd. Examples of these two files are given below.

M l= l l

M2=I1-I2
I1=M1

I2=M1-M2

01 = Ml + AO + A1*I2 + A2*I2*I2 + A3*X + A4*I2*X

02 = M2 + BO + B1*I2 + 32*12*12 + B3*X + B4*I2*X

AO = 3.1181011

A1 = -0.1799160

A2 = 0.1124521

A3 = 0.1745649

A4 = 0.1343253

30 = 3.2405980

31 = -0 .1701460

32 = 0.1093539

33 = 0.1486126

34 = 0.1575854

81 = 0.0163537

52 = 0.0205413

M1=I1

M2=I1-I2
I1=M1

I2=M1-M2
01 = Ml + AO + A1*I2 + A2*I2*I2 + A3*X + A4*I2*X

02 = M2 + BO + B1*I2 + 32*12*12 + B3*X + B4*I2*X

F i t t i n g  r e s id u a ls  i n  v

(Computed m agnitudes and r e s id u a ls  zure on th e  in s t ru m e n ta l  sy stem .)

S ta r  Frame T X I n t .  S td .

Obs Comp. R e s id . S ig . wt V V -I

pg0231+0Sl-B 1 .9 0  506.81 2 .683  1.395 60 .0

14.735 18.00 17.993 0 .006 0.018 1 .00 14.735 1.951
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20 s ta n d a rd s  1 ? ' s  0 ! 's

AO = 3.1181 4— 0.0162

A1 = -0 .1 7 9 9 +- 0.0242

A2 = 0.1125 +- 0 .0104

A3 = 0.1746 +- 0 .0302

A4 0.1343 +- 0 .0397

20 s t a r s ,  a d d i t io n a l  o b s e rv a t io n a l  s c a t t e r  = 0 .0 1 6 4 , av erag e  s ta n d a rd  

e r r o r  0 .0196 p e r  o b s e rv a t io n .

F i t t i n g  r e s id u a ls  i n  i

(Computed m agnitudes and r e s id u a ls  a re  on th e  in s t ru m e n ta l  sy s tem .)

S ta r  Frame T X I n t .  S td .

Obs Comp. R es id . S ig . wt V V-I

pg0231+0Sl-B 0 .25  507 .66  2 .733 1 .398  60 .0  12.784

16.179 16.176 0 .002  0 .022  1.00 14.735 1.951

25 s ta n d a rd s  2 ? ' s  0 ! 's

BO = 3.2406 +- 0.0200

B1 = -0 .1 7 0 1 +- 0 .0317

B2 = 0.1094 +- 0 .0132

B3 = 0.1486 +- 0.0386

B4 = 0.1576 +- 0 .0570

25 s t a r s ,  a d d i t io n a l  o b s e rv a tio n a l  s c a t t e r  = 0 .0 2 0 5 , average  s ta n d a rd  

e r r o r  0 .0256 p e r  o b s e rv a tio n .

The second example is fairly self-explanatory with regards to the content,
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with the exception of the column CciUed “Frame”. This should contain the 

&ame name on which the stars in column 1 are found. However it gives two 

numbers instead. To date, I have not found the source of these numbers, 

and the program itself indicates the frame name should be written. The only 

explanation I have at this time is the executable form of the program is from 

a different version of the Fortran program given in the directory.

Following is an excerpt from Peter Stetson’s file about the additional 

observational scatter and “?” and

Notes concerning the .RSD file

“Additional observational scatter”: The user has specified in the 

input to the program (a) the uncertainty of the standard photo­

metric indices from the literature, and (h) the uncertainty of the 

instrumental magnitudes from the observational data. Taken to­

gether, these imply the amount of scatter that the standard-star 

observations may be expected to show about the best-fitting trans­

formation. In fact, the scatter is almost always observed to be 

larger than this, due presumably to error sources which are unre­

lated (a) to the observational errors of whoever set up the standard 

system, and (b) to the readout noise and Poisson statistics of the 

CCD observations. Examples of these error sources are: varia­

tions in transparency during the night; changes in the quantum 

efficiency of the detector; errors in the fiat-fielding of the data, 

combined with the stars’ being observed at different places on the 

chip; neglected higher-order terms in the transformations or sim­

ple star-to-star spectral differences which can not be related to 

the data at hand (e.g. two stars with exactly the same standard 

(B-V)’s might have different instrumental (b-v)’s i f  they have dif-
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ferent metallicities, gravities, or reddenings, and if the standard 

and instrumental bandpasses are sufficiently different). All such 

additional sources of error are described by the “additional ob­

servational scatter.” The program varies this quantity until the 

expected and observed scatters are equal. Each star is weighted in 

the fits by

wt =  l/[(e rr  o f  std. ind.)^+[err o f obs. magŸ+{add. obs. scat.Ÿ]

(B.2)

and Any residual which is between two and three standard 

errors [std error = quadratic sum of (error of std. indices), (error 

of obs. mag), and (addl obs. scatter)] is flagged with a Any 

residual larger than three standard errors is flagged with a “!”.

The .RSD file also types out for every star a weight describing 

the amount of confidence the program places in that observation.

Large residuals get reduced weight (= reduced confidence), so truly 

discordant observations should not distort the answers too much. 

Finally, the last columns for each star in the .RSD file give all 

the standard photometric indices for the star, so it is easy to use 

supermongo or some other plotting package to produce plots of 

residual versus everything under the Sun to look for systematic 

effects.

Stars which appear in the .OBS file but not in the .LIB file are 

treated as program objects. CCDSTD will type out their names on 

the terminal just so you can check and make sure they aren’t typos.

These stars will not be used to compute the transformations, but 

after the transformations have been computed they can be applied 

to the observations of these stars (see CCDAVE below).
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CCDAVE

This program tcikes the observations of each star in the .obs file, and 

computes the best average photometric indices on the standard system, using 

the .clb files generated by CCDSTD. The program asks for the library file, 

an output filename (extension .net) and the .obs file. The program is capable 

of using more than one .obs file, should you have several. The program then 

asks if you wish to use non-library steirs. If you answer yes, the steirs in the 

.obs file which do not appear in the .lib file {i.e. the local standards from the 

program frames) are included in the star list and reduced to the standard 

system as well. Finally, the program prompts for quantities called “sigma 

multipliers”. These numbers account for additional night-to-night scatter 

which is not always predicted correctly from the stemdard errors associated 

with the photometry. After the standzird error has been derived for each 

observation, it is multiplied by the appropriate sigma multiplier. I usually 

set these to 1 . 0  initially, eind ran the program a few times to get the correct 

numbers.
In addition to the .net file, the program generates an output file with a 

.ave extension. While the .net file contains only the final average magnitudes 

for each star (local standcirds included, if you answered yes to the question 

described above), the .ave file contains all the reduction information. Samples 

of the two files are given below.

2 INDICES: 

pg0231-0 1.000
V

16.1548 0.0591

V-
-0 .3 7 2 3

•I
0.1257 1 1

pg0231-B 1.000 14.7400 0.0431 1.9550 0.0774 1 1

pg0918-B 1.000 13.9687 0.0408 0.7688 0.0759 1 1

pg0918-A 1.000 14.4954 0.0417 0.6598 0.0781 1 1

n2141-28 2.390 14.4024 0.0335 1.3001 0.1341 6 2

n2141-34 0.952 14.5966 0.0137 0.7383 0.0391 6 4
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n2141-39 1.047 14.6567 0.0126 0.7289 0 .0350 8 6

n2141-40 1.068 14.6248 0.0240 1.6204 0 .0681 4 1

pg0231-0

16.155 0.025 10 8.85 365.9 16.527 0.036 10 7 .2 0 366.8

16.1548 0.0246 1 .00 16.5271 0.0364 1 .00

U2141-34

14.586 0.017 10 7 .04 965 .3 13.895 0.021 10 5 .7 1 966.0

14.653 0.017 6 7.12 964 .8 13.921 0.021 10 5 .5 0 965.3

14.557 0.017 8 6.91 964.6 13.821 0.021 10 5 .3 6 965.6

14.606 0.017 10 6.65 963.5 13.794 0.022 10 5 .5 7 554.7

14.583 0.017 10 6.28 553.0

14.600 0.017 10 6.63 554.1

14.5944 0.0111 1 .78 0 .0194 13.8581 0.0367 3 .43 0.0693

Note that the .net file has the same format as the .lib file, with the 

addition of a column of numbers between the star name and the standard 
photometric indices. These numbers are the root-mccin-squares of the % 

values. The last two columns contain the number of frcimes in each filter.
The .ave file contenus the star name, followed by the calculated magnitude 

and its observational error, a weight based on the residual, and what should 

be the firame ID (but looks like it isn’t), for each photometric magnitude. 

Underneath the dashed line is the weighted average photometric magnitude 

on the standard system (in this case V  éind /) , its average standard error, 

the X value (the ratio of the observed observation-to-observation scatter to 

the expected observation-to-observation scatter). Since these values eue both 

greater than one in the case for star n2141-34, an additional number is given.
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which is the amount of additional scatter shown by the magnitudes (0.0194 

mag in the case for the first filter).

REDUCE

The final program in the set transforms all the instrumental photometry 

to a standcird system, and produce average indices. The program asks for the 

file with the observational data (the .inf file), the file with the transfer table 

(the .tfr table which was generated by DAOMASTER), the file with the frame 

pairs (type ctrl-d if you don’t have this fUe to skip the question), the standard 

star library (give it the .net, not the .lib, file so that the local standards will 

be used as well), the name of the fetch file (.fet extension), the critical radius 

(2 or 3 pixels is fine), the sigma multiplier values you specified in CCDAVE, 

and the output filename. Note that two output files are produced -  the first 

one hcis extension .fnl cind contains the final, average magnitude and colours, 

while the second one has the extension .zer and contains the zeropoints for 

each frame.
Sample .zer eind .fnl fUes are given below.

14.657 17.733 17.672 0.062 0.021 6 n2141-39
14.906 18.038 17.988 0.051 0.023 7 n2141-58
15.718 18.804 18.774 0.031 0 .022 10 n2141-117

16.081 19.202 19.176 0.027 0.028 10 U2141-154

15.496 18.572 18.575 -0 .0 0 3 0.021 7 n2141-102

15.164 18.242 18.207 0.035 0 .024 9 U2141-80
15.223 18.308 18.316 -0 .0 0 7 0 .024 7 U2141-83
14.049 17.217 17.217 0.001 0.021 8 U2141-19

15.715 18.793 18.778 0.016 0 .024 10 n2141-115

15.497 18.580 18.547 0.034 0.023 9 n2141-103
14.799 17.926 17.916 0.010 0 .030 10 U2141-48

0.0231 0.0073 f9 1 4 .a ls
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11 .9271

0..0231 0 .0073 0.9271 11 f9 1 4 . a l s «

50001

0.000
711.463 

0 3

636.028

1
11.0211 0.0097 1.0734 0.0247 0.965 -0 .0 2 0

50002

0.000
416.229 

0 2

831.497

1

11.1184 0 .0092 1.1338 0.0244 0.709 0.060

50003

0.000

710.745 

0 1

634.517

1

11.8204 0.0230 2.0405 0.0376 1.195 0.006

The .zer file contains the standard magnitude from the .net file, the raw 

magnitude from the .eds file corrected for exposure time cind a zeropoint 

term (called dot in the program) which is derived from the standcird and raw 

magnitude and a transformation term obtained from the airmass and time of 

observation, the magnitude from the .als file corrected only for exposure time, 

the dat value, the square root of the sum of the errors from the standard and 

raw magnitudes, the weight, and the secondary standard ED name. Under 

the dashed lines are the average zeropoint, error, file from which the standard 

stars were taken, the number of observations in the average and the mean 

error of unit weight. This information is repeated on one line.

The .fhl file contains, for each star, an ED number, x and y coordinates, 

a magnitude and error, colour (or colours) and error(s), values for % and 

sharpness, two values which should be non-zero if you had files of frame- 

pairs which you specified at the beginning of the program (I didn’t need this 

option, which I assume would be useful for variable star semches, so I don’t 

know what these numbers should be) and the number of V  and I  frames in 

which the star appeared.




