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ABSTRACT A convolutional network (CN) code can be described by either global encoding kernels (GEKs) or local encoding kernels (LEKs). In the literature, the multicast property of a CN code is described using GEKs, so the design algorithms for multicast CN codes employ GEKs to check this property. For cyclic networks, using GEKs makes the design algorithms time-consuming. In this paper, a new approach is proposed for the design of multicast CN codes for networks with cycles. First, a formula is presented to describe the multicast property using LEKs rather than GEKs. Then, this formula is used to develop a design algorithm for multicast CN codes. This algorithm does not use GEKs, which makes it more efficient than GEK-based algorithms, particularly for large cyclic networks.
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I. INTRODUCTION

Linear network coding over cyclic networks has attracted significant attention because of the many practical applications [1]–[6]. Over cyclic networks, data propagation around a cycle may be noncausal. To break the deadlock, a time delay is used and this data transmission scheme is called convolutional network (CN) coding [7]–[9]. In a CN code, intermediate nodes perform linear operations on a rational power series [2], so through each edge flows a linear combination of the symbols generated by the sources. The coefficients of this linear combination form a vector called the global encoding kernel (GEK) and the coefficients of the linear operation are called the local encoding kernel (LEK).

For a single source multicast network, there exists a CN code over a sufficiently large rational power series that achieves the max-flow, which is the smallest minimum cut between the source node and any sink node [2]. Such a CN code is said to be multicast. In the literature, the multicast property of a code is described by GEKs, i.e. a code is multicast when the matrix constructed using the GEKs of the incoming edges of each sink has full-rank. All existing algorithms in the literature for designing multicast CN codes use this condition [1], [2], [10], [11]. Unfortunately, using GEKs makes the design algorithm time-consuming for networks with cycles.

In this paper, a new approach is presented to design multicast CN codes. First a formula is proposed to check the multicast property using LEKs rather than GEKs. This formula is then used to develop a design algorithm for multicast CN codes. This algorithm does not use GEKs and so it is more efficient than GEK-based algorithms, particularly for large cyclic networks.

The rest of the paper is organized as follows. In Section II, CN coding on cyclic networks is presented. In Section III, a formula is presented to check the multicast property of a CN code. An algorithm for finding LEKs of a multicast CN code is given in Section IV. Finally, Section V provides a summary of the results.

II. CONVOLUTIONAL NETWORK CODING

In this paper, a single source multicast network is modeled as a finite directed multi-edge graph $\mathcal{N} := (\mathcal{V}, \mathcal{E} \cup \bar{\mathcal{E}}, h)$ where $\mathcal{V}$ is the set of nodes, $\mathcal{E}$ is the set of outgoing edges of the source node, $\bar{\mathcal{E}}$ is the set of other edges, and $h$ is the max-flow of the network. Without loss of generality, we assume that each sink has $h$ incoming edges, and the source has $h$ outgoing edges and no incoming edges. For a node $v$, the sets of incoming and outgoing edges are denoted by $\text{In}(v)$ and $\text{Out}(v)$, respectively. An ordered pair $(d, e)$ of edges is called an adjacent pair when the head of $d$ is the tail of $e$. Paths and cycles can be represented by sets of adjacent pairs. Thus, the path $e_1, e_2, \ldots, e_{k-1}, e_k$ is represented by the adjacent pair set $\{(e_1, e_2), \ldots, (e_{k-1}, e_k)\}$, and the cycle $e_1, e_2, \ldots, e_k, e_1$ is represented by the adjacent pair set $\{(e_1, e_2), \ldots, (e_k, e_1)\}$. 
For example, the only cycle in the network shown in Figure 1 is denoted by \{(3, 4), (4, 5), (5, 3)\}.

In a CN code, intermediate nodes perform linear operations on a rational power series \(F[(D)]\) which are rational functions of the form \(p(D)/(1 + Dq(D))\) where \(p(D)\) and \(q(D)\) belong to \(F[D]\), i.e. the polynomial ring over the field \(F\) [2].

**Definition 1:** A CN code \(K = (k_{d,e})\) on a network is defined as the assignment of an element \(k_{d,e} \in F[D]\) to each edge pair \((d,e)\) such that \(k_{d,e} = 0\) when \((d,e)\) is not an adjacent pair. The polynomial \(k_{d,e}\) is called the local encoding kernel (LEK). Further, corresponding to each edge \(e\) there is an \(h\)-dimensional column vector \(f_e\) over \(F[(D)]\), called the global encoding kernel (GEK), such that:
1. \(f_e = \sum_{d \in \text{In}(v)} k_{d,e} f_d\) for every edge \(e \in \text{Out}(v)\) and node \(v\).

In this paper, \(f_{e \in E'}\) denotes a matrix whose columns are GEKs of the edge set \(E'\). Further, \(k_{d,e} \in E', e \in E''\) denotes a matrix whose entries are LEKs \(k_{d,e}\) where \(d \in E'\) and \(e \in E''\). The second case in Definition 1 can be expressed as \(f_{e \in E} = [f_{e \in E'} k_{d,e}]_{d \in E', e \in E}\), which is equivalent to

\[
[f_{e \in E'}(I_{E'}) - k_{d,e} I_{d \in E'}] = k_{d,e} I_{d \in E', e \in E}.
\]

which is a system of linear equations with discriminant \(\det(I_{E'}) - k_{d,e} I_{d \in E'}\). If the discriminant is zero, then none or multiple solutions exist, otherwise there exists a unique solution on the quotient field of \(F[(D)]\).

**Definition 2:** The discriminant of a CN code \(K\) over a network is \(\delta(K) := \det(I_{E'}) - k_{d,e} I_{d \in E'}\). A code is said to be normal if it has a nonzero discriminant and determines a unique set of GEKs in \(\mathbb{F}^h[D]\).

**Definition 3:** A normal CN code on a network with max-flow \(h\) is said to be multicast when \(\text{rank}(f_{e \in \text{In}(r)}) = h\) for every sink \(r\).

For example, consider a binary CN code for the network in Figure 1. If the LEKs of this code are \(k_{1,3} = k_{2,4} = k_{3,4} = k_{4,5} = k_{5,3} = 1\), then the discriminant is zero. However, if the LEKs are \(k_{1,3} = k_{2,4} = k_{3,4} = k_{4,5} = k_{5,3} = D\), then the discriminant is nonzero and the unique GEKs are

\[
\begin{align*}
f_1 &= \begin{bmatrix} 1 \\ 0 \end{bmatrix}, & f_2 &= \begin{bmatrix} 0 \\ 1 \end{bmatrix}, & f_3 &= \begin{bmatrix} D^3/(1 - D)^3 \\ D^3/(1 - D)^3 \end{bmatrix}, \\
f_4 &= \begin{bmatrix} D^3/(1 - D)^3 \\ D^3/(1 - D)^3 \end{bmatrix}, & f_5 &= \begin{bmatrix} D^3/(1 - D)^3 \\ D^3/(1 - D)^3 \end{bmatrix}.\end{align*}
\]

This CN code is normal because all GEKs are in \(\mathbb{F}^2[(D)]\). Further, it is multicast because

\[
\begin{align*}
\text{rank}(f_{e \in \text{In}(r)}) &= \text{rank} \left( \begin{bmatrix} 1 & D^3/(1 - D)^3 \\ 0 & D^3/(1 - D)^3 \end{bmatrix} \right) = 2, \\
\text{rank}(f_{e \in \text{In}(r)}) &= \text{rank} \left( \begin{bmatrix} 0 & D^3/(1 - D)^3 \\ 1 & D^3/(1 - D)^3 \end{bmatrix} \right) = 2.
\end{align*}
\]

**III. DESCRIPTION OF THE MULTICAST PROPERTY USING LEKs**

In this section, we propose a formula to check the multicast property of a CN code. This formula uses the concepts of a multiple-cycle and the partial discriminant defined as follows.

**Definition 4:** A multiple-cycle in a network is defined as a union of some edge-disjoint cycles, where a cycle is a special multiple-cycle that is formed by one cycle. The sign of a multiple-cycle \(C\) is defined as \(\text{sgn}(C) := (-1)^{\sigma_C}\) where \(\sigma_C\) is the number of cycles that form \(C\). The set of all multiple-cycles is denoted by \(C\). For example, the cyclic multicast network shown in Figure 2 has only one multiple-cycle which is \{(15, 16), (16, 17), (17, 18), (18, 15)\}.

It was shown in [3] that the discriminant of a CN code \(K = (k_{d,e})\) on a network can be obtained via LEKs as

\[
\delta(K) = 1 + \sum_{C \in C} \text{sgn}(C) \prod_{(d,e) \in C} k_{d,e}.
\]

Inspired by this formula, we define the partial discriminant as follows.

**Definition 5:** In a network, a flow \(F\) for sink \(r\) is defined as a union of \(h\) edge-disjoint paths from \(E_r\) to sink \(r\). Let \(C_F \subseteq C\) be the set of all multiple-cycles which have no common edge with \(F\). The partial discriminant of a CN code \(K = (k_{d,e})\) with respect to flow \(F\) is defined as

\[
\delta_F(K) := 1 + \sum_{C \in C_F} \text{sgn}(C) \prod_{(d,e) \in C} k_{d,e}.
\]

Denote the set of all flows for a sink \(r\) by \(F_r\). The following theorem uses the concept of a partial discriminant to give a formula to check the multicast property of a CN code. The proof is given in the Appendix.

**Theorem 1:** A normal CN code \(K = (k_{d,e})\) on a network is multicast if and only if for each sink \(r\)

\[
\sum_{F \in F_r} \delta_F(K) \prod_{(d,e) \in F} k_{d,e} \neq 0.
\]

**IV. FINDING THE LEKs OF A MULTICAST CN CODE**

In this section, Theorem 1 is used to present an algorithm for finding the LEKs of a multicast CN code. This algorithm is based on LEKs and does not use GEKs. In the following, first the algorithm is described, and then its complexity is determined and compared with GEK-based algorithms. Finally, an example is given for this algorithm.
Algorithm 1 Algorithm for Finding the LEKs of a Multicast CN Code

1) Find a flow \( F_{r,0} \) for each sink \( r \).
2) For each sink \( r \), form \( \tilde{F}(r) \) and for each \( F \in \tilde{F}(r) \), set \( \Pi_F = \text{sgn}(F) \).
3) Assign zero to the adjacent pairs not in \( \tilde{N} \), consider an order on the edges, and for each edge \( e \), do
   3-1) set \( \sigma_r = 0 \) for sink \( r \in \hat{R} \),
   3-2) for each adjacent pair \( (d, e) \in A^e \),
      3-2-1) for each sink \( r \in \hat{R}_{d,e} \), the impermissible value of \( k_{d,e} \) is \(-\sigma_r/(\sum_{F \in \hat{F}_{r,d,e}} \Pi_F)\),
      3-2-2) assign a value to \( \sigma_r = \sigma_r + k_{d,e} \sum_{F \in \hat{F}_{r,d,e}} \Pi_F \),
      3-2-3) for each \( r \in \hat{R} \) and \( F \in \hat{F}_{r,d,e} \), set \( \Pi_F = k_{d,e} \Pi_F \).

A. ALGORITHM FOR FINDING LEKs

The algorithm consists of three steps. In the first step, a flow \( F_{r,0} \) is found to each sink \( r \). The union of these flows is called a flow path graph and denoted by \( \hat{N} \). In fact, \( \hat{N} \) is constructed by eliminating the nodes, edges and adjacent pairs from \( N \) that do not participate in any flow. We assign zero to the adjacent pairs not in \( \hat{N} \).

There may exist more than one flow in \( \hat{N} \) to each sink. In the second step, these other flows are found and the following set is formed for each sink \( r \)

\[
\hat{F}_r := \{ F : F \in F_r, F \subset \hat{N} \} \cup \{ F \cup C : F \in F_r, C \subset C_F, F \cup C \subset \hat{N} \}.
\]

In fact, each \( F \in \hat{F}_r \) is a flow for sink \( r \) or the union of a flow \( F' \) for sink \( r \) and a multiple-cycle \( C \) such that \( C \) and \( F' \) are edge-disjoint. Note that the flows and multiple-cycles must be in \( \hat{N} \). The sign of \( F \) is defined as \( \text{sgn}(F) := \text{sgn}(C) \). As a special case, if \( F \) is a flow, then the sign of \( F \) is defined as \( \text{sgn}(F) := +1 \).

Using this notation, the condition in Theorem 1 can be written as

\[
\sum_{F \in \hat{F}_r} \text{sgn}(F) \prod_{(d,e)\in F} k_{d,e} \neq 0. \tag{3}
\]

In the third step, LEKs for a code are found such that (3) is satisfied for every sink. For this, we first consider an order on the edges such that the last edges are the sink inputs and then an iterative process is employed according to the ordering of the edges. At the iteration associated with edge \( e \), we find suitable LEKs for the adjacent pairs in \( A^e := \{(d, e) : d \in E \cup E_e\} \).

In the following, we describe the method for finding these LEKs. At the iteration associated with edge \( e \), the LEKs of adjacent pairs in \( A^e \) for every \( e' < e \) have been determined in previous iterations. Let \( \hat{R} \) be the set of all sinks with at least two flows in \( \hat{N} \). For each \( F \in \hat{F}_r \), let \( \Pi_F = \text{sgn}(F) \prod_{(d,e)\in F, e < e'} k_{d,e} \), and for each sink \( r \in \hat{R} \) and adjacent pair \( (d, e) \in A^e \), let \( \hat{F}_{r,d,e} \) be the set of elements of \( \hat{F}_r \) that contain adjacent pair \( (d, e) \) and their indeterminant LEKs are the same as for flow \( F_{r,0} \). To obtain the LEKs of a multicast CN code, it is sufficient that the LEKs of adjacent pairs in \( A^e \) are chosen such that for each sink \( r \in \hat{R} \),

\[
\sum_{(d,e)\in A^e} \left( k_{d,e} \sum_{F \in \hat{F}_{r,d,e}} \Pi_F \right) \neq 0. \tag{4}
\]

These LEKs are chosen according to an ordering on the adjacent pairs in \( \hat{A} \) defined as \( (d, e) < (d', e) \) if \( d < d' \).

Let \( \hat{R}_{d,e} \) be the set of all sinks \( r \in \hat{R} \) for which \( \hat{F}_{r,d,e} \neq \emptyset \) and \( \hat{F}_{r,d,e} = \emptyset \) for every \( d' > d \). To find a suitable value for \( k_{d,e} \), first the values of \( k_{d,e} \) are found that do not satisfy condition (4) for each sink \( r \in \hat{R}_{d,e} \). These are called the impermissible values of \( k_{d,e} \). Then, an arbitrary value other
than an impermissible value is assigned to \( k_{d,e} \). Note that because of causality, the LEK of at least one adjacent pair on each cycle in \( \mathcal{N} \) must be divisible by \( D \). This algorithm is summarized in Algorithm 1.

The following theorem gives an upper bound on the required alphabet size to ensure the existence of a multicast CN code on a unit-delay network. In a unit-delay network, a symbol is transmitted on every channel with a transmission delay of exactly one time unit.

**Theorem 2:** For a unit-delay network, there is a multicast CN code on \( \mathbb{F}[(D)] \) if

\[
|\mathbb{F}| > \min(|\hat{\mathcal{N}}| + 1, |\mathcal{R}|).
\]

**Proof:** For each sink \( r \), there is at most one value that violates condition (4), and for each sink not in \( \hat{\mathcal{R}} \), the only value that can violate this condition is zero. Thus when \( \mathcal{R} \subset \hat{\mathcal{R}} \), we can find LEKs from \( \mathbb{F}[(D)] \) if \( |\mathbb{F}| > |\mathcal{R}| + 1 \), and when \( \hat{\mathcal{R}} = \mathcal{R} \) we can find LEKs from \( \mathbb{F}[(D)] \) if \( |\mathbb{F}| > |\mathcal{R}| = |\hat{\mathcal{R}}| \). Therefore, LEKs can be found from \( \mathbb{F}[(D)] \) if \( |\mathbb{F}| > \min(|\hat{\mathcal{N}}| + 1, |\mathcal{R}|) \).

**B. ALGORITHM VERIFICATION**

Consider a causal CN code for which the LEKs of adjacent pairs not in \( \hat{\mathcal{N}} \) are zero. From Theorem 1, this code is multicast if and only if \( \sum_{e \in \mathcal{E}} k_{d,e} \neq 0 \) for each sink \( r \). When there is exactly one flow \( F_{r,0} \) to sink \( r \) in \( \mathcal{N} \), this condition is reduced to \( \delta_{F_{r,0}}(K) \prod_{e \in \mathcal{E}} k_{d,e} \neq 0 \), so it is not necessary to check the multicast property for this sink if the LEKs of the adjacent pairs in \( F_{r,0} \) are not zero. Hence, we focus only on the sinks with at least two flows, i.e., sinks in \( \hat{\mathcal{R}} \).

In the following, we show that at the end of the algorithm, condition (3) holds for all sinks. Let \( x_{d,e} \) be the indeterminant LEK associated with adjacent pair \((d,e)\). Before the iteration associated with edge \( e \), condition (3) for each sink \( r \) is a multivariable polynomial equation

\[
\sum_{F \in \hat{\mathcal{F}}_r} \left( \prod_{(d,e) \in F, e \neq e} k_{d,e} \right) \left( \prod_{(d,e) \in F, e \neq e} x_{d,e} \right) = \sum_{F \in \hat{\mathcal{F}}_r} \prod_{(d,e) \in F, e \neq e} x_{d,e} \neq 0.
\]

To obtain the LEKs of a multicast CN code, it is sufficient to assign \( k_{d,e} \) to each \((d,e) \in \mathcal{A}^e\) such that (5) is nonzero for each sink \( r \in \hat{\mathcal{R}} \). The sum of the terms in (5) divisible by \( \prod_{(d,e) \in F_{r,0}, e \neq e} x_{d,e} \) forms the polynomial

\[
\left( \prod_{(d,e) \in F, e \neq e} x_{d,e} \right) \sum_{(d,e) \in \mathcal{A}^e} \left( x_{d,e} \sum_{F \in \hat{\mathcal{F}}_r,d,e} \Pi_F \right).
\]

Clearly if (6) is nonzero, then (5) is also nonzero, so we assign an LEK \( k_{d,e} \) to each \((d,e) \in \mathcal{A}^e\) such that \( \sum_{(d,e) \in \mathcal{A}^e} k_{d,e} \sum_{F \in \hat{\mathcal{F}}_r,d,e} \Pi_F \neq 0 \) for each sink \( r \in \hat{\mathcal{R}} \). This condition is the same as condition (4) in the algorithm. Hence, at the end of the algorithm, condition (3) holds for all sinks, and so the code obtained is multicast.

**C. COMPLEXITY ANALYSIS**

Let \( \hat{\mathcal{F}} := \bigcup_{r \in \mathcal{R}} \mathcal{F}_r \). The following theorem provides the time complexity of the proposed algorithm.

**Theorem 3:** For a given network, the time complexity of finding the LEKs for a multicast CN code is

\[
O \left( |\hat{\mathcal{F}}||\mathcal{E}| + h|R||\mathcal{E}| \right).
\]

**Proof:** In step 1, a flow path graph for a network is found in \( O(h|R||\mathcal{E}|) \) time. In step 2, all flows in the flow path graph are found in \( O(|\hat{\mathcal{F}}||\mathcal{E}|) \) time. In step 3, for each edge \( e \), in the process of assigning LEKs to adjacent pairs in \( \mathcal{A}^e \), condition (4) is checked at most once for each sink \( r \in \hat{\mathcal{R}} \), and each check operation takes at most \( O(|\hat{\mathcal{F}}_r|) \) time. Thus, for each edge \( e \), steps 3-2-1 and 3-2-2 take at most \( O(|\hat{\mathcal{F}}|) \) time. Further, for each edge \( e \) and sink \( r \), the process of updating the parameter \( \Pi_F \) takes at most \( O(|\hat{\mathcal{F}}_r|) \) time, so for each edge \( e \), step 3-2-3 takes at most \( O(|\hat{\mathcal{F}}|) \) time.

The total time complexity of the proposed algorithm is then

\[
O \left( |\hat{\mathcal{F}}||\mathcal{E}| + |\hat{\mathcal{F}}||\mathcal{E}| + |\hat{\mathcal{F}}||\mathcal{E}| \right) = O \left( |\hat{\mathcal{F}}||\mathcal{E}| + h|R||\mathcal{E}| \right).
\]

In the following, the proposed algorithm is compared with GEK-based algorithms for designing multicast CN codes in networks with cycles.

1) **COMPARISON WITH THE LIFE ALGORITHM**

For acyclic networks, the best existing algorithm for designing multicast linear codes is the LIF algorithm for which the time complexity is \( O(|\mathcal{E}|||R|/h^2|) \) [10]. For cyclic networks without knots, the LIF algorithm was generalized to the LIFE algorithm which has the same time complexity as the LIF algorithm [11]. A knot is a special collection of cycles defined in [11]. In comparison, our algorithm can be applied for networks with knots. Further, considering \( \mu = |\hat{\mathcal{F}}||\mathcal{R}| \), our algorithm is more efficient than the LIFE algorithm when \( \mu \) is low and \( h \) is high.

2) **COMPARISON WITH THE ALGORITHM IN [1]**

The first polynomial time algorithm for designing multicast CN codes over cyclic networks was presented in [1]. This algorithm uses GEKs to check the multicast property. It updates the GEKs after finding the LEKs associated with each edge. This update process is time consuming and results in a high complexity algorithm. The time complexity of the algorithm is \( O(|\mathcal{R}|^2|\mathcal{E}|^{1+w+2}) \) where \( 2 \leq w < 2.73 \). Because of the power of \( |\mathcal{E}| \) in the time complexity, our algorithm is more efficient than the algorithm presented in [1] when the number of edges is high, i.e., the network is large. The key reason for this advantage is that our algorithm uses LEKs, but the algorithm in [1] uses GEKs to check the multicast property, and updating GEKs is a time consuming process.
3) COMPARISON WITH THE DECYCLING METHOD

The decycling method [2] is another polynomial time algorithm for designing multicast CN codes over cyclic networks. This method first associates every cyclic network with a four layer acyclic network with max-flow $|\mathcal{E}|$ such that every multicast linear network code on the acyclic network induces a multicast linear network code on the cyclic network. Then existing algorithms for acyclic networks are used to design a multicast linear code for the acyclic network. Thus with this method, $|\mathcal{E}|$-dimensional GEKs are used to check the multicast property. This check process is time consuming for large networks because the dimension of the GEKs is high. The time complexity of this algorithm is $\mathcal{O}(|\mathcal{R}||\mathcal{E}|^3)$. Because of the power of $|\mathcal{E}|$ in the time complexity, our algorithm is more efficient than the decycling method when the number of edges is high, i.e. the network is large. The main reason for this advantage is that our algorithm uses GEKs, while the decycling method uses GEKs with high dimension to check the multicast property.

D. FINDING LEKs FOR AN EXAMPLE NETWORK

In this subsection, Algorithm 1 is used to find the LEKs of a multicast CN code for the network shown in Figure 2. In this figure, each square is a node, each directed edge connecting two squares is a channel, and each directed edge in a square is an adjacent pair. For this network, each flow is the union of two edge-disjoint paths. We consider the following flows to construct a flow path graph

$$F_{r_1} = \{(1, 9), (9, 13), (13, 14), (14, 15), (15, 16), (16, 17), (17, 20)\}$$

$$F_{r_2} = \{(1, 9), (9, 13), (13, 22)\}$$

$$F_{r_3} = \{(1, 3), (3, 5), (5, 23)\} \cup \{(2, 24)\}$$

$$F_{r_4} = \{(1, 6), (6, 8), (8, 25)\}$$

$$F_{r_5} = \{(1, 6), (6, 8), (8, 27)\} \cup \{(2, 28)\}$$

The flow path graph contains all adjacent pairs except those denoted by the dashed lines in the figure. In this flow path graph, there is exactly one flow to every sink except $r_5$, so we have $\mathcal{R} = \{r_5\}$ and the multicast property is checked only for sink $r_5$. Sink $r_5$ has a flow different than flow $F_{r_5,0}$ which is $F_{r_5,0} = \{(1, 3), (3, 5), (5, 7), (7, 8), (8, 27)\} \cup \{(2, 28)\}$. There is only one multiple-cycle in the flow path graph which is $C = \{(15, 16), (16, 17), (17, 18), (18, 15)\}$, so we have

$$\hat{F}_5 = \{F_{r_5,0}, F_{r_5,1}, F_{r_5,2} = C \cup F_{r_5,0}, F_{r_5,3} = C \cup F_{r_5,1}\}.$$  

We assume that the network is unit-delay. In the following, the LEKs are obtained for a multicast CN code on $\mathbb{F}_3([D])$, where $\mathbb{F}_3 = \{0, 1, 2\}$.

We start from edge 3 because $A^4 = A^5 = \emptyset$. As $|A^e| = 1$ for $e = 3, 4$, we can assign any nonzero value to the adjacent pairs in these sets, so set $k_{1,3} = k_{2,4} = 0$. For $A^5$, because $\hat{F}_{r_5,3,5} = \hat{F}_{r_5,4,5} = \emptyset$, we can assign any nonzero value to the adjacent pairs in this set, so set $k_{3,5} = k_{4,5} = 0$. Because $|A^e| = 1$ for $e = 6, 7$, we can assign any nonzero value to the adjacent pairs in these sets, so set $k_{1,6} = k_{2,7} = 0$.

For $A^8$, we have $\hat{F}_{r_5,0,8} = \{F_{r_5,0}\}$ and $\hat{F}_{r_5,7,8} = \{F_{r_5,1}\}$. As $\hat{R}_{6,8} = \emptyset$, we can assign any nonzero value to $k_{6,8}$, so set $k_{6,8} = 0$. Because $\hat{R}_{7,8} = \{r_5\}$, we obtain the impermissible value of $k_{7,8}$ associated with sink $r_5$. This value is $-\Pi_{F_{r_5,0}}/\Pi_{F_{r_5,1}} = -D^2/D^3 = -1/D$, so we can set $k_{6,8} = D$. For $e = 9, \ldots, 14$, because the adjacent pairs in $A^e$ do not belong to any elements of $\hat{F}_5$, we can assign any nonzero LEK to these adjacent pairs, so assign $D$ to these adjacent pairs.

For $A^{15}$, we have $\hat{F}_{r_5,14,15} = \emptyset$ and $\hat{F}_{r_5,18,15} = \{F_{r_5,2}, F_{r_5,3}\}$. As $\hat{R}_{14,15} = \emptyset$, we can assign any nonzero value to $k_{14,15}$, so set $k_{14,15} = D$. Because $\hat{R}_{18,15} = \{r_5\}$, we obtain the impermissible value of $k_{18,15}$ associated with sink $r_5$. This value is

$$-\Pi_{F_{r_5,0}}/\Pi_{F_{r_5,1}} = -D^2/D^3 = 1,$$

so we can set $k_{18,15} = D$. As $|A^{16}| = 1$, we can assign any nonzero value to the adjacent pairs, so set $k_{15,16} = D$.

For $A^{17}$, we have $\hat{F}_{r_5,12,17} = \emptyset$ and $\hat{F}_{r_5,16,17} = \{F_{r_5,2}, F_{r_5,3}\}$. As $\hat{R}_{12,17} = \emptyset$, we can assign any nonzero value to $k_{12,17}$, so set $k_{12,17} = D$. Because $\hat{R}_{16,17} = \{r_5\}$, we require the impermissible value of $k_{16,17}$ associated with sink $r_5$. This value is

$$-\Pi_{F_{r_5,0}}/\Pi_{F_{r_5,1}} = -(D^2+D^4)/(D^3-D^5) = 1/D^2,$$

so we can set $k_{16,17} = D$. For $e = 18, \ldots, 26$, because the adjacent pairs in $A^e$ do not belong to any elements of $\hat{F}_5$, we can assign any nonzero LEK to these adjacent pairs, so we assign $D$ to these adjacent pairs. Because $|A^e| = 1$ for $e = 27, 28$, we can assign any nonzero value to the adjacent pairs in these sets, so set $k_{8,27} = k_{2,28} = D$. In summary, $D$ is assigned to all LEKs, so this code can also be designed on the binary field.

V. CONCLUSION

In this paper, the concept of multiple-cycles was introduced to develop a formula to check the multicast property of CN codes. This formula is based on LEKs and does not use GEKs. It was used to develop an algorithm for obtaining the LEKs of a causal multicast CN code with time complexity $O\left(\left|\hat{F}\right||\mathcal{E}| + h||\mathcal{R}||\mathcal{E}|\right)$, where $h$ is the max-flow, $E$ is the set of edges, $\mathcal{R}$ is the set of sinks and each element of $\hat{F}$ is a flow to a sink or the union of a multiple cycle and a flow to a sink such that the flow and the multiple cycle are edge-disjoint. This algorithm is based on LEKs and does not use
GEKs. Further, it was shown that this algorithm is more efficient than GEK-based algorithms, particularly for large cyclic networks.

**APPENDIX**

**PROOF OF THEOREM 1**

In this appendix, we first convert a network into a bipartite graph and then introduce a relation between the multiple-cycles and flows of the network and complete matchings of the bipartite graph. Finally, this relation is used to prove Theorem 1.

A network $\mathcal{N}$ can be converted into a bipartite graph $\mathcal{N}_B := (V^{(1)} \cup V^{(2)}, E)$ with two parts $V^{(1)}$ and $V^{(2)}$ and edge set $E$. This bipartite graph is constructed as follows.

1. Corresponding to each edge $e \in \mathcal{E}$ in $\mathcal{N}$, there is a vertex $v^{(2)}_e \in V^{(2)}$.
2. Corresponding to each edge $e \in \mathcal{E}$ in $\mathcal{N}$, there are two vertices $v^{(1)}_e \in V^{(1)}$ and $v^{(2)}_e \in V^{(2)}$ and an edge $\overline{ee} \in E$ from $v^{(1)}_e$ to $v^{(2)}_e$.
3. Corresponding to each adjacent pair $(d, e)$, there is an edge $\overline{de} \in E$ from $v^{(2)}_d$ to $v^{(1)}_e$.

Thus for a network $\mathcal{N}$, a bipartite graph $\mathcal{N}_B$ is constructed by adding edge $\overline{de}$ to the network corresponding to each adjacent pair $(d, e)$. For example, the graph on the left in Figure 3 is the bipartite graph of the network in Figure 1. The graph on the right illustrates the two parts of the bipartite graph.

**A. RELATIONSHIP BETWEEN COMPLETE MATCHINGS AND MULTIPLE-CYCLES AND FLOWS**

A complete matching is a matching that covers all vertices in one part of a given bipartite graph. A subset of $V^{(2)}$ covered by a complete matching is called a transversal. The set of matchings that cover transversal $T$ is denoted by $\mathcal{M}(T)$. Due to the structure of bipartite graph $\mathcal{N}_B$, the set $M_0 := \{\overline{ee}\mid e \in \mathcal{E}\}$ is a complete matching for $\mathcal{N}_B$ that covers transversal $\{v^{(2)}_e\mid e \in \mathcal{E}\}$.

For each sink $r$, let $\tilde{\mathcal{F}}_r := \mathcal{F}_r \cup \{F \cup C : F \in \mathcal{F}_r, C \in \mathcal{C} \text{ such that } C \text{ and } F \text{ are edge-disjoint}\}$, where $\mathcal{F}_r$ is the set of all flows for sink $r$. In fact, each element of $\tilde{\mathcal{F}}_r$ is a flow for $r$ or the union of a flow $F$ for sink $r$ and a multiple-cycle $C$ such that $C$ and $F$ are edge-disjoint. The following lemma gives the relationship between $\tilde{\mathcal{F}}_r$ and the set of complete matchings that cover transversal $T_r := \{v^{(2)}_e : e \not\in \text{In}(r)\}$.

**Lemma 1:** For each sink $r$, the function $\mu : \mathcal{M}(T_r) \to \tilde{\mathcal{F}}_r$, $\mu(M) := \{(d, e) : \overline{de} \in M \cap M_0\}$ is bijective.

**Proof:** If $M \in \mathcal{M}(T_r)$, then from [13], $\Delta M := M \cup M_0 - M \cap M_0$ is a set of edge-disjoint $M_0$-alternating cycles and paths and vice versa where the paths are from $\{v^{(2)}_e : e \in \mathcal{E}\}$ to $\{v^{(2)}_e : e \in \text{In}(r)\}$. An $M_0$-alternating cycle (or path) is a cycle (or path) whose edges belong alternatively to matching $M_0$ and not to $M_0$. Due to the structure of bipartite graph $\mathcal{N}_B$, $\Delta M$ is a set of edge-disjoint $M_0$-alternating cycles and paths from $\{v^{(2)}_e : e \in \mathcal{E}\}$ to $\{v^{(2)}_e : e \in \text{In}(r)\}$ in $\mathcal{N}_B$ if and only if the set $\{(d, e) : \overline{de} \in M \cap M_0\}$ is a flow for sink $r$ or the union of a flow for sink $r$ and a multiple-cycle.

For each nontrivial matching $M$, the sign function of $M$ is defined as $\text{sgn}(M) := (-1)^{M-M_0-\sigma_M}$ where $\sigma_M$ is the number of edge-disjoint paths and cycles of $\Delta M$. Let $\text{sgn}(M) = C$, then $\text{sgn}(M) = (-1)^{M-M_0-\sigma_M} = (-1)^{|C| - \sigma_M} = (-1)^{|C|} \text{sgn}(C)$.

**B. PROOF OF THEOREM 1 USING $\mathcal{N}_B$**

For a given CN code $K = (k_{d,e})$, define the $|\mathcal{E}| \times (|\mathcal{E}| + h)$ matrix $K' = [k'_{d,e}]$ as

$$
K' := \begin{bmatrix}
[k_{d,e}]_{d,e \in \mathcal{E}, e \in \mathcal{E}} \\
I_{|E|} - [k_{d,e}]_{d,e \in \mathcal{E}, e \in \mathcal{E}}
\end{bmatrix}^T
= \begin{bmatrix}
k_{d,e}^T_{d,e \in \mathcal{E}, e \in \mathcal{E}} - [k_{d,e}]_{d,e \in \mathcal{E}}\end{bmatrix}^T.
$$

(7)

This is the incidence matrix of $\mathcal{N}_B$ if the LEKs are replaced by one. Using this fact and the Leibniz formula [14], we have

$$
\text{det}(K'[T]) = \sum_{M \in \mathcal{M}(T)} \text{sgn}(M) \prod_{\overline{de} \in M} k'_{d,e},
$$

(8)

where $K'[T]$ is the $|\mathcal{E}| \times |\mathcal{E}|$ matrix formed from the columns of $K'$ corresponding to transversal $T$. We now use Lemma 1 to prove Theorem 1.

**Proof:** Let $A := I_{|\mathcal{E}|} - [k_{d,e}]_{d,e \in \mathcal{E}}$ and $B := [k_{d,e}]_{d \in \mathcal{E}, e \in \mathcal{E}}$. From (1), we have $[f]_{d \in \mathcal{E}, e \in \mathcal{E}} = [I_{|\mathcal{E}|}]_{[BA]^T}$. Since $A$ is invertible, we have $[BA]^{-1} B^T I_{|\mathcal{E}|} = (A^{-1} B^T I_{|\mathcal{E}|}) = (A^{-1})^T K'$, so from the duality theorem for vector matroids [15], the columns of $[f]_{d \in \mathcal{E}}$ are linearly independent if and only if the determinant of $K'[T_r]$ is nonzero. The determinant of $K'[T_r]$
is given by

\[
\det(K'[T_e]) = \sum_{M \in \mathcal{M}(T_e)} \prod_{T \in M} k_{e,d}^T
\]

Equality (a) is a consequence of (8). From (7), \(k_{e,d}^T = 1\) for every \(e \in \mathcal{E}\), and hence equality (b) holds. Equality (c) is a consequence of Lemma 1 and equality (d) holds from (7). Finally, equality (e) holds by factoring the LEKs of adjacent pairs in flows.
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