ABSTRACT

Digital filters form an important part in communications and information processing systems, and are increasingly incorporated in consumer electronics products.

In this thesis, the realization and the implementation of IIR digital filters are considered. New techniques for obtaining realizations of IIR filters that yield acceptable performance under finite wordlength constraints and are suitable for efficient hardware implementation are presented. Two main classes of efficient realizations have been obtained based on the state-space description. The first class of realizations consists of cascade or parallel connection of second-order sections having coefficients which are power-of-two and/or sum-of-two power-of-two. It is shown that these realizations provide low output roundoff noise, freedom of limit cycles and low computational complexity. The second class of realizations proposed is based on using simple residue-feedback schemes. It is shown that these realizations involving residue-feedback provide low output roundoff noise with in some cases significant reduction in the number of arithmetic operations required. Both classes of realizations provide lower output roundoff noise than many other existing low-noise realizations.

The implementations of some of the proposed realizations using DSP and/or ASIC VLSI have been also considered. Experimental results from the DSP implementation of some of the realizations proposed confirm their usefulness. Further, three efficient VLSI array-processor implementations of the IIR digital filters are also presented. The first implementation is developed from realization with residue feedback and is guaranteed to provide higher input sampling rate than existing direct implementation for narrow-band filters. The second implementation is developed from the general state-space realizations
Abstract

with full system matrix and provides a good compromise between hardware area and speed. The third implementation is developed from block-state description of IIR digital filter and provides high input sampling rate which is not limited by the speed of the processing elements involved. A new fixed-point inner-product processor is also developed to enhance the performance of some of the proposed implementations. These proposed implementations give the designer the possibility to choose the one best suited to the requirements (speed and/or area) of a particular application.

The results presented in this thesis indicate that the state-space description is a useful tool in obtaining realizations of narrow-band IIR digital filters which are not only efficient in terms of finite wordlength performances but they are also suitable for efficient hardware implementations.
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Chapter 1

Introduction

1.1 Digital Filters

A digital filter is a digital system that can be used to filter discrete-time signals. Digital filters form an important part in communication, information processing systems, and are increasingly incorporated in many consumer electronic products (e.g., digital hi-fi audio systems). The choice of filter has a significant impact on the performance and viability of all these systems. In recent years, advances in VLSI technology have further increased the usage of digital filters. It is now practical to implement real-time digital filters using high-speed microprocessors [1], [2], new special digital signal processors (DSP) chips [3], [4] or dedicated digital filter chips [5], [6].

The input-output relation of a causal, linear, time-invariant discrete-time system can be expressed in the form

\[ y(n) = \sum_{i=0}^{N} \alpha_i u(n-i) - \sum_{i=1}^{N} \beta_i y(n-i) \]  

(1.1)

where \( u(n) \) and \( y(n) \) denote the input and output signals of the system, \( \alpha_i \) and \( \beta_i \) are known as the coefficients of the system and \( N \) is referred to as the order of the system. If all \( \beta_i \) are zeros, then the linear system is called a non-recursive system; otherwise it is a recursive system. Non-recursive filters are referred as FIR (Finite Impulse Response) fil-
ters, and the recursive filters as IIR (Infinite Impulse Response) filters. The transfer function of the digital filter $H(z)$ can be easily derived by the application of the $z$-transform on (1.1) which results in

$$H(z) = \sum_{i=0}^{N} \frac{a_i z^{-i}}{1 + \sum_{i=1}^{N} \beta_i z^{-i}}$$

(1.2)

The design of digital filters comprises three general steps, as follows:

1. Approximation

2. Realization and study of finite wordlength (FWL) effects

3. Implementation

The approximation step involves determination of the order and the coefficients to satisfy the given design specifications. Extensive discussion on existing design methods for digital filters can be found in many standard books on this subject, such as [7]. The realization (synthesis) step of a digital filter is the process of converting the transfer function of the filter into a network. The network obtained is said to be the realization of the transfer function and there are an infinite number of realizations for the same transfer function. The performance of these various realizations of the same digital filter transfer function, however, is different in a practical implementation. In practice, digital filter hardware implementation has a finite precision which depends on the length of registers used to store numbers, the type of binary number system used (e.g., signed magnitude, two's complement), the type of arithmetic used (e.g., fixed-point, floating-point), etc. Usually, the realization step is accompanied with the study of those FWL effects. The implementation step can take two forms: software or hardware. Software involves the implementa-
tion of the filter network on a general-purpose digital computer or DSP chip. Hardware involves the mapping of the filter network onto dedicated hardware. The choice of implementation depends on the application at hand.

In this dissertation, the realization and the implementation of IIR digital filters are considered. The filter order and the coefficients \( \alpha_i \) and \( \beta_i \) are assumed known. Thus, the transfer function of the IIR digital filter in (1.2) is assumed to be already available.

Equation (1.1) or (1.2) indicates that a typical filtering operation involves two basic arithmetic operations, namely, multiplication and addition. The computational complexity of a filter implementation is usually defined by the number of multiplication and addition operations and has direct impact on the hardware cost and processing speed. Further, the type of arithmetic used, fixed-point or floating-point, has an impact on cost and speed. Compared with fixed-point arithmetic operations, floating-point multiplication and addition require more hardware area and result in slower computational speed. For nonreal-time applications on general digital computers, floating-point arithmetic is always preferred since neither the cost of hardware nor the processing speed is a significant factor. For real-time applications, fixed-point arithmetic is preferred since the area of the dedicated hardware and computational speed are always of prime concern [8], [9].

In this dissertation, the realization and the implementation of IIR digital filters using fixed-point arithmetic is considered.

### 1.2 Finite Wordlength Effects

In digital filter implementations, the representation of signals must have finite-precision due to using registers of finite wordlength. There are three primary finite wordlength effects in fixed-point IIR digital filters implementations. These effects are:

1. Changes in the input/output description of the filter due to representing the filter coefficients in finite wordlength registers.
2. Roundoff noise and quantization limit cycles caused by the quantization of the signals within the realization.

3. Limit cycles due to overflow which may occur when the internal overflowed variables is modified to be within the representable range.

These finite wordlength effects (FWL) will be briefly described in the following subsections

1.2.1 Coefficient Quantization

The quantization of the filter coefficients is manifested by a deterministic change in the input/output (I/O) characteristic of the filter transfer function $H(z)$. As this effect is deterministic, it is easier to analyze than other FWL effects. One popular method of measuring the effects of coefficient quantization is to examine the movement of poles and zeros caused by coefficient quantization [10]. The main conclusion of this analysis is that if the poles are close together, as in the case of narrow-band filters, a small change in the denominator coefficients of $H(z)$ can cause a large change in the location of the poles (a similar argument can be made for the zeros of the filter). Thus, it is recommended to separate the poles (and zeros) of a filter [11]. This is usually done by using cascade or parallel connections of first- and second-order subfilters. One can use these subfilters to isolate closely packed poles and zeros into separate realizations.

1.2.2 Signal Quantization

Signal quantization occurs when a variable wordlength exceeds the wordlength of the available hardware. In an IIR digital filter implementation, a wordlength reduction is necessary to prevent the wordlengths of the signals from increasing indefinitely. This reduction of the wordlength is commonly called "signal quantization process". Let us assume that the signal wordlength after quantization is $b$ fractional bits. So, the quantization step
size between quantization levels is \( q = 2^{-b} \). The output of a finite wordlength multiplier (i.e., multiplier followed by a quantizer) can be expressed as

\[
Q[\text{cu}(n)] = \text{cu}(n) - e(n)
\]  

(1.3)

where \( \text{cu}(n) \) and \( e(n) \) are the exact product and quantization error, respectively. \( Q[\cdot] \) represents the quantization process which can be rounding or truncation and \( e(n) \) will be referred by the generic term *roundoff noise*. The finite wordlength multiplier can thus be represented by the model depicted in Fig. 1.1.

![Figure 1.1: The model for product quantization.](image)

Theoretical studies and numerical simulations have shown [12], [13] that \( e(n) \) can be approximated by a white noise sequence, uncorrelated with \( u(n) \) and uniformly distributed. This model is valid under the assumption that the signal levels throughout the filter are much larger than the quantizer step size \( q \) and the input is spectrally active. More discussion about the validity of this model can be found in [14]. The noise power associated with \( e(n) \) depends on the binary system used (e.g., two’s complement or signed magnitude) and the quantization process (rounding or truncation). The most common type of the product quantization is the rounding of two’s complement numbers to the nearest quantization level; i.e., \(-q/2 \leq e(n) \leq q/2\) with equal probability. This two’s complement rounding will be assumed throughout the thesis, unless explicitly stated. In two’s complement rounding, the mean is zero and the noise variance \( \sigma_r^2 \) can be calculated as

\[
\sigma_r^2 = \frac{q^2}{12}
\]  

(1.4)
If the input to the digital filter is low-level, internal rounding errors are highly correlated and the white noise model for $e(n)$ in Fig. 1.1 is not valid in this case. An important example is the case of zero or constant input signal. Ideally, the output of a stable discrete-time filter would asymptotically approach zero or constant for zero-input or constant input, respectively, but because of quantization, small limit cycle oscillations can occur. These limit cycles usually have small amplitude and are usually called quantization (or granularity) limit cycles [15].

1.2.3 Overflow

Overflow in fixed-point digital filters can occur due to the involved addition operations. Transforming the overflowed variable to be within the representable range results in a highly nonlinear effect. Overflow can be avoided by using scaling of the variables. Scaling implies that the numerical values of internal filter variables (the inputs to the internal registers) remain in a range appropriate to the available hardware. The conservative scaling can eliminate any possibility of overflow, but may result in increasing the output roundoff noise relative to the input signal and thus reducing the output signal-to-noise (S/N) ratio. A popular approach is to make the probability of overflow acceptably small by employing a mild scaling constraint such as $l_2$-scaling [16]. This $l_2$-scaling is considered less conservative than many other scaling techniques and in the same time it leads to simple mathematical formulations [16]-[17].

$l_2$-scaling technique does not exclude the possibility of an overflow and therefore the performance of the filter if overflow happens is critical. The filter performance during overflow depends on many factors such as the filter realization, the nature of the input, the binary system used and the overflow function used in the filter. One possible consequence of the overflow nonlinearity is that the output of the filter after an internal overflow can be independent of the input sequence. This condition is called an overflow
oscillation. The two common overflow functions are the two’s complement function and saturation function shown in Fig. 1.2. The two’s complement overflow function has the advantage that it is not required to explicitly detect overflow and correct it while saturation overflow function requires special arrangements to detect the overflow and to saturate the result. On the other hand, it has been shown that saturation overflow function can preclude overflow oscillations in second-order sections [18].

![Overflow function characteristics](image)

Figure 1.2: Overflow function characteristics. (a) two’s complement. (b) saturation.

1.3 Study of FWL Effects in IIR Filter Realizations

Analysis of the FWL effects is usually done considering any of the three FWL effects discussed in Section 1.2 independently [17]. There are many approaches to study these FWL effects. In this section, the study of these FWL effects in direct structure and in state-space structures will be briefly summarized.

1.3.1 Direct Realization of IIR Filters

The realizations of the IIR digital filter by using the coefficients $\alpha_i$ and $\beta_i$ in (1.2) are called direct realizations. These direct realizations have the advantage of the lowest com-
putational complexity (they require only $2N + 1$ multiplications). However, these direct realizations perform poorly under FWL constraints. They have high output roundoff noise, high coefficient sensitivity and they are susceptible to overflow and quantization limit cycles [17], [18]. These bad performance becomes more apparent and more severe when narrow-band IIR filters are considered. Cascade (or parallel) connection of second-order sections, where each second-order section can be realized as direct form, improves the FWL performance [19] to some extent. However, their FWL performance is still not satisfactory especially for narrow-band IIR filters [20], [21]. There are two approaches to handle this problem. The first approach is to try to improve the FWL performance of the direct realization [20-27]. This approach generally trades the improvement in the FWL performance with increased computational complexity. The second approach is to find other realizations which perform much better under the FWL constraints [28-29]. A powerful approach to investigate new realizations is by using the internal description of the linear systems which is known as the state-space description. The investigation of different realizations for the same transfer function can be carried out by applying similarity transformations.

1.3.2 State-Space Description of IIR Filters

The state-space description \{A, B, C, d\} of the $N$th-order stable minimal SISO transfer function in (1.2) is given by

$$x(n+1) = Ax(n) + Bu(n) \quad x(n) \in \mathbb{R}^N$$  \hspace{1cm} (1.5)

$$y(n) = Cx(n) + du(n) \quad u(n), y(n), d \in \mathbb{R}$$  \hspace{1cm} (1.6)

where $A, B, C$ are matrices of dimension $N \times N$, $N \times 1$, and $1 \times N$, respectively, and $d$ is a scalar. The block diagram of the state-space description is shown in Fig. 1.3 and the transfer function is given by
\[ H(z) = d + C(zI-A)^{-1}B \]  

Under the assumption of infinite precision and exact representation of \( \{A,B,C,d\} \), all the realizations of (1.5) and (1.6) which satisfy (1.2) would have the exact performance since they represent the same transfer function \( H(z) \). However under the FWL constraint, these realizations perform differently.

\[ (n+1)x(n) = \{u(n) \} \]

Figure 1.3: Block diagram of the state-space description of a linear system.

In order to calculate the output roundoff noise, the following FWL implementation of (1.5) and (1.6) will be adopted

\[ \widehat{x}(n+1) = AQ[\widehat{x}(n)] + Bu(n) \]  
\[ \widehat{y}(n) = CQ[\widehat{x}(n)] + du(n) \]

The state-space matrices \( \{A,B,C,d\} \) and the input \( u(n) \) are assumed to have exact representation, i.e., coefficient and input quantizations are neglected for the present analysis. In (1.8) and (1.9), the addition operations are assumed to be executed in double-precision.
accumulators. The quantization process $Q[ \cdot ]$ can be expressed as

$$Q[ \bar{x}(n)] = \bar{x}(n) - e(n)$$

(1.10)

where $e(n)$ is the roundoff residue vector with each element having a variance of $\sigma_r^2$ defined in (1.4).

$l_2$-scaling which guarantees equal probability of overflow for all states is equivalent to imposing the following constraint [16]

$$k_{ii} = 1 \quad \forall i$$

(1.11)

where $k_{ii}$ is the $i$th diagonal element of the covariance matrix $K$ which can be calculated from [16]

$$K = AKA^t + BB^t$$

(1.12)

where "$t$" denotes the transpose of a matrix.

By using the noise model in Fig. 1.1 and assuming double-precision additions, the output roundoff noise can be calculated as

$$\sigma^2 = \sigma_r^2 [1 + \text{trace}(W)]$$

(1.13)

where $W$ is the noise matrix which can be calculated from [16]

$$W = A^tWA + C^tC$$

(1.14)

The first term on the RHS of (1.13) is due to rounding at the output node while the second term is due to the propagation of the roundoff errors of the internal states.

Under any similarity transformation $T$, any realization $\{A_0, B_0, C_0, d\}$ of $H(z)$ can be transformed to another realization which in general performs differently under the FWL effects. The new realization matrices $\{A_T, B_T, C_T, d\}$, covariance matrix $K_T$, and the
noise matrix $W_T$ satisfy

$$A_T = T^{-1}A_0 T, \quad B_T = T^{-1}B_0, \quad C_T = C_0 T$$

$$K_T = \left(T^{-1}\right)K_0\left(T^{-1}\right)^t, \quad W_T = T'W_0 T$$

(1.15)

The problem of finding the state-space structure that minimizes the output roundoff noise under the $l_2$-scaling has been solved by Mullis and Roberts [28] and Hwang [29]. This structure will be called the MRH structure for the sake of convenience. The MRH structure provides the minimum output roundoff noise, minimum coefficient sensitivity [31] and it is free of zero-input limit cycle oscillations [32], [33]. However, all these merits have been offset by the large number of multiplication and addition operations since $(N + 1)^2$ multiplications and $N(N + 1)$ additions are required to compute each output sample. One approach to reduce the extensive computations required for $N$th-order state-space filter is to implement the filter as a cascaded or parallel combination of first- and second-order minimum-noise sections [34], [35]. Although this solution significantly reduces the computations, the computation for each second-order section is still higher compared to second-order direct form section. Therefore, it is required to reduce the computational complexity of each second order-section. This can be achieved by searching for a second-order realization in which some of the coefficients are zero or power-of-two [36-41]. This is usually achieved at the price of increasing the output roundoff noise. Continuing along this direction, a new second-order realization is proposed in this thesis which has excellent FWL performance with the same number of nontrivial multipliers as a second-order direct form section.

Although the realization of second-order low-complexity state-space sections reduces the computational complexity to an acceptable level, the resulting structure loses some of the desirable features such as minimum output roundoff noise and freedom of zero-input limit cycles. Furthermore, the problem of finding the optimal zero-pole pair-
ing and section ordering is generally difficult to investigate especially for high-order filters. Therefore there is still interest in the realization of the state-space filters as one section. In this thesis, the realization and the implementation of one-section digital filters will be emphasized and investigated.

1.3.3 Residue-Feedback Technique

A general method that has been used to reduce the effect of the error inherent in any quantization operation is error spectral shaping [25], [42] (also called residue-feedback (RF) [43]). It has been effectively used to reduce the output quantization noise and/or to eliminate limit cycles of IIR digital filters in both direct [25-27], [44], [45] and state-space forms [46], [47]. The RF technique is usually implemented by extracting the quantization errors (residues) due to product quantization. These residues are sometimes weighted before they are fed back for use in the next iteration. In general, weighting the residues requires extra multiplication operations [42], [44] which leads to increased computational complexity. Other RF schemes have been proposed in which the residue coefficients are restricted to be either integer or power-of-two [48-50]. One solution which eliminates the need for RF multiplications or shift operations is reported in [51] in which the residue coefficients are restricted to ±1.

1.4 Filter Implementation

Given a specific IIR digital filter realization, the implementation can assume two forms, namely software and hardware. This classification is somewhat artificial, however, since software and hardware are nowadays highly interchangeable. For nonreal-time applications, speed is not of considerable importance and the implementation might assume the form of a computer program running on a general-purpose computer. General-purpose computers can not offer satisfactory speed for real-time applications due to severe sys-
Digital signal processors (DSP's) are special-purpose chips designed to efficiently implement most of the digital signal processing algorithms. These DSP chips offer a good tradeoff between hardware speed and cost for real-time applications. Therefore, they offer satisfactory solutions for many applications.

However, for many real-time applications such as real-time digital image and video filtering, speed is of essence and dedicated, highly specialized parallel hardware is the only viable solution. There are many approaches for designing special-purpose hardware (e.g., array-processors, distributed arithmetic, etc.). Very large scale integration (VLSI) array-processor implementation with local communications offers a promising solution for these high-speed applications.

1.5 VLSI Array-Processor Implementation

In many real-time DSP applications, speed is of prime importance. For such applications, parallel processing capabilities in terms of speed and data volume are essential. The availability of low-cost, high-density, high-speed VLSI devices, and the emergence of computer-aided design facilities, presages a major breakthrough in the design of massively parallel processors.

A possibility for the real-time implementation of digital filtering is to use special purpose array-processors, and to maximize the processing concurrency by either pipeline processing, parallel processing or both [52]. A systolic system consists of a set of locally and regularly interconnected processors, each capable of performing some simple operation. Information in a systolic system flows between cells in a pipelined fashion, and communication with the outside world occurs only at the boundary cells [53]. A systolic array is very amenable to VLSI implementation by taking advantage of its regular, and localized data flow [52-56]. It is especially suitable to a special class of compute-bound
algorithms in which the total number of operations is larger than the total number of input and output data elements. A systolic array often represents a direct mapping of computations onto processor arrays. Consequently, the systolic array features the important properties of modularity, local interconnection, as well as a high degree of pipelining and highly synchronized multiprocessing.

Several techniques for mapping algorithms onto processor arrays have been discussed in the literature [52], [55-57]. Kung [52] presented the signal flow graph (SFG) approach which is derived from the dependence graph (DG). The SFG can be mapped directly onto a systolic array by mapping nodes onto processor elements (PEs) and edges onto interconnections. Timing and data movement are derived from a linear timing function applied to the DG nodes.

The VLSI array-processor architecture is suitable for algorithms which mainly contain many parallel computation operations. Block-state space description of IIR digital filters [58], [59] is a highly parallel algorithm where the input data samples are processed in blocks. The speed of the implementation based on the block-state space description of IIR can be increased by increasing the input block length at the expense of increasing the hardware complexity.

The basic elementary operations in state-space IIR filter is a series of multiply-add operations. These operations can be transformed to inner-product operations by mapping the IIR algorithm such that calculations required for each output sample are locally executed. The conventional way to obtain an inner-product is to use a multiplier followed by an accumulator where the result of each multiplication is added to the previous result stored in the accumulator.

1.6 Organization of the Dissertation

The dissertation comprises eight chapters. In this chapter, a brief introduction to the prob-
lems considered in this thesis is presented.

In Chapter 2, new realizations of fixed-point second-order IIR digital filter sections are presented. These realizations have coefficients which are power-of-two or sum of power of two and lower output roundoff noise than many well-known low-roundoff realizations, freedom of limit cycles, and the same number of nontrivial multipliers as the direct structure. Numerical comparisons between the proposed realizations and other low-noise second-order realizations are also presented.

In Chapter 3, the realization of one-section IIR digital filters using residue-feedback is considered. Specifically, the problem of synthesizing fixed-point realizations of $N$th-order IIR digital filters, which use diagonal residue feedback matrices to minimize the output roundoff noise subject to $l_2$-scaling, is considered. Optimal and suboptimal (in terms of output roundoff noise) $N$th-order realizations are developed for low-pass, high-pass, band-stop, and band-pass filters using simple residue-feedback schemes. The proposed suboptimal residue feedback structures for narrow-band IIR filters provide near-optimal roundoff noise and have a saving of at least $N(N-2)/2$ multiplications over the optimal structures. Moreover, these suboptimal structures can be chosen to have block-triangular state-update matrices which are more suitable for high-speed hardware implementations. Extensive numerical comparisons between the proposed suboptimal structures and three other low-noise structures show that the proposed suboptimal structures provide excellent performance in terms of output roundoff noise and coefficient sensitivity as well as low computational complexity.

In Chapter 4, two implementations for one of the suboptimal realizations proposed in Chapter 3 are presented. The first is implemented on a general DSP (Motorola DSP56001). The cost and FWL performance are investigated and analyzed. Experimental and theoretical results are compared and discussed. It is shown that this DSP implementation provides low output roundoff noise, freedom from limit cycles for the
examples considered and speed suitable for most audio applications. The second pro-
posed implementation is a fully-pipelined VLSI array-processor architecture which can
be used for high-speed applications. This implementation provides better performance in
terms of hardware area and speed compared to existing direct implementation for narrow-
band IIR digital filters. This high-speed VLSI implementation obtained by taking advan-
tage of both the parallelism inherent in the residue feedback technique and the special
structure of the proposed realization in Chapter 3.

In Chapter 5, a new fixed-point two’s complement inner-product processor is devel-
oped. The proposed inner-product processor has a high computational speed which is
double (for long inner-product operation) the speed of the conventional pipelined inner-
product processors. A comparison (in terms of hardware speed and area) between the pro-
posed processor and two conventional inner-product processors is also included.

In Chapter 6, a systolic implementation of a full-matrix state-space IIR digital filter
is presented. Judicious mapping choices combined with the features of the new inner-
product processor proposed in Chapter 5 are used to obtain this efficient systolic imple-
mentation. The new architecture is amenable to VLSI implementation because the num-
ber of the required processor elements linearly increases with the filter order. It will be
also shown that the proposed implementation provide in many cases better performance
in terms of area × time and area × time² compared to existing direct implementation
for narrow-band filters.

In Chapter 7, two new array processor implementations are proposed for IIR digital
filters with high input sampling rates which are not limited by the speed of the process-
ing elements involved as in the case for the implementation in Chapter 4 and Chapter 6.
The first implementation is based on block-state description in which the state-update
matrix is full corresponding to implementing the corresponding filter as one section. The
other implementation is also based on the block-state description in which the state-
update matrix is block-diagonal corresponding to the case of parallel combination of second-order sections. The proposed array processor architectures are amenable to VLSI implementation because they require a significantly reduced number of processor elements. Performance comparisons (in terms of hardware complexity and speed) of the proposed implementations with other existing implementations are also presented.

In Chapter 8, a summary of the results presented in this thesis is given and suggestions for future work are presented.
Chapter 2

New Realizations of Second-Order IIR Filter Sections

2.1 Introduction

An important task in the implementation of a recursive digital filter is the selection of a realization structure that yields acceptably low roundoff noise at the filter output. State-space description of these filter structures is useful because the noise gain can be minimized by the application of a linear transformation to the state equations.

Recognizing the high number of multiplications required for the implementation of MRH structures proposed in [28], [29] researchers have proposed the realization of the digital filters as parallel or cascade of first- and second-order subfilters where each subfilter employs a minimum-noise structure. Although such designs do not offer the minimum roundoff noise, they represent a good compromise between output noise and computational efficiency [34], [35]. In order to further improve the computational efficiency, a class of second-order digital filter realizations that provides near-minimum roundoff noise performance with significant reduction in the nontrivial multiplies has been presented [36-41]. These structures have some zero coefficients and some power-of-two coefficients and thus the multiplication operations can be eliminated or replaced by shifting operations. They provide an attractive compromise between direct form struc-
tures and minimum-noise structures. Some of these structures were proposed in [40], [41] by Bomar and provide low roundoff noise realizations which are free of zero-input overflow limit cycle oscillations and require the same number of nontrivial multiplies as the direct form structures.

In this chapter, new realizations for second-order sections are presented. These structures have been obtained by extending the technique proposed by Bomar in [40], [41] to allow some coefficients to be sum-of-two power-of-two terms instead of being power-of-two terms only. The proposed structures provide significantly lower output roundoff noise than many other well known structures including the ones in [40], [41] with the same number of nontrivial multiplications.

2.2 Preliminaries

Consider the second-order transfer function $H(z)$ with complex conjugate poles of the form

\[
H(z) = \frac{\alpha_1 z + \alpha_2}{z^2 + \beta_1 z + \beta_2}
\]

where $\lambda$ and $\lambda^*$ are the complex poles and $\alpha_1$, $\alpha_2$, $\beta_1$ and $\beta_2$ are real parameters. This transfer function can be realized by the following state-space equations

\[
x(n+1) = Ax(n) + Bu(n)
\]

\[
y(n) = Cx(n)
\]

where the state vector $x(n) \in \mathbb{R}^2$, $y(n)$ and $u(n)$ are scalars, and the matrices $A, B, C$ are given by
The transfer function representing (2.3) and (2.4) can be obtained as:

\[ H(z) = C(zI - A)^{-1}B \]  

(2.6)

For equality of the transfer functions in (2.1) and (2.6), the elements of \((A, B, C)\) must satisfy four equations that are given in reference [40]:

\[
\begin{align*}
    c_1 b_1 &+ c_2 b_2 = a_1 \\
    c_1 b_2 a_{12} + c_2 b_1 a_{21} - c_1 b_1 a_{22} - c_2 b_2 a_{11} & = a_2 \\
    - (a_{11} + a_{22}) & = \beta_1 \\
    a_{11} a_{22} - a_{12} a_{21} & = \beta_2
\end{align*}
\]

(2.7)

The \(L_2\)-scaling condition of (1.11) for a second-order section can be written as

\[ k_{ii} = 1 \quad i = 1, 2 \]  

(2.8)

where \(k_{ii}\) is defined in (1.12)

The scaled realization \((A_T, B_T, C_T)\) can always be obtained from the unscaled one by applying the diagonal scaling transformation [16]

\[ T = \text{diag} \{ \sqrt{k_{11}}, \sqrt{k_{22}} \} \]  

(2.9)

The structures are guaranteed to be free of zero-input overflow limit cycles\(^1\) if [60]

\[ |a_{11} - a_{22}| + |\lambda|^2 \leq 1 \]  

(2.10)

By adopting the noise model in Fig. 1.1, the filter output noise variance for the second-
order section can be obtained as

\[ \sigma^2_n = (1 + \omega_{11} + \omega_{22}) \sigma^2_r = (1 + \text{trace}(W)) \sigma^2_r = \left(1 + g^2\right)\sigma^2_r \quad (2.11) \]

where \( \omega_{ii} \) is the \( i \)th diagonal element of the noise matrix \( W \) defined in (1.14). In (2.11), it is assumed that the rounding operation is performed after the summation at each node.

The value of \( \text{trace}(W) \), \( g^2 \), is often referred to as roundoff noise gain (NG) of the structure.

### 2.3 Filter Structures Proposed By Bomar

In [40], [41] a technique was proposed to obtain structures comprising second-order filter sections based on sequential selection of three parameters which are invariant under scaling (diagonal) transformations. These design parameters are related to the entries of the state-space matrices and can be defined as [40]

\[ \mu = a_{22} \quad (2.12) \]
\[ \rho = b_1c_1 \quad (2.13) \]
\[ \gamma = a_{22}b_1c_2 \quad (2.14) \]

Given values for two of the design parameters, the third parameter can be determined from the following equation [40]

\[ \gamma = \frac{\rho (\alpha_1 - \rho) \left( \mu^2 + \beta_1 \mu + \beta_2 \right)}{\gamma + (\alpha_1 - \rho) (\mu + \beta_1) - \rho \mu - \alpha_2} \quad (2.15) \]

in (2.15) \( \gamma \neq 0 \). The optimal choice for \( \mu, \rho \) and \( \gamma \), which minimizes the output roundoff noise subject to \( L_2 \) scaling has been presented in [40]. In order to obtain computational efficient realizations with low roundoff noise, the design parameters should be chosen near their optimal values while at the same time provide four realization coefficients which have zero or power-of-two.
The technique proposed in [41] to obtain these realizations can be summarized in the following steps:

1. Choose values for two of the design parameters that make two of the state-space coefficients in (2.3) zeros or power-of-two terms. The third design parameter can then be determined from (2.15).

2. Define the unscaled state-space coefficients in terms of the three design parameters.

3. Obtain an $l_2$-scaled structure by applying the diagonal transformation in (2.9).

4. Rescale the scaled structure by using a diagonal scaling matrix making two other coefficients of the state-space matrices equal to a power-of-two [39]. This rescaling reduces the number of the nontrivial multiplications in the implementation and makes the $l_2$-scaling more conservative i.e., reduces the probability of the overflow at the cost of slightly increasing the output roundoff noise.

Based on this technique, three different structure classes (class 1, 2 and 3) have been proposed [40], [41]. All of them have four nontrivial multiplies. Class 1 has two zero multiplies and two power-of-two multiplies. Class 2 has one zero multiply and three power-of-two multiplies. Class 3 has four power-of-two multiplies. The design parameter values leading to class 1 and class 2 are listed at Tables II, III in [40]. For class 3, $\rho$ and $\gamma$ should be chosen so that $\rho$ and $\gamma$ take power-of-two values, $\mu$ is real and the structure is free of limit-cycle oscillations. Class 1 and class 2 have more coefficients equal to zero, but it is not always possible to find a structure for a given $H(z)$. On the other hand, class 3 realization do virtually always exists. The appropriate power-of-two values for $\rho$ and $\gamma$ are determined through a search process described in [41]. The three classes are guar-
anteed to be free of zero-input overflow limit-cycle oscillations (i.e., they satisfy (2.10)).

2.4 The New Proposed Technique

New low-roundoff output noise structures can be obtained by extending the technique of [40], [41]. Two different methods will be presented which result from two different modifications of the technique summarized in the previous section.

Method 1:

This method consists of four steps. The first three steps are identical to the steps in the previous section. The rescaling technique used in step 4 is modified to yield two coefficients of the state-space matrices having sum-of-two power-of-two terms instead of power-of-two terms. A simple algorithm has been developed to find the optimal values for two coefficients with respect to output roundoff noise under the constraint that these two coefficients are sum-of-two power-of-two. All possible pairs of two coefficients which need to be considered can be found in Tables II, III in [40]. A pseudo code version of this algorithm is:

\[
\begin{align*}
NG_{opt} &= \text{LARGEST MACHINE NUMBER} \\
&\text{FOR } I = 0 \text{ TO } I_{MAX} \\
&\quad \text{BEGIN} \\
&\quad \quad \text{FOR } II = 0 \text{ TO } I_{MAX} \\
&\quad \quad \quad \text{BEGIN} \\
&\quad \quad \quad \quad \text{FOR } J = 0 \text{ TO } J_{MAX} \\
&\quad \quad \quad \quad \quad \text{BEGIN} \\
&\quad \quad \quad \quad \quad \quad \text{FOR } U = 0 \text{ TO } J_{MAX} \\
&\quad \quad \quad \quad \quad \quad \quad \text{BEGIN} \\
&\quad \quad \quad \quad \quad \quad \quad \quad \text{CHOOSE } t_{11}, t_{22} \text{ to transform} \\
&\quad \quad \quad \quad \quad \quad \quad \quad (|\text{COEF. 1}|,|\text{COEF. 2}|) \text{ to } (2^{-J} + 2^{-II}, 2^{-J} + 2^{-II}) \\
&\quad \quad \quad \quad \quad \quad \quad \quad NG = t_{11}^2 w_{11} + t_{22}^2 w_{22} \\
&\quad \quad \quad \quad \quad \quad \quad \quad \text{IF } NG < NG_{opt} \text{ and } t_{11} \geq 1 \text{ AND } t_{22} \geq 1
\end{align*}
\]
THEN
\[ NG_{opt} = NG \]
\[ T = \text{diag}(t_{11}, t_{22}) \]
END IF
END FOR
END FOR
END FOR
PRINT \( NG_{opt}, T \)

This algorithm will give a lower roundoff noise than class 1 and class 2 structures proposed in [40], [41]. The reason for the output roundoff noise improvement is that the values of the entries of the diagonal rescaling matrix (i.e., \( t_{11} \) and \( t_{22} \)) in the proposed technique will be lower than their corresponding values obtained by using the technique in [39]. The new class 1 structure has two zero multiplies and two sum-of-two power-of-two multiplies. The new class 2 has one zero multiply, one power-of-two multiply and two sum-of-two power-of-two multiplies.

**Method 2:**

The first step of this method is a modified step 1 of the technique of [40], [41] summarized in the previous section. The restriction that one or two of the design parameters be sum-of-two power-of-two values is imposed. This leads to a lower output roundoff noise than the technique of [40], [41] due to the fact that the design parameters (\( \gamma, \rho, \mu \)) in that case can be chosen more closer to their optimal values. The last three steps in that case will remain the same as in the technique of [40], [41]. This modification can be applied to the second and the third classes. For the new class 2, the same values in Table III in [40] can be used after replacing every npt (x) by nspt (x) where npt (x) denotes the nearest power-of-two value to x and nspt (x) denotes the nearest sum-of-two power-of-two value to x. Also each \( (x)^H \) will be interpreted as the nearest sum-of-two power-of-two value greater than or equal to \(|x|\). Through this modification, the new class 2 has one
zero multiply, one sum-of-two power-of-two multiply and two power-of-two multiplies while the new class 3 has two sum-of-two power-of-two terms multiplies and two power-of-two multiplies.

In all cases (method 1 and method 2), the new structures have four nontrivial multiplies and four trivial multiplies and are guaranteed to be free of zero-input limit-cycle oscillations. A combination of the two previous modifications can be applied to class 2 and class 3 to gain more improvement in the output roundoff noise at the expense of increasing the algorithm complexity. The use of difference of two power-of-two terms or the sum (or difference) of several power-of-two terms may improve the output roundoff noise at the price of increasing the algorithm complexity.

2.5 Numerical Examples

Example 2.1:

The proposed structures will be applied to an example that was presented in [41] and the result will be compared with the result reported in [41]. The second-order section considered is

\[
H(z) = \frac{10^{-3} (0.87715z + 2.40610)}{z^2 - 1.95556z + 0.96249}
\]

The only suitable realization for this example is the class 3. It has been shown in [40] that \(\rho\) and \(\gamma\) should satisfy the following conditions in order to make the output structure free of overflow oscillations:

\[-0.02519 \leq \rho \leq 0.02607\]
\[-4.0047 \times 10^{-7} \leq \gamma \leq 3.44226 \times 10^{-3}\]

In order to apply the new technique (method 2), the range of sum-of-two power-of-two
values for $\rho$ to be considered is
\[
\rho = \{-\left(2^{-6} + 2^{-7}\right), -\left(2^{-6} + 2^{-8}\right), \ldots, -2^{-6}, \ldots, \left(2^{-6} + 2^{-8}\right), \left(2^{-6} + 2^{-7}\right)\}
\]
The value of $\rho$ equal to $-\left(2^{-6} + 2^{-9}\right)$ or $\left(2^{-6} + 2^{-9}\right)$ leads to the lowest roundoff noise gain. Using the first value, we can show by using (2.15) that $\gamma$ should satisfy either of the following conditions
\[
\gamma \leq -5.50521
\]
\[
\gamma \geq 6.3967 \times 10^{-4}
\]
for $\mu$ to be real. The overlap of the requirements on $\gamma$ is then
\[
6.3967 \times 10^{-4} \leq \gamma \leq 3.44226 \times 10^{-3}
\]
Within this range the choices for $\gamma$ to be considered are:
\[
\gamma = \{2^{-11}, \left(2^{-11} + 2^{-10}\right), 2^{-9}, \left(2^{-9} + 2^{-11}\right), \left(2^{-9} + 2^{-10}\right)\}
\]
By taking $\gamma = 2^{-9} + 2^{-11}$ and by following steps 2, 3 and 4 of the original technique listed in Section 2.3, we can get the following realization
\[
A = \begin{bmatrix} 0.9789573 & -0.102994 \\ 2^{-4} & 0.976864 \end{bmatrix} \quad B = \begin{bmatrix} 2^{-2} \\ 0.118114 \end{bmatrix}
\]
\[
C^\tau = \begin{bmatrix} \left(2^{-4} + 2^{-7}\right) \\ 2^{-3} + 2^{-5} \end{bmatrix} \quad g^2 = 0.727
\]
Comparing the noise gain value of the proposed structure with that of the structure in Example 1 in [41] ($g^2 = 1.14$), the improvement in the output noise gain is about 36% at the expense of extra two additions and two shift operations (see Table 2.1).
Example 2.2:

In order to compare the proposed structure with other well known structures, an example treated by [36] will be considered. An eighth-order Chebyshev low-pass filter with a passband ripple of 0.17 dB, and passband edge at 0.02. The poles and residues of the four second-order sections for a parallel realization of this filter are given by [36]

<table>
<thead>
<tr>
<th>Section 1</th>
<th>Section 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda = 0.98468 + 0.12716i$</td>
<td>$\lambda = 0.97397 + 0.10651i$</td>
</tr>
<tr>
<td>$\alpha = -0.00800 - 0.00149i$</td>
<td>$\alpha = 0.02375 - 0.0071i$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Section 3</th>
<th>Section 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda = 0.96727 + 0.07057i$</td>
<td>$\lambda = 0.96416 + 0.02468i$</td>
</tr>
<tr>
<td>$\alpha = -0.02897 + 0.03047i$</td>
<td>$\alpha = 0.01231 - 0.04957i$</td>
</tr>
</tbody>
</table>

The number of multiplications, addition and shift operations required for realizing a second-order section using different seven structures are listed in Table 2.1.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Scaled Direct</em></td>
<td>5</td>
<td>4</td>
<td>-</td>
</tr>
<tr>
<td><em>Normal [34]</em></td>
<td>9</td>
<td>6</td>
<td>-</td>
</tr>
<tr>
<td><em>Minimum-noise [34]</em></td>
<td>9</td>
<td>6</td>
<td>-</td>
</tr>
<tr>
<td><em>Barnes [36]</em></td>
<td>6</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td><em>Bomar [39]</em></td>
<td>6</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td><em>Bomar [41]</em></td>
<td>5</td>
<td>4-6</td>
<td>2-4</td>
</tr>
<tr>
<td><em>Proposed Struct.</em></td>
<td>5</td>
<td>6-8</td>
<td>4-6</td>
</tr>
</tbody>
</table>

By using the software tool presented in [61], the output noise gains of the seven different structures for the four sections and the total noise gains for the parallel connection...
of all sections are listed in Table 2.2. From Table 2.2, it is clear that the proposed structure provides better roundoff noise gain than that of many other well known structures with the same number of nontrivial multiplies as the direct structure. The only price paid for that roundoff improvement is two extra additions and two extra shift operations over what required by the structure proposed in [41].

Table 2.2. Noise Gains for Example 2.2

<table>
<thead>
<tr>
<th>Structure</th>
<th>Scaled Direct</th>
<th>Scaled Normal [34]</th>
<th>Minimum-noise [34]</th>
<th>Barnes [36]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Section 1</td>
<td>039.59</td>
<td>0.653</td>
<td>0.651</td>
<td>1.170</td>
</tr>
<tr>
<td>Section 2</td>
<td>072.25</td>
<td>0.767</td>
<td>0.748</td>
<td>3.466</td>
</tr>
<tr>
<td>Section 3</td>
<td>205.20</td>
<td>0.973</td>
<td>0.962</td>
<td>1.715</td>
</tr>
<tr>
<td>Section 4</td>
<td>325.70</td>
<td>1.071</td>
<td>0.749</td>
<td>0.992</td>
</tr>
<tr>
<td>Overall</td>
<td>642.74</td>
<td>3.464</td>
<td>3.110</td>
<td>7.343</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Section 1</td>
<td>0.919</td>
<td>1.084</td>
<td>0.672</td>
</tr>
<tr>
<td>Section 2</td>
<td>1.003</td>
<td>1.770</td>
<td>0.971</td>
</tr>
<tr>
<td>Section 3</td>
<td>1.715</td>
<td>1.987</td>
<td>0.977</td>
</tr>
<tr>
<td>Section 4</td>
<td>0.992</td>
<td>1.269</td>
<td>1.050</td>
</tr>
<tr>
<td>Overall</td>
<td>4.629</td>
<td>6.110</td>
<td>3.670</td>
</tr>
</tbody>
</table>

2.5 Conclusion

New structures for IIR filters as combination of cascade or parallel of second-order sections have been proposed. They yield lower output roundoff noise than many well-known low-roundoff structures. Further, they have the same number of nontrivial multiplies as the direct structure and are guaranteed to be free of zero-input overflow oscillations.
Chapter 3

New Residue-Feedback IIR Digital Filter Realizations

3.1 Introduction

The residue feedback (RF) technique has been efficiently used to reduce the output quantization noise and/or to eliminate limit cycles of IIR digital filters in both direct forms [25-27], [43-45] and state-space forms [46], [47]. The RF technique is implemented by extracting the quantization error after product quantization and feeding the error signal back through a feedback filter. The idea of RF technique is to place zeros in the passband of the transfer function from the quantization sources to the filter output. It should be emphasized that the RF technique affects only the transfer function of the quantization error signal, while the transfer function of the filter itself remains unchanged. RF schemes can be divided into two categories according to how the coefficients of residue feedback scheme are related to the filter coefficients:

*Variable feedback schemes:* The IIR filter structure determines the order and coefficients of the residue feedback filter. These RF schemes have been applied to second-order direct sections [44], [49], [62], high-order direct sections [27], [63] and state-space forms [46], [64]. It has been pointed out in [27] that for most applications, it is sufficient to have the order of the residue feedback filter less than or equal to the IIR filter order. The
coefficients of the feedback scheme are more or less related to the coefficients of the denomi­
ator (or the system matrix) of the IIR filter. If the coefficients of the feedback filter are chosen to be the same as the coefficients of the denominator (or the system matrix) of IIR filter, the resulting RF structures correspond to double-precision arithmetic [65]. Alternatively, suboptimal (in terms of output roundoff noise) RF structures were suggested. In such suboptimal structures, the coefficients of the residue feedback filter assume integer values [25], [48], [66] or power-of-two values [49] or to have desirable properties such as symmetry [27]. However, all these suboptimal RF structures trade the reduction in computational complexity for increase in output roundoff noise.

**Fixed feedback schemes:** These RF schemes use a simple feedback filter (usually first or second-order FIR filter). The coefficients of the feedback filter are not related to the IIR filter coefficients. Fixed RF schemes have been applied to second-order direct forms [26] and state-space forms [46], [47], [51], [67]. The coefficients of the residue feedback filter are usually restricted to take values of ±1 which results in achieving less computational complexity compared to the variable RF schemes. These fixed RF schemes are well suited to narrow-band low-pass filters (LPF) and high-pass filters (HPF) since they allow the filter designer to place zeros in the error transfer function at points \( z = \pm 1 \) using simple first-order feedback schemes.

By applying first-order feedback filter to \( N \)th-order state-space IIR digital filters, Williamson in [51] has obtained optimal\(^2\) RF structures which may provide lower output roundoff noise than that of the MRH structures in [28], [29] (which don't use any RF technique) at the price of only \( N \) extra additions (or subtractions). However, these optimal RF

---

2. We use the term "optimal" to refer the state-space realization that provides the minimum output roundoff under \( L_2 \)-scaling constraint using a fixed feedback scheme. By using this terminology, the structures in [28], [29] may be called optimal structures with zero feedback scheme.
structures cover only the cases of LPF and HPF and the resulting RF optimal structures have full state-space matrices which require many arithmetic operations in the implementation.

In this chapter, the use of residue feedback for implementations of filters with arbitrary specifications is considered. Residue feedback of second-order were used to deal with band-pass filters (BPF) and band-stop filters (BSF) in addition to low-pass filters (LPF) and high-pass filters (HPF). The method presented in [51] has been extended to obtain optimal structures for such types of filters. A disadvantage of these optimal structures is the fact that the resulting system matrix has in general all elements not equal to zero and thus requires a large number of arithmetic operations for implementations. To overcome this drawback new suboptimal structures have been proposed which provide near-optimal output roundoff noise with a saving of at least $N(N-2)/2$ multiplies over the optimal ones. Moreover, the update state-space matrices of these suboptimal RF structures can be chosen to take the form of block-triangular which is more suitable for high-speed array-processor implementations.

The chapter is organized as follows: In Section 3.2 the synthesis problem is formulated and the necessary background material is presented. In Section 3.3 the optimal residue feedback structures for filters with various frequency specifications are presented. In Section 3.4 techniques to obtain the suboptimal structures which require less arithmetic operations for implementation are presented. In Section 3.5, the proposed RF structures and other low-noise structures are compared using extensive numerical examples. The comparison is carried out in terms of output roundoff noise, coefficient sensitivity, and computational complexity and demonstrates the usefulness of the proposed structures.
3.2 Problem Formulation

The infinite-precision state-space description of Nth-order IIR digital filter in (1.5) and (1.6) are recalled here for convenience:

\[ x(n+1) = Ax(n) + Bu(n) \]  \[ (3.1) \]
\[ y(n) = Cx(n) + du(n) \]  \[ (3.2) \]

The matrices \( \{A, B, C, d\} \) are of dimension \( N \times N \), \( N \times 1 \), \( 1 \times N \) and \( 1 \times 1 \), respectively.

FWL implementation of (3.1) and (3.2) with second-order RF can be described by the following equations

\[ \tilde{x}(n+1) = AQ[\tilde{x}(n)] + A_1e(n) + A_2e(n-1) + Bu(n) \]  \[ (3.3) \]
\[ \tilde{y}(n) = CQ[\tilde{x}(n)] + du(n) \]  \[ (3.4) \]

where \( A_1 \) and \( A_2 \) are the residue feedback matrices and \( e(n) \) is the roundoff residue vector. The quantizer \( Q[\cdot] \) rounds the states \( \tilde{x}(n) \) to \( \tilde{x}(n) \) of \( b \) bits after the multiplications and additions are completed. i.e., \( \tilde{x}(n) = Q[\tilde{x}(n)] \).\(^3\) The diagram of the IIR structure with the second-order RF described by (3.3) and (3.4) is shown in Fig. 3.1. The coefficients of \( \{A, B, C, d, A_1, A_2\} \) are assumed to be exactly represented.

In (3.3) and (3.4), residue feedforward scheme has not been used since it has been pointed out in [27] that this residue feedforward is not effective for most cases. Fixed-point arithmetic is implemented using a two’s complement representation so that

\[ \hat{x}(n) = Q[\tilde{x}(n)] = \tilde{x}(n) - e(n) \]  \[ (3.5) \]

The roundoff residue vector \( e(n) \) is modeled as a zero-mean white noise process with covariance

---

3. In (3.3) and (3.4), the effect of secondary residue is neglected.
\[ E \{ e(n)e'(n) \} = \sigma^2 I \]  

where \( I \) is the \( N \times N \) identity matrix.

\[ \begin{align*}
   e(n) &= e(n) \\
   x(n) &= x(n) \\
   y(n) &= y(n)
\end{align*} \]

Figure 3.1: The block diagram of \( N \)th order state-space filter with second-order RF scheme.

The samples of the residue vector \( e(n) \) are assumed to be uncorrelated with each other and uncorrelated with the input sequence \( u(n) \). Substituting (3.5) in (3.3) and (3.4) leads to

\[ \begin{align*}
   \dot{x}(n+1) &= Ax(n) + (A_1 - A)e(n) + A_2e(n-1) + Bu(n) \\
   \dot{y}(n) &= Cx(n) - Ce(n) + du(n)
\end{align*} \]  

From (3.7) and (3.8) the output propagate error \( y_e(n) \) due to quantization errors can be
calculated as

\[ y_e(n) = C \sum_{i=0}^{\infty} A_i^T (A_1 - A) e(n - i - 1) + C \sum_{i=0}^{\infty} A_i^T A_2 e(n - i - 2) - C e(n) \]  

Therefore, the corresponding output noise variance \( \sigma^2 \) can be obtained as

\[ \sigma^2 = E\{y_e(n) y_e'(n)\} = \sigma_r^2 g^2 \]  

\( g^2 \) can be derived as

\[ g^2 = E\{y_e(n) y_e'(n)\} / \sigma_r^2 = \text{trace} \left( S_1 W + S_2 W + S_2^T W + S_3 W + C^T C \right) \]  

where

\[ S_1 = (A_1 - A) (A_1 - A)^T \]  
\[ S_2 = A_2 (A_1 - A)^T A_2^T \]  
\[ S_3 = A_2 A_2^T \]

For proof of (3.11), see Appendix A.

An \( l_2 \)-scaling technique that equalizes overflow probability for all the states of FWL implementation in (3.3) and (3.4) is equivalent to imposing the constraint in (1.11) where \( k_{ii} \) is the \( i \)th diagonal element of the covariance matrix \( K \) which here is given by

\[ K = A K A^T + B B^T + \sigma_r^2 \left[ (A - A_1) (A - A_1)^T + A_2 A_2^T \right] \]  

For high input signal-to-quantization noise ratio (i.e., \( \sigma_r^2 \ll 1 \)), the third term in RHS of (3.12) can be neglected and \( K \) can be calculated by (1.12).

Under any similarity transformation \( T \), any realization \( \{ A_0, B_0, C_0, d \} \) can be
transformed to another realization \( \{A_T, B_T, C_T, d\} \) which performs differently under FWL effects as was shown in (1.15).

The residue feedback matrices \( A_1 \) and \( A_2 \) will be determined based on the type and the specifications of the IIR filter (i.e., they are independent of the state-space realization).

The problem to be considered can now be formulated as follows: starting from a realization with specified residue feedback matrices \( A_1 \) and \( A_2 \), it is required to find a similarity transformation \( T \) which minimizes the output roundoff noise gain in (3.11) under the \( l_2 \)-scaling constraint in (1.11). Two different groups of realizations will be considered. In the first group discussed in Section 3.3, no constraint is imposed on the system matrix and hence it will be, in general, a full matrix. In the second group discussed in Section 3.4, the system matrix is required to have special forms where some of the coefficients are zero. It will be shown that this type of constraint leads to not only computational efficient structures but also structures which are amenable to fast VLSI implementation with only a slight increase in the output roundoff noise gain.

3.3 Full State-Space Matrix Realizations

The choice of \( A_1 \) and \( A_2 \) depends on the filter characteristics and leads to different realizations of \( H(z) \). In this section, realizations for low-pass filter (LPF), high-pass filter (HPF), band-stop filter (BSF) and band-pass filter (BPF) using residue feedback will be presented. All these realizations have in general full system matrices and can be obtained by minimizing the noise gain under \( l_2 \)-scaling constraint. The cases for LPF and HPF have been discussed in [51] and are included here for completeness.
3.3.1 Optimal LPF And HPF Realizations Using RF

For the LPF, we could take $A_1 = I$ and $A_2 = 0$ (i.e., first-order RF scheme) which corresponds to placing zeros in the error transfer function at $z = 1$. For this case, (3.11) can be simplified to

$$g_0^2 = \text{trace}(P_0)$$  \hfill (3.13)

where $P_0$ is the residue matrix of any initial realization for LPF defined as

$$P_0 = (I - A_0)^t W_0 + W_0 (I - A_0)$$  \hfill (3.14)

Under any similarity transformation $T$, the residue matrix $P_T$ will satisfy the following equation

$$P_T = T^t P_0 T$$  \hfill (3.15)

The noise gain $g_T^2$ after transformation can be obtained as

$$g_T^2 = \text{trace}(T^t P_0 T)$$  \hfill (3.16)

A similar scheme has been obtained for the HPF case taking $A_1 = -I$ and $A_2 = 0$ which leads to a residue matrix $P_0$ given by

$$P_0 = (I + A_0)^t W_0 + W_0 (I + A_0)$$  \hfill (3.17)

The positive definiteness of $P_0$ defined in (3.14) and (3.17) are shown in Appendix B, lemma 1. Both LPF and HPF cases have been solved by Williamson in [51] and RF optimal structures have been obtained where the output noise gain is a function of the eigenvalues of $KP$ which are invariant under any similarity transformation. The square roots of these eigenvalues are called residue modes. It has been shown in [51] that those RF optimal structures may provide lower output roundoff noise compared to the MRH.
structures if and only if the sum of the residue modes is lower than the sum of second-order modes [51]. An algorithm to find the similarity transformation $T$ which leads to The RF optimal structures has been presented as theorem 5.2 in [51]. This algorithm has been applied only for the cases of LPF and HPF in [51]. In the next two subsections, the BSF and BPF cases will be considered and new RF structures will be obtained.

3.3.2 Optimal and suboptimal realizations for BSF using RF

For BSF, it is possible to place zeros in the noise spectra at $z = 1$ or at $z = -1$ or at both. This can be accomplished by either of the following schemes:

**Scheme 1**

Consider $A_1 = J_0 = \begin{pmatrix} \pm I_r \\ \times r & 0 \\ 0 & \mp I_{(N-r)} \times (N-r) \end{pmatrix}$ and $A_2 = 0$. The output roundoff noise gain of any initial realization can be obtained as

$$g_0^2 = \text{trace} \left( (I-A_0J_0)^T W_0 + W_0 (I-A_0J_0) \right)$$

(3.18)

If the signs of both block-diagonal sub-matrices in $J_0$ are the same (i.e., $J_0 = \pm I$), the scheme will be equivalent to the schemes presented in Subsection 3.3.1 and the optimal structures can be easily obtained as discussed in Subsection 3.3.1. If the signs are not the same, one can proceed as follows: applying a similarity transformation $T$, the noise gain $g_T^2$ will be

$$g_T^2 = \text{trace} \left[ T^T W_0 T \left( I-T^{-1}A_0T J_0 \right)^T + \left( I-T^{-1}A_0T J_0 \right)^T T^T W_0 T \right]$$

$$= \text{trace} \left( T^T W_0 T - T^T W_0 T J_0 T^T A_0 T J_0 T^T + T^T W_0 T - T^T A_0 T J_0 T^T W_0 T \right)$$

$$= \text{trace} \left( T^T W_0 T - J_0 T^T A_0 T J_0 T^T A_0 T J_0 T^T W_0 T + T^T W_0 T - T^T W_0 A_0 T J_0 \right)$$

$$= \text{trace} \left[ T \left( W_0 - T^T J_0 T^T A_0 T J_0 T^T A_0 T J_0 T^T \right) \right]$$
where \( J_T = TJ_0T^{-1} \).

i.e.,

\[
g_T^2 = \text{trace} \left[ T' \left[ (I - A_0J_T)'W_0 + W_0(I - A_0J_T) \right] T \right]
\]  \hspace{1cm} (3.19)

Assuming \( T \) has the following form:

\[
T = \begin{bmatrix}
T_{1r \times r} & 0 \\
0 & T_{2(N-r) \times (N-r)}
\end{bmatrix}
\]  \hspace{1cm} (3.20)

The output noise gain \( g_T^2 \) can be written as

\[
g_T^2 = \text{trace} \left( T'P_0T \right)
\]  \hspace{1cm} (3.21)

where \( P_0 \) can be defined as

\[
P_0 = (I - A_0J_0)'W_0 + W_0(I - A_0J_0)
\]  \hspace{1cm} (3.22)

\( P_0 \) defined in (3.22) is shown in Appendix B, lemma 2, to be positive definite if

\[\lambda_{\text{max}} \left( \frac{\tilde{A}J_1 + J_1'\tilde{A}'}{2} \right) < 1. \]

The output noise gain \( g_T^2 \) in (3.21) can be rewritten as

\[
g_T^2 = \text{trace} \left( T_1'P_{11}T_1 \right) + \text{trace} \left( T_2'P_{22}T_2 \right)
\]  \hspace{1cm} (3.23)

where \( P_{11} \) is the upper left \( r \times r \) submatrix of \( P_0 \) in (3.22) and \( P_{22} \) is the lower right \( (N-r) \times (N-r) \) submatrix of \( P_0 \). For the particular choice of \( J \) in (3.20), the \( l_2 \)-scaling condition in (1.11) can be divided into two separate constraints:
\[
\begin{align*}
\left( T_1^{-1}K_{11}T_1^{-t} \right)_{ii} &= 1 \text{ for } 1 \leq i \leq r \\
\left( T_2^{-1}K_{22}T_2^{-t} \right)_{ii} &= 1 \text{ for } r < i \leq N
\end{align*}
\] 

where \( K_{11} \) is the upper left \( r \times r \) submatrix of \( K_0 \) and \( K_{22} \) is the lower right \((N-r) \times (N-r)\) submatrix of \( K_0 \). From (3.23), (3.24) and (3.25), it can be seen that the synthesis problem has been divided into two separate subproblems. The first subproblem is to find \( T_1 \) that minimizes the first term in the RHS of (3.23) under \( l_2 \)-constraint in (3.24). The second subproblem is to find \( T_2 \) that minimizes the second term in the RHS of (3.23) under \( l_2 \)-constraint in (3.25). Each subproblem can easily be obtained using an algorithm similar to that reported in [51]. Therefore, \( T \) in (3.20) can be obtained and can be applied to the initial realization.

The resulting RF structure obtained by using this scheme is not optimal since the similarity transformation \( T \) is restricted to take the block-diagonal form in (3.20). Despite this restriction, a good choice of \( r \) (depending on the filter specifications) leads to suboptimal structures with low roundoff noise gain. Examples of those suboptimal structures will be presented in Section 3.5.

**Scheme 2**

In this scheme, we will take \( A_1 = 0 \) and \( A_2 = I \). This scheme corresponds to placing double zeros in the noise spectra at both \( z = 1 \) and \( z = -1 \) for each state. The output roundoff noise gain of any initial realization can be obtained as

\[
g_0^2 = \text{trace}(P_0) \tag{3.26}
\]

where \( P_0 \) for this scheme is given by

\[
P_0 = \left[ 2W_0 - W_0A_0^2(A_0^2)^tW_0 \right] \tag{3.27}
\]

\( P_0 \) defined in (3.27) is shown in Appendix B, lemma 3, to be positive definite. The noise
gain \( g_T^2 \) will satisfy (3.16) where \( P_0 \) is defined in (3.27). This optimal RF structures for this scheme can be easily obtained by applying the algorithm mentioned in [51] by using the definition of \( P_0 \) in (3.27). The resulting structures will be optimal since no restriction has been applied on \( T \).

It should be noted that the RF schemes proposed in Subsections 3.3.1 and 3.3.2 for LPF, HPF, and BSF require only \( N \) additions to implement the RF technique (no additional multiplications are required).

### 3.3.3 Optimal Realization For BPF Using RF

For the BPF, it is required to place complex zeros at \( z = e^{\pm \omega_K} \), \( K = 1, \ldots, N \) in the passband of the noise spectra where \( \omega_K \), \( K = 1, \ldots, N \) are frequencies at the passband. This can be achieved by taking \( A_1 = U = \text{diag} \{ \gamma_K \} \), \( A_2 = -I \) where \( \gamma_K = 2 \cos \omega_K \) [67]. In general \( \gamma_K \) assumes real values and therefore this scheme requires \( N \) multiplications plus \( 2N \) additions for implementing it. If \( \omega_K \) could be chosen to be one of the frequencies \( \pi/2, \pi/3 \) (i.e., if \( \pi/2 \) or \( \pi/3 \) lies in the passband), the RF scheme can be implemented without any need for additional multiplication. The noise gain \( g_0^2 \) for this RF structure can be obtained as

\[
g_0^2 = \text{trace} (P_0) \tag{3.28}
\]

where

\[
P_0 = W_0 + (I-A_0 U)^t W_0 + W_0(U^2 - A_0 U) + \]

\[
(A_0 - U)^t A_0 W_0 + W_0 A_0 (A_0 - U) \tag{3.29}
\]

\( \gamma_K, K = 1, \ldots, N \) is determining the error transmission zero for each state [67]. One possible choice is \( \gamma_K = \gamma \), \( K = 1, \ldots, N \) which leads to \( A_1 = U = \gamma I \). In such case, the noise gain satisfies (3.16) where \( P_0 \) form (3.29) becomes
\[ P_0 = W_0 + (I - \gamma A_0)W_0 + W_0 (\gamma I - \gamma A_0)^T + (A_0 - \gamma I)^T A_0^T W_0 + W_0 A_0 (A_0 - \gamma I) \]  

(3.30)

It is shown in Appendix B, lemma 4, that \( P_0 \) defined in (3.30) is positive definite if
\[
\lambda_{\text{min}} \left( (\gamma I - \tilde{A})^2 + (\gamma I - \tilde{A})^T \right) > \gamma^2 - 2.
\]
The optimal RF structures for BPF can be obtained by applying the algorithm presented in [51] by using the expression for \( P_0 \) in (3.30).

Remark: The optimal RF structures presented in Subsections 3.3.1, 3.3.2 and 3.3.3 provide lower output roundoff noise than those of MRH if and only if the sum of the residue modes (using the corresponding definition of residue matrix) is lower than the sum of the corresponding second-order modes [51].

All RF structures presented in this section will be called full residue feedback (FRF) structures since they have, in general, full state-space matrices. A disadvantages of such structures, as well as, of the MRH structures is the high number of arithmetic operations required. In the next section, new structures will be presented which require significantly less arithmetic operations at the expense of a slight increase of the noise gain.

3.4 New Low-Complexity Suboptimal RF Structures

In this section, structures will be presented which require less arithmetic operations than the ones presented in the previous section. The approach to be used consists in finding a triangular similarity transformation which minimizes the noise gain subject to the \( \ell_2 \)-scaling constraint. This approach was used in [68] to minimize the roundoff noise and obtain realization which has system matrix in Hessenberg form and thus requires lower number of arithmetic operations. This approach will be extended here to RF implementations.

Consider an RF realization \( \{ A_0, B_0, C_0, d \} \) in (3.7) and (3.8) where \( A_1 \) and \( A_2 \) are
chosen depending on the filter types (LPF, HPF, BSF, BPF) as discussed in the previous section. The residue matrix $P_0$ is given by (3.14) for LPF, (3.17) for HPF, (3.22) for BSF scheme 1, (3.27) for BSF scheme 2, and (3.30) for BPF. The noise gain $g_0^2$ for all the cases can be calculated from (3.28) using the corresponding residue matrix for each filter type.

The noise gain can be minimized under the $l_2$-scaling constraint and the constraint that the transformation matrix is triangular using an iterative algorithm which is a modified version of the minimization algorithm of [68]. The modification counts in using the residue matrix $P_0$ instead of the noise matrix $W_0$. The resulting minimization algorithm is discussed in the next subsection.

### 3.4.1 Minimization Algorithm

The minimization algorithm can be summarized as follows:

The initial realization $\{A_0, B_0, C_0, d\}$ is $l_2$-scaled using

$$T(0) = \text{diag}\{\sqrt{k_{ii}(0)}\}, i = 1, ..., N$$

(3.31)

where $k_{ii}(0)$ is the $i$th diagonal element of $K_0$, $K(1) = T^{-1}(0)K_0T^{-t}(0)$ and $P(1) = T'(0)P_0T(0)$.

For $l > 0$, $T(l)$ will have the form of identity matrix except two entries only, which are denoted by $t_{ii}(l)$ and $t_{ij}(l)$, where $j > i$ for upper triangular matrices. $t_{ii}$ will be chosen to retain $l_2$-scaling condition in (1.11) and $t_{ij}$ will be chosen to reduce the noise gain in (3.16). This reduction under $l_2$-scaling constraint is given by

$$\Delta g^2_{T(l)} = \frac{p_{ii}(l)}{2} \left[ k_{ij}(l) - \frac{p_{ij}(l)}{p_{ii}(l)} \right]^2$$

(3.32)
where \( p_{ij} \) is the \( ij \)-th element of the corresponding residue matrix \( P(l) \), \( p_{ii} \) is the \( i \)-th diagonal element of the corresponding residue matrix \( P(l) \) and \( k_{ij} \) is the \( ij \)-th element of the matrix \( K(l) \). The indices \( i, j, j > i \) which give the maximum reduction for \( \Delta g^2_{T(l)} \) are obtained through a search process for all \( i, j = 1, \ldots, N \) and \( j > i \). The value of \( t_{ij} \) is obtained from

\[
t_{ij}(l) = \frac{1}{2} \left( k_{ij}(l) - \frac{p_{ij}(l)}{p_{ii}(l)} \right)
\]

(3.33)

The value of \( t_{ii} \) will be obtained from [68]

\[
t_{ii}(l) = \sqrt{t_{ij}(l)^2 - 2t_{ij}(l)k_{ij}(l)} + 1
\]

(3.34)

The process is repeated until the maximum possible reduction in noise gain falls below a given threshold and convergence is achieved. The similarity transformation \( T \)

\[
T = T(0)T(1)T(2)\ldots\ldots
\]

(3.35)

will be an upper triangular matrix and can be applied to the RF structure as shown in (1.15) and (3.15). The resulting structures are suboptimal since the similarity transformation \( T \) is limited to be a triangular matrix.

The above algorithm can be applied to the cases of LPF, HPF, BSF scheme 2, and BPF since their corresponding residue matrices satisfy (3.15) and the output noise gains satisfy (3.16). For BSF scheme 1 (with different signs of block-diagonal sub-matrices in \( J_0 \)), a slight modification of the above algorithm is needed since the output noise gain defined in (3.19) does not satisfy (3.16). One way to make the algorithm applicable to this case is to ensure the index \( j \) of each \( T(l) \) does not exceed the index \( r \) of the matrix \( J_0 \). In that case, the noise gain after each individual similarity transformation will satisfy (3.16) and the definition of \( P_\theta \) in (3.22) can be used for the algorithm.
3.4.2 Initial Structure For RF Suboptimal Realizations

The suboptimal realizations obtained by applying the minimization algorithm may differ according to the initial structure \( \{ A_0, B_0, C_0, d \} \). These different realizations will perform, in general, differently under finite wordlength effects. Two schemes will be presented in the following paragraphs. In scheme 1, the initial realization is the direct form (one section) while in scheme 2 the initial structure is a cascade of second-order sections each in direct form.

**Scheme 1:**

If the direct form realization (one section) is chosen as an initial structure, the resulting realization after applying the minimization algorithm will have a state matrix in Hessenberg form. This implies that the resulting realization has \( N(N-1)/2 \) coefficients equal to zero. The new realization provides excellent performances under finite wordlength effects in terms of output roundoff noise and coefficient sensitivity as will be shown in Section 3.5.

**Scheme 2:**

In this case, the initial realization is the cascade of first- and second-order sections each in direct form. The resulting realization has a state matrix which in the form of block-triangular which are more suitable for high-speed VLSI hardware implementations. This realization has also \( N(N-2)/2 \) coefficients which are equal zero and it provides excellent performance in terms of output roundoff noise and coefficient sensitivity as it will be demonstrated in Section 3.5. This initial structure can easily be obtained as shown in [16], [17]. The initial structure is neither required to be optimized in the sense of zero-pole pairing or section ordering nor to be well \( l_2 \)-scaled.

**Remark:** It is clear that the choice of the initial structure has a significant effect on the final realization obtained from the minimization algorithm. Other variations of the initial
structure proposed in Scheme 2 is the parallel structure, or the use of any of the many low-roundoff structures for each of the individual sections [69].

All these new suboptimal RF realizations (based on the choice of the initial structure) have a reduced number of multiplication and addition operations compared to the structures presented in Section 3.3. These new realizations have near-optimal output roundoff noise which may be lower than that of many other low-noise realizations including the MRH structures as will be shown in Section 3.5. These structures (scheme 1 and scheme 2) will be called suboptimal residue feedback (SRF) structures.

### 3.5 Performance Analysis

In this section, the performance of the structures discussed in Sections 3.3, 3.4 is compared with that of two other low-noise realizations in terms of computational complexity, roundoff noise and coefficient sensitivity. The five low-noise realizations to be considered are:

1. MRH structure: The MRH realizations [28], [29] (without RF technique).
2. SB structure: The low-noise realizations (without RF technique) proposed by Smith and Bomar in [68] and they will be called SB structures for the sake of brevity.
3. FRF structure: The FRF realizations presented in Subsections 3.3.1, 3.3.2 and 3.3.3. The FRF structures for LPF and HPF have been proposed by Williamson in [51] and briefly discussed in Subsection 3.3.1. The FRF structures for BSF and BPF are proposed in Subsection 3.3.2 and 3.3.3.
4. SRF scheme 1 structure: The SRF scheme 1 realizations proposed in Section 3.4.
5. SRF scheme 2 structure: The SRF scheme 2 realization proposed in Section 3.4

The computational complexity in terms of number of required multiplications and additions per output sample for the above structures are summarized in Table 3.1. It can be seen from Table 3.1 that SRF scheme 1 structure has a saving of \(N(N-1)/2\) multiplies compared to MRH and FRF structures and also has the same number of multiplies as SB structures. SRF scheme 2 structure has a saving of \(N(N-2)/2\) multiplies compared to MRH and FRF structures. They also requires \(N/2\) multiplies more than SB structures. It should also be noted that for BPF, FRF structures and SRF structures may require extra \(N\) additions and extra \(N\) multiplications over what is listed in Table 3.1 due to possible real value of \(\gamma\) as explained in Subsection 3.3.3.

In order to compare the coefficient sensitivities of the proposed structures with other low-noise structures, the coefficient sensitivity measure reported in [31] will be used. This measure \(\Phi_T\) for any \(l_2\)-scaled state-space realization \((A_T, B_T, C_T, d)\) is given by [31]

\[
\Phi_T = (N + 1) \text{trace}(W_T) + N \tag{3.36}
\]

Three examples will be considered for the comparison of the proposed RF structures. The first example deals with the cases of LPF and HPF. The second example deals with the case of BSF. Finally, the case of BPF is investigated in the third example. For each of the three examples, the output roundoff noise gain \(g_T^2\) and coefficient sensitivity measure \(\Phi_T\) for each of the five structures will be calculated.
Table 3.1: Computational complexity of different IIR realizations ($N$ is even).

<table>
<thead>
<tr>
<th></th>
<th>Number of Multiplications</th>
<th>Number of Additions</th>
</tr>
</thead>
<tbody>
<tr>
<td>MRH structure [28], [29]</td>
<td>$(N + 1)^2$</td>
<td>$N(N + 1)$</td>
</tr>
<tr>
<td>SB structures [68]</td>
<td>$(N^2 + 5N + 2)/2$</td>
<td>$(N^2 + 3N)/2$</td>
</tr>
<tr>
<td>FRF structure(^a)</td>
<td>$(N + 1)^2$</td>
<td>$N(N + 2)$</td>
</tr>
<tr>
<td>(Section 3.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SRF scheme(^a)</td>
<td>$(N^2 + 5N + 2)/2$</td>
<td>$(N^2 + 5N)/2$</td>
</tr>
<tr>
<td>(Section 3.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SRF scheme(^a)</td>
<td>$(N^2 + 6N + 2)/2$</td>
<td>$(N^2 + 6N)/2$</td>
</tr>
<tr>
<td>(Section 3.4)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\) More multiplications and additions may be required for the BPF case.

Example 3.1 (LPF and HPF study-case)

In this example, four sixth-order narrow-band IIR filters which include an elliptic LPF, an elliptic HPF, a Chebyshev LPF and a Chebyshev HPF are considered. The specifications of the four filters are listed in Table 3.2. Each filter in Table 3.2 has been realized by the five different structures in Table 3.1 and output noise gains $g_r^2$ and coefficient sensitivity measures $\Phi_r$ are listed in Table 3.3. The following observations can be made from Table 3.3:

- Both SRF scheme 1 and SRF scheme 2 structures (proposed in Section 3.4) provide output roundoff noise gains which are very close to that of optimal FRF structures proposed by Williamson in [51]. Therefore, both schemes provide near-optimal output roundoff noise gains with significant reduction in computational complexity (see Table 3.1).
• SRF structures provide significant reduction (more than 8 dB for Chebyshev and 11 dB for elliptic) in output noise gains compared to MRH structures with significant reduction in the computational complexity (see Table 3.1) at the price of increasing the coefficient sensitivity.

• SRF structures provide significant reduction (more than 8 dB for Chebyshev and 11 dB for elliptic) in output roundoff noise gains compared to SB structures. This improvement in output roundoff noise may compensate for the $N$ extra additions required for scheme 1 and $N/2$ extra multiplications and $3N/2$ extra additions required for scheme 2 over that is required for SB structures.

Based on the above results, it can be concluded that the proposed SRF structures provide a good compromise in terms of output roundoff noise, coefficient sensitivity and computational complexity for narrow-band LPF and HPF.

Table 3.2: Filter Specifications for Example 3.1.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>elliptic LPF</th>
<th>Chebyshev LPF</th>
<th>elliptic HPF</th>
<th>Chebyshev HPF</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_p$ dB</td>
<td>1.00</td>
<td>0.60</td>
<td>0.80</td>
<td>0.60</td>
</tr>
<tr>
<td>$A_s$ dB</td>
<td>72.89</td>
<td>40.00</td>
<td>66.50</td>
<td>48.55</td>
</tr>
<tr>
<td>$\omega_p$ rad/s</td>
<td>250.00</td>
<td>400.00</td>
<td>4,650.00</td>
<td>4,400.00</td>
</tr>
<tr>
<td>$\omega_s$ rad/s</td>
<td>400.00</td>
<td>700.00</td>
<td>4,450.00</td>
<td>3,800.00</td>
</tr>
<tr>
<td>$\omega_s$ rad/s</td>
<td>400.00</td>
<td>700.00</td>
<td>4,450.00</td>
<td>3,800.00</td>
</tr>
</tbody>
</table>

$A_p$ = maximum passband ripple, dB
$A_s$ = minimum stopband attenuation, dB
$\omega_p$ = passband edge, rad/s
$\omega_s$ = stopband edge, rad/s
$\omega_s$ = sampling frequency, rad/s.
### Table 3.3: Results of Example 3.1.

<table>
<thead>
<tr>
<th>Structure</th>
<th>elliptic LPF</th>
<th>Chebysh. LPF</th>
<th>elliptic HPF</th>
<th>Chebysh. HPF</th>
</tr>
</thead>
<tbody>
<tr>
<td>MRH</td>
<td>1.42</td>
<td>15.71</td>
<td>1.45</td>
<td>15.77</td>
</tr>
<tr>
<td>SB</td>
<td>1.45</td>
<td>15.77</td>
<td>1.54</td>
<td>15.98</td>
</tr>
<tr>
<td>FRF</td>
<td>-13.28</td>
<td>19.96</td>
<td>-10.86</td>
<td>19.52</td>
</tr>
<tr>
<td>SRF Scheme 1 &amp; 2</td>
<td>-13.19</td>
<td>19.53</td>
<td>-10.56</td>
<td>18.943</td>
</tr>
</tbody>
</table>

**Example 3.2 (BSF study-case)**

In this example, four eighth-order narrow-band BSF are considered. The specifications of the four filters are listed in Table 3.4. The first three filters are elliptic BSF with the same specifications except the locations of the stopband. They will be called elliptic-1, elliptic-2, and elliptic-3. Elliptic-1 has its stopband at the lower range of frequency-band, elliptic-2 has its stopband at the higher portion of the frequency-band, and elliptic-3 has its stopband at the middle portion of the frequency-band. The fourth filter is a Chebyshev BSF.

Each filter in Table 3.4 has been realized by five different structures which are MRH structure, SB structure, FRF scheme 1, FRF scheme 2, and SRF scheme 2. Here SRF scheme 1 has not been considered since it has been shown in the previous example that the both schemes of SRF perform similarly. The output noise gains $g_T^2$ and coefficient sensitivity measures $\Phi_T$ for the four filters realized by the five realizations are...
listed in Table 3.5. Many observations can be obtained from Table 3.5 and they can be summarized below:

Table 3.4. BSF Specifications.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>elliptic-1</th>
<th>elliptic-2</th>
<th>elliptic-3</th>
<th>Chebyshev</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_p$ dB</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
<td>1.00</td>
</tr>
<tr>
<td>$A_a$ dB</td>
<td>50.60</td>
<td>50.60</td>
<td>50.60</td>
<td>40.40</td>
</tr>
<tr>
<td>$\omega_{p1}$ rad/s</td>
<td>750.00</td>
<td>3,450.00</td>
<td>2,450.00</td>
<td>3,850.00</td>
</tr>
<tr>
<td>$\omega_{p2}$ rad/s</td>
<td>1,650.00</td>
<td>4,350.00</td>
<td>3,350.00</td>
<td>4,500.00</td>
</tr>
<tr>
<td>$\omega_{a1}$ rad/s</td>
<td>1,050.00</td>
<td>3,750.00</td>
<td>2,750.00</td>
<td>4,150.00</td>
</tr>
<tr>
<td>$\omega_{a2}$ rad/s</td>
<td>1,350.00</td>
<td>4,050.00</td>
<td>3,050.00</td>
<td>4,350.00</td>
</tr>
<tr>
<td>$\omega_s$ rad/s</td>
<td></td>
<td></td>
<td></td>
<td>10,000.00</td>
</tr>
</tbody>
</table>

$\omega_{p1}$, $\omega_{p2}$ = passband edges, rad/s
$\omega_{a1}$, $\omega_{a2}$ = stopband edges, rad/s

- From Table 3.5 it can be seen that FRF scheme 1 and SRF scheme 2 are the best structures (in terms of output roundoff noise) for all the examples except for elliptic-3 case. They have been obtained after extensive search for the optimal choice of $J_0$. These choices of $J_0$ are included in Table 3.5. For FRF scheme 1, the choices of $J_0$ are deliberately chosen to show the performance of this scheme with different signs in block-diagonal sub-matrices of $J_0$. These choices of $J_0$ are also included in Table 3.5. It is obvious that the choice of $J_0$ depends on the specifications of the filter (specifically on the location of the stopband). From the results presented in Table 3.5 the recommendation for the choice of $J_0$ is that: for elliptic-1 (i.e., stopband at the lower portion of the frequency band), it is recommended to place most of error transfer function zeros at
\( z = 1 \); for elliptic-2 it is recommended to place most of error transfer function zeros at \( z = -1 \). For elliptic-3, the RF technique seems not to be particularly effective.

Table 3.5: Results of Example 3.2.

<table>
<thead>
<tr>
<th></th>
<th>elliptic-1 BSF</th>
<th>elliptic-2 BSF</th>
<th>elliptic-3 BSF</th>
<th>Chebysh. BSF</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \frac{g^2}{T} ) dB</td>
<td>( \Phi_T ) dB</td>
<td>( \frac{g^2}{T} ) dB</td>
<td>( \Phi_T ) dB</td>
<td>( \frac{g^2}{T} ) dB</td>
</tr>
<tr>
<td>MRH Struct</td>
<td>2.38</td>
<td>23.58</td>
<td>2.38</td>
<td>23.58</td>
</tr>
<tr>
<td>SB Struct.</td>
<td>3.16</td>
<td>26.63</td>
<td>3.10</td>
<td>26.36</td>
</tr>
<tr>
<td>FRF Scheme 1</td>
<td>1.09</td>
<td>29.28</td>
<td>0.548</td>
<td>30.26</td>
</tr>
<tr>
<td>( J_0 = \begin{bmatrix} I_{7 \times 7} &amp; 0 \ 0 &amp; -1 \end{bmatrix} )</td>
<td>( J_0 = -I )</td>
<td>( J_0 = -I )</td>
<td>( J_0 = -I )</td>
<td>( J_0 = \begin{bmatrix} -I_{7 \times 7} &amp; 0 \ 0 &amp; 1 \end{bmatrix} )</td>
</tr>
<tr>
<td>FRF Scheme 2</td>
<td>4.52</td>
<td>25.26</td>
<td>4.01</td>
<td>26.40</td>
</tr>
<tr>
<td>SRF Scheme 2</td>
<td>1.02</td>
<td>26.31</td>
<td>0.55</td>
<td>27.26</td>
</tr>
<tr>
<td>( J_0 = I )</td>
<td>( J_0 = -I )</td>
<td>( J_0 = -I )</td>
<td>( J_0 = -I )</td>
<td></td>
</tr>
</tbody>
</table>

- From Table 3.5, it can be observed that both FRF scheme 1 and SRF scheme 2 provide lower output roundoff noise gains (less than 3 dB) compared to that of both MRH and SB structures (except for elliptic-3 case). However, the noise gain reductions are not as significant as those achieved for LPF and HPF (see Example 3.1) which implies that the RF technique is not particularly effective for the BSF case. A similar observation has been presented in [49] and explained by the inability of the RF technique to attenuate the error spectra over the entire band (BSF has a significant response over most of the frequency band). This explanation may be confirmed by the modest behavior of the FRF scheme 2 since it provide higher output roundoff error gains than MRH and SB structures which don't use RF technique at all!. Consider also that two zeros are
inserted at the error transfer function of each state when using FRF scheme 2. This may lead to the conclusion that increasing the order of RF scheme for BSF will adversely affect the output roundoff noise.

- The results in Table 3.5 may imply the RF technique is more effective for Chebyshev BSF than for elliptic BSF with the same filter order.

**Example 3.3 (BPF study-case)**

In this example, three sixth-order and one eighth-order narrow-band BPF are considered. The specifications of the four filters are listed in Table 3.6. Each filter has been realized by the four realizations of Table 3.1. These are the realizations of Table 3.1 except SRF scheme 1 which leads to close performance to that of SRF scheme 2. The measures $g_2^r$, $\Phi_r^r$ and the $\gamma$ values used for FRF and SRF structures are listed in Table 3.7. Many observations and conclusions can be derived from Table 3.7 summarized below:

**Table 3.6: BPF specifications for Example 3.3.**

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Elliptic</th>
<th>Elliptic</th>
<th>Chebyshev</th>
<th>Chebyshev</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_p$ dB</td>
<td>0.50</td>
<td>0.80</td>
<td>1.00</td>
<td>0.80</td>
</tr>
<tr>
<td>$A_a$ dB</td>
<td>65.50</td>
<td>51.80</td>
<td>40.50</td>
<td>46.87</td>
</tr>
<tr>
<td>$\omega_{p_1}$ rad/s</td>
<td>980.00</td>
<td>2,400.00</td>
<td>3,200.00</td>
<td>1,450.00</td>
</tr>
<tr>
<td>$\omega_{p_2}$ rad/s</td>
<td>1,020.00</td>
<td>2,520.00</td>
<td>3,400.00</td>
<td>1,700.00</td>
</tr>
<tr>
<td>$\omega_{a_1}$ rad/s</td>
<td>850.00</td>
<td>2,100.00</td>
<td>2,900.00</td>
<td>1,150.00</td>
</tr>
<tr>
<td>$\omega_{a_2}$ rad/s</td>
<td>1,150.00</td>
<td>2,950.00</td>
<td>3,700.00</td>
<td>2,000.00</td>
</tr>
<tr>
<td>$\omega_s$ rad/s</td>
<td>10,000.00</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
• Both FRF and SRF structures provide significant reduction (more than 12 dB) in output roundoff noise gains compared to both MRH and SB structures at the price of increasing the coefficient sensitivity. These improvements in roundoff noise gains prove that RF technique is very effective for narrow-band BPF cases in reducing the output roundoff noise.

• For the second and the fourth BPF examples, FRF and SRF structures provide excellent performance in terms of output roundoff noise and coefficient sensitivity with \( \gamma \) chosen to be 0 and 1, respectively. This means that for some cases of BPF's (depending on the location of the passband), efficient RF schemes can be implemented without the need for any extra multiplication.

• SRF structures provide close output roundoff gains to that of FRF structures which implies that SRF structures provide near-optimal output roundoff noise gain with significant reduction in computational complexity (see Table 3.1).

Table 3.7: Results of Example 3.3.

<table>
<thead>
<tr>
<th></th>
<th>elliptic BPF</th>
<th>Chebysh. BPF</th>
<th>Chebysh. BPF</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( g_T^2 ) dB</td>
<td>( \Phi_T )</td>
<td>( g_T^2 ) dB</td>
</tr>
<tr>
<td>MRH Struct.</td>
<td>1.15</td>
<td>15.13</td>
<td>1.30</td>
</tr>
<tr>
<td>SB Struct.</td>
<td>1.16</td>
<td>15.15</td>
<td>1.31</td>
</tr>
<tr>
<td>FRF</td>
<td>-22.01</td>
<td>38.71</td>
<td>-14.44</td>
</tr>
<tr>
<td></td>
<td>( \gamma = 1.618 )</td>
<td>( \gamma = 0 )</td>
<td>( \gamma = -0.9635 )</td>
</tr>
<tr>
<td>SRF Scheme 2</td>
<td>-19.54</td>
<td>21.92</td>
<td>-13.67</td>
</tr>
<tr>
<td></td>
<td>( \gamma = 1.618 )</td>
<td>( \gamma = 0 )</td>
<td>( \gamma = -0.9635 )</td>
</tr>
</tbody>
</table>
3.6 Conclusion

In this chapter, the problem of synthesizing finite wordlength fixed-point realizations of $N$th-order IIR digital filters, which use second-order residue feedback to minimize the output roundoff noise subject to $l_2$-scaling, has been considered. It has been shown that by proper choice of simple residue feedback schemes, new optimal structures can be obtained for narrow band-stop and band-pass filters. These optimal structures provide lower output roundoff noise compared to the MRH structures proposed by Mullis, Roberts [28] and Hwang [29] if the sum of the residue modes is less than the sum of the second-order modes.

Further, new suboptimal residue feedback structures for narrow-band IIR filters are also proposed which provide near-optimal roundoff noise and have a saving of at least $N(N-2)/2$ multiplies over the optimal structures. Moreover, these suboptimal structures can be chosen to have block-triangular state-update matrices which are more suitable for high-speed hardware implementations. Extensive numerical comparisons between the proposed suboptimal structures and three other low-noise structures show that the proposed suboptimal structures provide excellent performance in terms of output roundoff noise and coefficient sensitivity as well as low computational complexity. It has also been found that the involved simple residue feedback schemes are very powerful and versatile methods to reduce the quantization noise for narrow-band low-pass, high-pass and band-pass filters. For narrow band-stop filters, the proposed residue feedback schemes seem to be less effective.
Chapter 4

Implementations of Residue-Feedback IIR Digital Filter Realization

4.1 Introduction

The digital filter application sets certain specifications to be met such as input sampling rate, device cost, and S/N ratio. On the other hand, the implementation technique imposes certain limitations on those specifications. Therefore, there is usually a tradeoff between the required specifications and implementation cost.

In this chapter, two implementations are presented for the SRF scheme 2 realization proposed in Chapter 3. This particular realization was chosen among the proposed realizations in Chapter 3 due to its block-triangular system matrix which leads to simple and high-performance implementations. The first implementation uses a standard off-the-shelf fixed-point digital signal processor (Motorola DSP56001). The second implementation is an application specific integrated circuit (ASIC) VLSI architecture suitable for high-speed applications.

4.2 DSP Implementation of SRF Realization

The DSP chip has a fixed architecture which is usually designed to accommodate most digital signal processing applications. Therefore, most of the digital filter realization
parameters such as states and coefficient wordlengths are fixed (as determined by the specifications of the DSP) and must be taken as they are. It is not possible to take advantage of the low roundoff noise and low coefficient sensitivity of the proposed SRF realization in reducing the states and coefficient wordlengths. The main purpose of implementing SRF realization using a DSP is to investigate its FWL performance for real-time applications. This real-time performance will be also compared with other realizations using the same DSP56001 environment.

4.2.1 Motorola DSP56001
Motorola DSP56001 is a fourth-generation signal processor [70], that is widely used and well known. The processor is capable of high processing speed due to its dual architecture and the incorporation of a parallel multiplier-accumulator. The processor has 24-bit data and coefficient wordlength which provides a 144 dB dynamic range; intermediate results can be held in 56-bit accumulators. The DSP56001 architecture has two independent expanded data memory spaces (up to 64k x 24 each), two address arithmetic units, and an arithmetic logic unit (ALU) which has two accumulators. The duality of the architecture allows a 24-bit x 24-bit multiplication, a 56-bit addition, two data moves, and two address-pointer updates in a single instruction cycle. The instruction cycle takes 100 ns (equivalent to 10M instructions per second.)

4.2.2 Implementation of the SRF Realization
The assembly code for the implementation of the SRF scheme 2 realization of LPF is listed in Appendix C. This program code can be easily modified to accommodate the HPF, BSF, BPF cases discussed in Section 3.4. Two’s complement truncation is used for quantization process i.e., the lower part of the 48-bit product is simply removed and temporarily stored. By storing the lower part, it is possible to feed it back to the next iteration in order to incorporate the residue-feedback process. However, the lower part must
be provided with the correct sign bit, which requires extra instructions. Saturation arithmetic is used to deal with the overflow of the states and output. This saturation process is a feature provided by the DSP chip.

4.2.3 Cost and Performance Analysis
The traditional cost criteria of a digital filter implementation such as the number of multiplications and additions are not relevant in the DSP environment but the suitability of the realization to the DSP architecture has a more relevant impact. Therefore the cost criteria of any filter implementation using DSP should be measured in terms of:

1. Maximum sampling frequency
2. Data memory requirements

The speed (i.e., maximum input sampling rate) of a filter is inversely proportional to the length of the assembly code (or more accurately, the total number of instructions that are performed during a single sample interval), so the question of how efficiently the filter structure can be turned to assembly code is often of atmost importance. The data memory requirements are related to the number of the filter coefficients stored in memory and to the intermediate data needed at each cycle. They indicate the complexity of the filter realization and its degree of suitability to the DSP architecture.

The FWL performance criteria of any filter implementation usually include coefficient sensitivity, output roundoff noise, and tendency to self-sustaining periodic limit cycles. Coefficient sensitivity is not of prime importance in DSP5600I signal processing implementation since the available wordlength (24 bit) is usually sufficient for most practical cases. The output roundoff noise is also not of prime importance for the same reason. However, attention will be given to the output roundoff noise for two reasons:

1. The prediction of the theoretical noise model explained in Section 1.2.2 will be compared with actual measurements.
2. The noise performance measurement of the actual DSP implementation, based on a specific realization, can be also used for any other implementation (e.g., VLSI array-processor implementation). To obtain this general measurement, the noise performance will be measured normalized to the noise power of one rounding operation.

The limit cycle behavior of the filter implementation is important since it can take over the filtering operation and it is difficult to be theoretically determined.

![Amplitude response and zero-pole plot](image)

Figure 4.1: Narrow-band LPF test example filter. (a) Amplitude response. The inset shows the response in the passband. (b) zero-pole plot ('o' is a pole and '*' is a zero).

### 4.2.4 Test example

A specific narrow-band sixth-order elliptic LPF is chosen to be DSP implemented using three different realizations. The specifications of the filter are:
The amplitude response and the zero-pole plot of the filter are shown in Fig. 4.1. The three realizations are:

1. SRF scheme 2 realization proposed in Chapter 3.
2. MRH realization [28], [29].
3. Cascade of second-order sections in direct form II [20].

The code for the three realizations was written in assembly. All realizations are designed to satisfy the $l_2$-scaling constraint in (1.11). Two's complement truncation and saturation arithmetic have been used for the three realizations. A great effort was made to optimize the code as much as possible.

### 4.2.5 Testing

The actual transfer function with quantized coefficients was tested for the three realizations. All realizations met the filter specifications. The code length (in instruction cycles) of each structure has been calculated for the complete filter loop which includes the I/O instructions. Therefore, the real-time maximum sampling frequency can be determined based on this code length. To run the program, some extra instruction cycles are required to load the coefficients and set the pointers. The code lengths, maximum sampling rates and the data memory requirements of the three realizations for this specific test filter example are listed in Table 4.1.

The relative power spectral density (RPSD) [71] was measured. This RPSD can be calculated from
\[ \text{RPSD} = \frac{S_0(w)}{\sigma_r^2} \] (4.1)

where \( S_0(w) \) is the power spectral density of the output noise due to product quantization. RPSD was experimentally determined using the following method. A digitally generated Gaussian noise has been filtered with each structure. The output sequences were subtracted from the corresponding sequences obtained by filtering the identical input signal with a filter with the same coefficients but without quantization of states and outputs (simulated on a SPARC workstation). By doing so, it is guaranteed that the resulting errors are only due to the quantization operations without the influence of input data and coefficient quantization. The resulting errors were analyzed using the Fast Fourier Transform (FFT) and the corresponding RPSDs were calculated. Some 10 spectra were averaged by altering the amplitude of the input noise which resulted in a smoother estimate. For the three realizations considered, the noise spectra have been theoretically calculated from the common noise model [17], [16], [Section 3.4] and the theoretical predictions are in good agreement with the experimental results. The analytical and experimental noise spectra of the SRF implementation are shown in Fig. 4.2. The noise powers for the three structures obtained by integrating the noise spectra are shown in Table 4.1.

Limit cycles and overflow behavior have been examined using a signal generator at the A/D converter and an oscilloscope at the output of the D/A converter. Constant-input quantization limit cycles have been searched using zero and constant inputs. The overflow behavior was checked using large-amplitude sinusoidal and square waves with possible positive and negative DC components.

4.2.6 Results
Not surprisingly, the direct form II structure provides the fastest structure in this comparison. Straightforward sum-of-product type calculations are very suitable to DSP architectures. On the other hand, output roundoff noise is quite high. In addition, DC and AC
quantization limit cycles have been observed in the analog test. Furthermore, self-sustaining overflow oscillations have also been found. These overflow oscillations occasionally (depending on the amplitude of the input signal and the DC component) take the whole dynamic range. Other scaling technique such as $L_{\infty}$-scaling, section ordering choices and zero-pole pairing choices have failed to eliminate these overflow limit cycles.

**Figure 4.2:** The noise spectra for the SRF implementation of the test filter. (a) analytical and (b) experimental results.
Table 4.1: Code complexity and performance of three different implementations for the sixth-order LPF test example.

<table>
<thead>
<tr>
<th></th>
<th>Code length (instruction cycle)</th>
<th>Max sampling frequency (kHz)</th>
<th>Data memory (states and coeffs)</th>
<th>Noise gain in dB from experiment al data</th>
<th>Noise gain in dB from theory</th>
</tr>
</thead>
<tbody>
<tr>
<td>SRF scheme 2 structure</td>
<td>140</td>
<td>70</td>
<td>58</td>
<td>0.45</td>
<td>0.39</td>
</tr>
<tr>
<td>MRH structure [28], [29]</td>
<td>120</td>
<td>83</td>
<td>61</td>
<td>4.10</td>
<td>3.70</td>
</tr>
<tr>
<td>Cascade of direct form II [20]</td>
<td>51</td>
<td>196</td>
<td>21</td>
<td>46</td>
<td>41</td>
</tr>
</tbody>
</table>

Surprisingly, the SRF scheme 2 structure requires longer code length (for this 6th-order test filter) compared to the MRH structure although it requires less arithmetic operations (see Table 3.1 in Chapter 3). This is because the SRF structure requires extra instruction cycles to extract the residues (with their proper signs) in each iteration. These extra cycles are significant for low-order filters. However, for high-order filters, these extra cycles will be less significant compared to the extra multiplication cycles required by MRH structure. For example, SRF implementation of 14th-order filter requires 348 instruction cycles while the corresponding MRH implementation requires 440 instruction cycles.

The SRF scheme 2 structure provides the least output roundoff noise in this comparison which is consistent with the theoretical conclusion of Chapter 3. Both SRF and MRH structures have excellent limit cycle performance for this test example where neither overflow oscillations nor quantization limit cycles have been observed.
Many other narrow-band filter examples have been implemented for SRF scheme 2 structures. For all of the cases, no sign of limit cycles have been found. In conclusion, it can be said that DSP implementation of SRF structure leads to high S/N ratio, most likely freedom of limit cycles and moderate filtering speed. In the next section, all the features of the SRF scheme 2 structure discussed in Chapter 3 will be combined to obtain high-speed VLSI array-processor implementation.

4.3 An Array-Processor Implementation For SRF Realization

Compared to DSP implementations, VLSI implementations allow far more opportunities to optimize the data, states and coefficient wordlengths. VLSI implementation of narrow-band IIR digital filters based on the SRF scheme 2 structure has the following merits:

1. Short wordlengths for states and coefficients since the SRF realization has low roundoff noise and low coefficient sensitivity.

2. Simple RF scheme which generally requires only $N$ extra additions (except for the BPF case) and can be executed in parallel with the filter state-space computations.

3. The amenability to high-speed implementation since the proposed SRF state-update (system) matrix has a block-triangular form.

In this section, a high-speed VLSI array-processor implementation is obtained for the proposed SRF structure. It has been shown in Chapter 3 that for most digital filter types, the first-order feedback scheme is sufficient. Therefore, the realization with first-order RF scheme will only be considered. The case of a second-order RF scheme can be easily obtained by a slightly modifying the resulting implementation.

The required computations for the proposed structure with first-order RF scheme
are described in (3.3) and (3.4) with $A_2 = 0$. It has been also shown that the coefficients of the diagonal matrix $A_1$ are $\pm 1$. This indicates that no multiplication is involved in the implementation of the first-order RF scheme. Therefore, without loss of generality, $A_1$ will be assumed equal to $I$ (i.e., the case of LPF). So, the SRF realization for the LPF can be described as

$$\ddot{x}(n+1) = A\dot{x}(n) + e(n) + Bu(n)$$  \hspace{1cm} (4.2)

$$\ddot{y}(n) = C\dot{x}(n) + du(n)$$  \hspace{1cm} (4.3)

The required computations described in (4.2) and (4.3) can be divided into four subcomputations. Each subcomputation will be carried out by a different array-processor network. The first array-processor network will perform the computations $A\dot{x}(n) + e(n)$ in (4.2). This network is called state-update network (SUN). The other three array-processor networks are assigned to the computations $Bu(n)$, $C\dot{x}(n)$ and $du(n)$, respectively. The SUN network contains the feedback operation of the IIR filter and this will determine the maximum throughput rate [72]. Specifically, the computation delays inside the feedback loop determines the maximum throughput rate.

### 4.3.1 State Update Network (SUN)

Figure 4.3 shows the array-processor implementation for the lower block-triangular state-update matrix of the proposed structure. The internal details of the diagonal processor elements are shown in Fig. 4.4. This SUN structure is an extension of the one presented in [73]. The design in [73] was for block-state filters, while our proposed design is for single input/output filters and the RF technique is incorporated. It can be seen from Fig. 4.4 that the computation delay inside the feedback loop is equal to the delay of one multiplication and three additions (the quantizer delay is neglected). This computational delay determines the maximum throughput rate and it is essential to reduce it. One way to
reduce the SUN computation delay is to use the accumulator-multiplier (ACM) reported in [6], [74]. The ACM processor can be used to execute one multiplication and one double-precision addition concurrently without any need for a separate adder. Since both \( e(n) \) and \( x(n) \) are available at the same time, the ACM processor can be advantageously used to generate the new states. An I/O icon of the ACM is shown in Fig. 4.5(a). The diagonal processor element of the SUN using the ACM is shown in Fig. 4.5(b). It can be seen from Fig. 4.5(b) that the use of ACM reduces the computation delay inside the feedback loop to the delay of one ACM operation and two additions and eliminates the need for two adders (one adder inside each feedback loop). The delay of ACM is slightly higher than that of the corresponding array multiplier (AM) and its area is also slightly larger than that of the corresponding array-multiplier [6], [74]. The internal details of the off-diagonal processor element are shown in Fig. 4.5(c). The delay required for the computation of the off-diagonal processor element is equal to the delay of one multiplication operation and two addition operations.

### 4.3.2 The Pipelined Array-Processor

The complete array-processor implementation of the proposed realization is shown in Fig. 4.6(a) in which the slice pipeline technique [75] has been applied to maximize the computation rate. The internal details of the processor elements required to compute \( Bu(n), C\dot{x}(n) \) and \( du(n) \) are shown in Fig. 4.6(b). From Fig. 4.6(c) and Fig. 4.6(b), it is obvious that the delays associated with the elements are not synchronized with that of SUN diagonal processor elements. However all these delays are less than the delay required for a SUN diagonal processor element and therefore will not put any burden on the hardware system.
Figure 4.3: State-update network (SUN) array-processor ($N=6$).
Figure 4.4: Details of the $i$th diagonal processor element $PE^*$. 
Figure 4.5: The processor elements of the SUN array processors. (a) I/O model of an ACM [6], [74]. (b) The details of the $i$th SUN diagonal processing element using the ACM. (c) The details of the $j$th SUN off-diagonal processing element ($j>i$).
Figure 4.6: The VLSI array-processor for a 8th-order IIR digital filter. (a) The fully pipelined array-processor implementation of the proposed IIR filter realization. $l$ is the latency. (b) The internal details and the symbols of the involved processor elements.
4.3.3 Performance Analysis

In this section, performance analysis of the proposed array-processor in terms of computation area complexity, delay, and latency is presented.

4.3.3.1 Area Complexity

It can be seen from Fig. 4.6(a) that the proposed implementation requires $N^2/2 + 3N + 1$ multipliers ($2N$ ACMs and the other are AMs) and $(N/2)(N + 6)$ double-precision adders. The area required for the buffers can not be neglected since the implementation is fully pipelined. The proposed implementation requires $(N/2)(N + 1)$ double-precision buffers and $(N/2)(N + 3)$ single-precision buffers. It should be noted that the sizes of the multipliers and the lengths of the adders are small since the SRF scheme 2 realization has low output roundoff noise and low coefficient sensitivity as was shown in Chapter 3. This subject will be discussed in more detail in Section 6.5.

4.3.3.2 Computational Delay

The sampling rate, $T_s$, of the proposed array-processor implementation for the IIR digital filter satisfies the following inequality

$$T_s \geq T_c$$  \hspace{1cm} (4.4)

where $T_c$ is the clock period which is used to trigger all the latches in Fig. 4.6 (a). $T_c$ can be calculated from

$$T_c = T_{ACM} + 2T_{add}$$  \hspace{1cm} (4.5)

where $T_{ACM}$ is the delay required for an ACM of Fig. 4.5(a) and $T_{add}$ is the delay required for a double-precision additions.
4.3.3.3 Latency

Latency is defined as the delay between applying the first input sample and obtaining the first output sample. From Fig. 4.6 (a), it can be seen that the latency \( l \) for the proposed array-processing implementation is given by

\[
l = NT_c
\]  

(4.6)

Therefore the latency is proportional to the filter order. The latency is expected to be high as is to be expected from any fully pipelined system [75]. However, in many digital filter applications, latency is not of prime importance.

A general comparison in terms of speed and area complexity between the proposed VLSI array-processor implementation and two other VLSI implementations (one is direct implementation) is discussed in more detail in Chapter 6.

4.4 Conclusion

Two implementations of the SRF scheme 2 realization of Chapter 3 are presented. One by using a fixed-point DSP56001, while the second is an ASIC VLSI array-processor. It has been shown that for many narrow-band IIR filters, the DSP implementation based on the SRF scheme 2 realization provides high S/N ratio, freedom of limit cycles for the examples considered and moderate input-sampling frequency. The maximum input sampling frequency is 70 KHz for sixth-order filters which is more than sufficient for most audio applications.

On the other hand, the VLSI implementation of SRF scheme 2 realization provides high input sampling rate. This sampling rate is determined by the computation delay required for the accumulator-multiplier operation and two double-precision additions. This efficient VLSI implementation is obtained by taking advantage of both the parallelism inherent in the residue feedback technique and the block-triangular update state
matrix of the proposed realization. A performance comparison (in terms of hardware area and speed) which confirms the advantages of the proposed implementation over other existing implementations is discussed in Chapter 6.
Chapter 5

Design of a High-Speed Inner-Product Processor

5.1 Introduction

The inner product operation is encountered in many signal processing applications and has a direct impact on many digital filter implementations [74], [76]. In this chapter, a new scheme for two’s complement fixed-point inner-product processor is presented. This novel inner-product processor will be used in the next chapter as the processing element in an efficient implementation for full-matrix state-space IIR digital filters.

5.2 Existing Inner-Product Processors

The conventional way to obtain an inner-product is to use a multiplier followed by an accumulator where the result of each multiplication is added to the previous result stored in the accumulator. In order to increase the speed of the inner-product operation, a pipeline inner-product step processor (PIPSP) has been adopted for most DSP chips [74]. The schematic diagram of a conventional PIPSP is shown in Fig. 5.1(a). The speed of the operation is limited by either the multiplier or the double-precision adder.

Further increase in speed can be achieved by eliminating the need for the separate adder of the PIPSP which also leads to a reduction in the required area [74], [77]. By
using an array-multiplier as a multiplier and adder in the same time, the multiplication and the addition operations required for each inner-product step can be executed at the same clock cycle. In this case, the modified scheme of the array-multiplier is called an accumulator-multiplier (ACM). The schematic diagram of the inner-product processor proposed in [6], [77] is shown in Fig. 5.1(b). The discussion of Fig. 5.1(c) is postponed to the next section. The ACM structure proposed in [6] is shown in Fig. 5.2 where the two's complement array-multiplier (AM) of [78] has been used. There was a minor error in the ACM and it is corrected here. In the $b \times b$ ACM, $b^2$ terms (binary products) are generated in parallel. The sums of the binary products propagate along the diagonals, which represent lines of equal binary weights. The carries propagate vertically downward and become inputs for the higher binary weights. For each cycle, the previously accumulated result ($V_0[0], \ldots, V_{2^{b-1}}[2^{b-1}]$) is present at the input of the ACM at the time of multiplication. Therefore, an inner-product of length $M$ can be executed in only $M$ ACM cycles. The overall inner-product operation speed is governed by the ACM speed. In Fig. 5.2, it can be seen that the most significant $b$-bits of the $2b$-bit product are formed by the carry-propagate adder (CPA) (carry look-ahead can also be used) at the bottom of the ACM. The adder delay is a significant part of the multiplier delay. Therefore the adder delay influences the overall inner-product operation speed.

In the following section, a new scheme for two's complement fixed-point inner-product processor is presented. It will be shown that the proposed scheme provides an increase in the computation speed (approximately doubling the speed for long inner-product operation) with a slight increase in the required area.
Figure 5.1: The schematic diagrams of different inner-product processors. (a) Pipelined inner-product step processor (PIPSP). (b) Accumulator-multiplier (ACM) [6], [74]. (c) Carry save inner-product processor (CSIPP).
Figure 5.2: Accumulator Multiplier (ACM) [6]. (a) 8 × 8 ACM. (b) Details of the blocks AHA, NHA, AFA, NFA cells.
5.3 Carry-Save Inner-Product Processor

The schematic diagram of the inner-product processor proposed in this chapter is shown in Fig. 5.1(c). The details of the new inner-product processor are shown in Fig. 5.3 which is based on a modification of the ACM. The inputs for the carry-propagate adder at the bottom \( U_i[0],..., U_i[b-1] \) and \( O_i[0],..., O_i[b-1] \) and the least significant byte (LSB) \( V_i[0],..., V_i[b-1] \) of the previous output product are feedback to the corresponding binary weights. In order to achieve that feedback, one column of full adders has been added to the ACM. In this new scheme, the addition operation is performed concurrently with the multiplication operation without using the adder. This carry-propagate (or carry look-ahead) adder will be used only after all inner product steps are performed in order to get the most significant byte (MSB) of the final result \( V_M[b],..., V_M[2b-1] \).

To initiate the computation of the inner-product, the output registers are reset and the first multiplication is performed and the results \( V_1[0],..., V_1[b-1], U_1[0],..., U_1[b-1] \) and \( O_1[0],..., O_1[b-1] \) stored in the output registers (buffers). At the next clock cycle, the bits of the new two operands are input to the multiplier along with the bits stored in the output registers. Such a process is repeated \( M \) times (\( M \) is the length of the inner-product operation). An extra cycle is needed to get the \( b \)-MSB of the final result \( V_M[b],..., V_M[2b-1] \) by adding the bits \( U_M[0],..., U_M[b-1] \) and \( O_M[0],..., O_M[b-1] \) through the carry-propagate (or carry look-ahead) adder. The two operands of the new inner-product can be loaded simultaneously to the processor during this extra cycle. The scheme is still highly regular and thus very amenable for VLSI implementation. The new scheme of Fig. 5.3 is called carry-save inner-product processor (CSIPP) for obvious reasons. A circuit to detect the overflow in the final addition can be easily incorporated to the proposed scheme [6], [30].
Figure 5.3: An 8 x 8 carry-save inner-product processor (CSIPP) [79].
5.4 Performance Analysis

In this section, a comparison of three inner-product schemes is presented with respect to the following two criteria. The first criterion is the delay required for performing inner-product of length $M$ and the second criterion is the required hardware area. The three inner-product schemes to be considered are:

2. Scheme IP-2: Accumulator-multiplier (ACM) [6], [74].

For the sake of comparison, a carry-propagate adder will be adopted for the adders in all three schemes. The array-multiplier (AM) will be adopted for the multipliers. The processor area complexity will be considered first.

5.4.1 Processor Area

Estimations for the layout areas of the three schemes in terms of the area required for gates performing basic operation such as full addition are presented. The area required for the PIPS can be estimated as

$$A_{PIPS} = A_{AM} + A_{Add} + 4NA_{latch} + A_{rout1} \quad (5.1)$$

where $A_{AM}$ is the area of 2's complement array multiplier, $A_{Add}$ is the area for two's complement $2b$-bit (double-precision) addition, $A_{latch}$ is the area for 1-bit latch and $A_{rout1}$ is the area required for routing of PIPS scheme. The layout area for the circuits which perform 1-bit full-addition, 1-bit half-addition, 2-input And gate, 2-input Nand gate, and an inverter are denoted by $A_{FA}$, $A_{HA}$, $A_{A}$, $A_{NA}$ and $A_{inv}$, respectively. Therefore, the PIPS area $A_{PIPS}$ can be calculated as:

$$A_{PIPS} = 4bA_{latch} + \left( b^2 + 1 \right)A_{FA} + \left( (b-1)^2 + 1 \right)A_{A} + (b-1)A_{HA} + 2(b-1)A_{NA} + A_{inv} + A_{rout1} \quad (5.2)$$
The area required for the ACM can be estimated from Fig. 5.2 as

\[
A_{ACM} = 2bA_{latch} + b^2 A_{FA} + \left( (b-1)^2 + 1 \right) A_A + bA_{HA} + 2(b-1)A_{NA} + A_{inv} + A_{rout2}
\]  

(5.3)

where \( A_{rout2} \) is the area required for the routing of ACM.

The area required for the carry-save inner-product processor (CSIPP) in Fig. 5.3 can be estimated as

\[
A_{CSIPP} = 3bA_{latch} + \left( b^2 + b - 1 \right) A_{FA} + \left( (b-1)^2 + 1 \right) A_A + (b+1)A_{HA} + (2b-2)A_{NA} + A_{inv} + A_{rout3}
\]

(5.4)

where \( A_{rout3} \) is the area required for the routing of CSIPP.

5.4.2 Processor Delay

The time required for the pipelined \( M \)-step conventional PIPSP can be estimated as \[75\]

\[
T_{PIPSP} = (M + 1) \left[ T_{latch} + \max (T_{AM}, T_{add}) \right]
\]

(5.5)

where

- \( T_{AM} \) is the critical (longest) path delay of two’s complement parallel array-multiplier.
- \( T_{latch} \) is the set-up and propagation delay time of 1-bit latch.

The delay \( T_{AM} \) of \( b \times b \) two’s complement AM based on the algorithm reported in \[78\] can be estimated as

\[
T_{AM} = T_A + T_{HA} + (2b-3)T_{FA} + T_{inv}
\]

(5.6)

where \( T_A \), \( T_{HA} \), \( T_{FA} \) and \( T_{inv} \) are the delay-times for standard 2-input AND gate, 1-bit half adder, 1-bit full adder and 1-bit Inverter, respectively. The delay of double-precision two’s complement carry-propagate adder \( T_{add} \) is given by

\[
T_{add} = 2bT_{FA}
\]

(5.7)
From (5.6) and (5.7), $T_{\text{add}}$ is slightly higher than $T_{AM}$. Therefore the time required for the conventional PIPSP can be estimated as

$$T_{\text{PIPSP}} = (M + 1) T_{\text{latch}} + 2b (M + 1) T_{FA}$$  \hspace{1cm} (5.8)

The time required for ACM in Fig. 5.2 to perform an inner-product of length $M$ is equal to $M$ times the time required for one multiply-add step. The time required for one step is determined by critical path indicated by the thick arrow line in Fig. 5.2. Therefore, the time required for the ACM to perform an inner-product of length $M$ can be estimated as:

$$T_{\text{ACM}} = M [T_{\text{latch}} + T_{NA} + T_{HA} + (b - 1) T_{FA} + b T_{FA} + T_{\text{inv}}]$$

$$= MT_{\text{latch}} + MT_{NA} + MT_{HA} + 2M \left( b - \frac{1}{2} \right) T_{FA} + MT_{\text{inv}}$$  \hspace{1cm} (5.9)

The time required for the suggested scheme (CSIPP) in Fig. 5.3 is equal to $(M+1)$ times the time required for one step. The time required for one step is determined by the critical path indicated by the thick arrow line in Fig. 5.3. Note that this longest computation path does not include the CPA. Therefore, the time required for the suggested scheme (CSIPP) in Fig. 5.3 can be estimated as

$$T_{\text{CSIPP}} = (M + 1) [T_{\text{latch}} + b T_{FA}]$$  \hspace{1cm} (5.10)

It can be seen that all the above terms used in the calculation of the computation time and the area are dependent on several factors such as the particular type of technology implementation and the layout style. In order to compare the area and delay performances of the three implementations, some normalization is required. All areas are normalized relative to an inverter area. Similarly, all delays are normalized relative to an inverter delay. The results are summarized in Table 5.1 based on the assumptions reported in [80], [81]:
1. \( T_{NA} \approx T_{inv}, A_{NA} \approx 2A_{inv} \)
2. \( T_A \approx 2T_{inv}, A_A \approx 3A_{inv} \)
3. \( T_{HA} \approx 5T_{inv}, A_{HA} \approx 10A_{inv} \)
4. \( T_{FA} \approx 6T_{inv}, A_{FA} \approx 15A_{inv} \)
5. \( T_{latch} \approx 4T_{inv}, A_{latch} \approx 12A_{inv} \)

The area required for routing is also dependent on the technology used. However, because the communication in the CSIPP is relatively local compared to that of PIPSP, \( A_{rout3} \) is expected to be lower than \( A_{rout1} \). In order to simplify the comparison, these routing areas have been neglected for the present analysis.

From Table 5.1 and Fig. 5.4, it is evident that reduction in the computation time ranging from 20 to 50 percent can be obtained by using the proposed carry-save inner-product processor with a slight increase in the required area. Therefore, the proposed scheme provides better results in terms of area \( \times \) time \( (AT) \) and area \( \times \) time\(^2\) \( (AT^2) \) measurements compared to the two other schemes. The \( AT \) performance comparison is shown in Fig. 5.4(c).

The operation of CSIPP has been verified by simulation using Verilog and it has been fabricated using the technology of 1.2 \( \mu \) CMOS [82].

Table 5.1: Area and computational delay for different inner-product schemes.

<table>
<thead>
<tr>
<th>Inner-product Processor</th>
<th>Normalized area</th>
<th>Normalized delay</th>
</tr>
</thead>
<tbody>
<tr>
<td>PIPSP</td>
<td>( 18b^2 + 52b + 8 )</td>
<td>( 12Mb + 4M + 12b + 4 )</td>
</tr>
<tr>
<td>ACM</td>
<td>( 18b^2 + 27b + 3 )</td>
<td>( 12Mb + 5M )</td>
</tr>
<tr>
<td>CSIPP</td>
<td>( 18b^2 + 59b - 2 )</td>
<td>( 6Mb + 4M + 6b + 4 )</td>
</tr>
</tbody>
</table>
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Figure 5.4: Delay and $AT$ performances for the three schemes: PIPSP ACM and CSIPP. (a) Normalized computation time performance where $b=32$. (b) Normalized computation time performance where $M=10$. (c) Normalized $AT$ performance where $M=10$.

### 5.5 Conclusion

In this chapter, a new scheme for area-time efficient two's complement fixed-point inner-product processor is presented. This scheme provides better performance compared to existing inner-product schemes in terms of computation speed, $area \times time$, and $area \times time^2$ performances. The proposed inner-product processor has a high computational speed which is double (for long inner-product operation) the speed of the conventional pipelined inner-product. The new processor is well suited to any DSP application requiring computation of inner-products and is exceptionally well suited to VLSI implementation.
Chapter 6

Implementation of Full-Matrix State-Space IIR Digital Filter

6.1 Introduction

Any realization for IIR digital filters requires feedback loops to realize the recursion. These loops in the case of conventional binary arithmetic imposes an upper bound on the system's throughput rate. This is referred to as the bottleneck barrier [72] in the literature. In the case of full-matrix state-space IIR digital filter, the maximum throughput rate is limited by the delay required for one multiplication and one $N$-operand addition. This maximum throughput rate can be achieved if a multiplier is assigned to each state-space matrix coefficient. This assumption has been adopted by the majority of the researchers and leads to expensive hardware implementations especially when considering implementing a high-order filter as one section with full state matrices. As an example, a 16-bit full-matrix state-space filter of order 10 approximately requires 1M transistors. Such a chip would be of comparable complexity to some current 32-bit microprocessors [2]. This high complexity is the reason behind the preference to implement IIR digital filters using direct structures in spite of their bad performance due to the finite wordlength effects [5], [6]. One way to obtain a feasible VLSI implementation for one-section state-space filter is by reducing the computational complexity through zeroing some of the state-space matrices coefficients using suitable transformations. This solution has been
adopted in Chapter 3 and it leads to the high-speed VLSI array-processor implementation proposed in Chapter 4. Another way to make the VLSI implementation feasible is to map the large number of computations onto a few number of processor elements and thus reducing the hardware complexity.

In this chapter, a new systolic array implementation for a one-section \(N\)th-order filter with full state space matrices is proposed. The number of the processor elements is proportional to the filter order \(N\). This makes it feasible to implement the full-matrix state-space structure of IIR digital filters using VLSI. The mapping of the state-space filter structure onto a systolic array is done in such a way as to make the computations for each state locally executed. The novel CSIPP presented in Chapter 5 can then be used for the local computations and thus enhance the computation speed. A performance comparison between the proposed implementation and two other implementations (including the one proposed in Chapter 4) is also presented.

6.2 The Proposed Systolic Architecture

The behavior of a general \(N\)th-order one-section state-space digital filter can be described by equations in (1.5) and (1.6) where the matrices \( \{ A, B, C \} \) are full.

The method for developing a systolic design involves two steps [52]. In the first step, a Dependence Graph (DG) is obtained to indicate the dependencies between different variables and computations. A Signal Flow Graph (SFG) is developed in the second step by selecting an appropriate scheduling vector and a projection vector on the index set. The computations required for implementing the \(N\)th-order state-space digital filter are described by (1.5) and (1.6). It can be seen from (1.5) and (1.6) that the required computations are iterative. Each iteration requires a new input and the updated states. It is possible to study the present iterative algorithm using the concepts presented in [55]
where a Reduced Dependance Graph (RDG) may be obtained to provide an abstraction for the involved computations. The RDG for the required multiplication and addition steps is shown in Fig. 6.1. The input sample \( u(n) \) and the states \( x_1(n), x_2(n), \ldots, x_N(n) \) are propagated along the \( j \)-axis of the RDG. The states \( x(n) \) and the input sample \( u(n) \) are weighted by different matrix elements and added (accumulated) to get output sample \( y(n) \) and the new states \( x(n+1) \).

The concepts of schedule and projection vectors explained in [52] will be used to obtain a valid schedule and processor configurations. One suitable and obvious choice for the scheduling vector is \( s^f=[1,1] \). Such a schedule gives rise to equi-temporal hyperplanes. All computations along the equi-temporal hyperplanes \( (i-j=\text{constant}) \) are performed at the same clock cycle. However, they are performed at different locations by selecting an appropriate projection vector which determines the locations of the computations. The projection vector is selected to lie along the \( i \)-axis, i.e., \( p^r=[1,0] \). That choice of both the scheduling and projection vectors produces a systolic structure in which all the required double-precision operations are locally performed inside each processor element (using inner-product processors). The resulting SFG is shown in Fig. 6.2(a). Processor elements \( PE_1:PE_{N+1} \) are assigned to calculate the states \( x_1:x_N \), respectively. Processor element \( PE_0 \) is assigned to calculate the output. That particular choice of the projection vector assigns all the state-space feedback connections and the input to a single processor element \( PE_0 \). The feedback line carries the \( N \) states to \( PE_0 \) at different instants of time.
Figure 6.1: Reduced dependence graph of an Nh-order state-space digital filter.
Figure 6.2: The systolic implementation of the $N$th-order state-space IIR digital filter. (a) Signal flow graph of $N$th-order state-space digital filter. (b) Internal details of the PE.
6.2.1 Internal Organization of The Processor Elements

Each PE in Fig. 6.2(a) basically performs an inner product operation. The internal structure of a PE is shown in Fig. 6.2(b). Each PE contains two single-precision registers (of length $b$ bits where $b$ is assumed to be the input and coefficient wordlengths), one two's complement inner product step processor (IPSP), a ring-shift register of size $(N+1) \times b$. The ring-shift register is $(N+1)$ words long and stores a row of the system matrix $A$. Register R1 stores either a new state sample or the input sample. Register R2 stores the output of the inner-product processor and delivers the result to the feedback path. Each processor is responsible for calculating either the present output or one component of the next state vector using double-precision accuracy. The proposed systolic implementation has the following features:

- All operations are locally performed inside each processor unit using double-precision arithmetic.

- All data communication between processors are single-precision which results in decreasing the communication overhead.

- The main operation inside each processor element is inner-product operation which can be executed by using the novel high-speed inner-product processors presented in Chapter 5.

- Rounding operations are performed after the double-precision inner-product operations which results in high $S/N$ ratio without increasing computation delay, layout area or communication overhead.

Any available inner-product processor can be used inside each PE to perform the required inner-product operations. It can be seen from Fig. 6.2(b) that the inner-product processors are the main elements of the proposed implementation. Therefore, the area and
the computation delay of the involved inner-product processor will determine the area
and the computation delay of the whole implementation in Fig. 6.2(a). Therefore, the
incorporation of the proposed CSIPP of Chapter 5 will approximately double the speed
of filter without a significant increase in area.

6.2.2 Data-flow and Timing

In order to maintain the synchronization of the input data and the updated states, CSIPP
requires one extra cycle in order to produce the MSB of the final output. This extra cycle
can be easily accommodated in the implementation of Fig. 6.2(a) by augmenting each
ring shift-register in Fig. 6.2(b) by one zero-coefficient. In order to show the timing oper­
ations of the systolic architecture in Fig. 6.2, the input $u(n)$ is assumed to be accepted by
PE0 at instants $n=(N+2)m$ for $m=0,1,...$. The output $y(n)$ is produced at $n=(N+2)(m+1)$
for $m=0,1,...$. The $k$th state $\{x_k(0), x_k(1),...,\}$ (i.e., the $k$th component of the state vector $x$)
is computed at instants $n=(N+2)(m+1)+k$ for $m=0,1,...$, and $k=1,...,N$. These states are
fed to the structure. Register R1 of each PE is loaded at every clock cycle. Register
R2 delivers the result (the output of the inner-product processor) to the feedback path in
synchronism with a load strobe at every $(N+2)$ clock cycles. This arrangement makes the
$k$th state to be only delivered to the feedback path at the appropriate clock cycle. The dis­
tribution and the flow of the coefficients in the ring shift-register of each PE are demon­
strated in Table 6.1.

6.3 Performance Analysis

In this section, a complexity analysis is presented for the layout area and the computa­
tional delay of the proposed systolic architecture in Fig. 6.2
Table 6.1: Timing flow of coefficients, \( N=4 \).

<table>
<thead>
<tr>
<th>Time slot</th>
<th>PE₀</th>
<th>PE₁</th>
<th>PE₂</th>
<th>PE₃</th>
<th>PE₄</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>( d )</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1</td>
<td>( c₁ )</td>
<td>( b₁ )</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>( c₂ )</td>
<td>( a_{11} )</td>
<td>( b₂ )</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>( c₃ )</td>
<td>( a_{12} )</td>
<td>( a_{21} )</td>
<td>( b₃ )</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>( c₄ )</td>
<td>( a_{13} )</td>
<td>( a_{22} )</td>
<td>( a_{31} )</td>
<td>( b₄ )</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>( a_{14} )</td>
<td>( a_{23} )</td>
<td>( a_{32} )</td>
<td>( a_{41} )</td>
</tr>
<tr>
<td>6</td>
<td>( d )</td>
<td>0</td>
<td>( a_{24} )</td>
<td>( a_{33} )</td>
<td>( a_{42} )</td>
</tr>
<tr>
<td>7</td>
<td>( c₁ )</td>
<td>( b₁ )</td>
<td>0</td>
<td>( a_{34} )</td>
<td>( a_{43} )</td>
</tr>
<tr>
<td>8</td>
<td>( c₂ )</td>
<td>( a_{11} )</td>
<td>( b₂ )</td>
<td>0</td>
<td>( a_{44} )</td>
</tr>
<tr>
<td>9</td>
<td>( c₃ )</td>
<td>( a_{12} )</td>
<td>( a_{21} )</td>
<td>( b₃ )</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>( c₄ )</td>
<td>( a_{13} )</td>
<td>( a_{22} )</td>
<td>( a_{31} )</td>
<td>( b₄ )</td>
</tr>
<tr>
<td>11</td>
<td>0</td>
<td>( a_{14} )</td>
<td>( a_{23} )</td>
<td>( a_{32} )</td>
<td>( a_{41} )</td>
</tr>
<tr>
<td>12</td>
<td>( d )</td>
<td>0</td>
<td>( a_{24} )</td>
<td>( a_{33} )</td>
<td>( a_{42} )</td>
</tr>
<tr>
<td>13</td>
<td>( c₁ )</td>
<td>( b₁ )</td>
<td>0</td>
<td>( a_{34} )</td>
<td>( a_{43} )</td>
</tr>
<tr>
<td>14</td>
<td>( c₂ )</td>
<td>( a_{11} )</td>
<td>( b₂ )</td>
<td>0</td>
<td>( a_{44} )</td>
</tr>
</tbody>
</table>

6.3.1 Area Complexity

The area complexity of the proposed implementation is mainly due to the area of the CSIPP’s and the associated storage elements. Therefore, the area required for the proposed implementation \( A_{FYSST} \) can be expressed as

\[
A_{FYSST} = (N + 1) A_{CSIPP} + 2 (N + 1) A_R + (N + 1) (N + 2) A_R
\]  \hspace{1cm} (6.1)

where \( A_R \) is the area required for a single-precision register. By substituting (5.4) in (6.1), \( A_{FYSST} \) can be estimated as
\[ A_{FSYST} = (N + 1) \left[ \left( b^2 - 2b + 2 \right) A_A + 2 \left( b - 1 \right) A_{NA} + (b + 1) A_{HA} \right] + \left( N + 1 \right) \left[ \left( b^2 + b - 1 \right) A_{FA} + (N + 7) b A_{latch} \right] \] (6.2)

The routing area for the systolic structure is negligible since most of the interconnections are local.

### 6.3.2 Computational Delay

The delay required for each output sample for the proposed architecture in Fig. 6.2 can be expressed as

\[ T_{FSYST} = (N + 2) T_{CSIPP} \] (6.3)

The time required for the computation of one CSIPP operation is calculated in (5.10) (the inner product length \( M \) in (5.10) is equal to \( N + 1 \)). Substituting (5.10) in (6.3) leads to

\[ T_{FSYST} = (N + 2) \left( b T_{FA} + T_{latch} \right) \] (6.4)

### 6.3.3 Latency

The latency \( l_{FSYST} \) of the proposed implementation is given by

\[ l_{FSYST} = T_{FSYST} = (N + 2) T_{CSIPP} \] (6.5)

### 6.4 Comparison with Other State-Space Architectures

In this section, a comparison of the proposed architecture with other state-space architectures for IIR digital filters is presented. The first architecture is the parallel nonsystolic architecture shown in Fig. 6.3. The second architecture is the VLSI architecture based on SRF scheme 2 realization presented in Section 4.3. This second implementation is called SRF systolic implementation.
Parallel architecture:

The parallel architecture of Fig. 6.3 requires \((N + 1)^2\) array-multipiers, \((N + 1)\) double-precision multi-operand adders, \(N\) single-precision registers for storing the states and \((N + 1)^2\) single-precision registers for storing the digital filter coefficients. The multi-operand addition is implemented using \(3\)-input-operand Carry-Save-Adder (CSA) units arranged in \(k\) levels and one Carry-Propagation Adder (CPA) unit [80]. So, the area required by the parallel architecture can be estimated as

\[
A_{\text{PARAL}} = (N + 1)^2 A_{AM} + (N + 1) A_{\text{multi-oper}} + NA_R + (N + 1)^2 A_R
\]

\(A_{\text{multi-oper}}\) is the area required for one multi-operand addition. The area required for the parallel architecture can be expressed as

\[
A_{\text{PARAL}} = (N + 1)^2 \left[ \left( b^2 - 2b + 2 \right) A_A + 2 (b - 1) A_{NA} + A_{\text{inv}} \right] + (N + 1)^2 \left[ (b - 1) A_{HA} + \left( b^2 - 2b + 1 \right) A_{FA} \right] + (N + 1) (\nu + 1) b A_{FA} + \left[ \nu (N + 1) + N + (N + 1)^2 \right] b A_{\text{latch}}
\]

The routing area required for the parallel implementation is significant since the communications between blocks are not local. However, to simplify the comparison this routing area will not be taken into consideration.

The computation delay required for the parallel structure will be estimated noticing that this non-systolic parallel state-space architecture has the same bottle-neck delay bound as all full state-space architectures when assigning a multiplier for each coefficient of the state-space matrices. The longest computation path consists of one array-multiplier and one multi-operand addition. The CSA does not require carry propagation across the wordlength of an operand [80]. Therefore, the computation delay for each output sample
Figure 6.3: The parallel nonsystolic implementation. (a) Parallel architecture of $N$th-order state-space digital filter. (b) Details of a processor elements (PE) involved.
for the parallel architecture is given by

\[ T_{\text{PARAL}} = T_{\text{multi}} + T_{\text{multi-oper}} \]

\[ = T_A + T_{HA} + T_{\text{inv}} + (4b + \kappa - 3)T_{FA} + \kappa T_{\text{latch}} \]  

(6.8)

**SRF systolic implementation proposed in Chapter 4**

The area complexity of the SRF systolic implementation presented in Section 4.3 is discussed in Subsection 4.3.3.1. This area \( A_{\text{RFSYST}} \) can be expressed as

\[ A_{\text{RFSYST}} = \left( b^2 - 2b + 2 \right) \left( \frac{N^2}{2} + 3N + 1 \right) A_A + (2b - 2) \left( \frac{N^2}{2} + 3N + 1 \right) A_{NA} + \]

\[ \left( \frac{N^2}{2} + 3N + 1 \right) A_{\text{inv}} + (2Nb + (b - 1) \left( \frac{N^2}{2} + N + 1 \right)) A_{HA} + \]

\[ \left( 2Nb^2 + (b - 1)^2 \left( \frac{N^2}{2} + N + 1 \right) + 2Nb(N + 6) \right) A_{FA} + \]

\[ \frac{1}{4} \left( 11N^2b + 59Nb + 4b \right) A_{\text{latch}} \]  

(6.9)

The routing area for the SRF systolic implementation can be neglected since the implementation is fully pipelined. The computational delay of the VLSI implementation in Section 4.3 is calculated in (4.5). This computational delay can be expressed as

\[ T_{\text{RFSYST}} = T_{\text{ACM}} + T_{3-oper} \]

\[ = T_{\text{latch}} + T_{NA} + T_{HA} + T_{\text{inv}} + (6b - 1)T_{FA} \]  

(6.10)

**Discussion**

It can be seen that all the above terms used in the estimation of areas and delays are dependent on several factors such as the particular type of technology implementation and the layout style. In order to compare the performance of the implementations, a normalization process similar to that in Section 5.4 is carried out; i.e., all areas are normalized relative to area of an inverter \( A_{\text{inv}} \). Similarity, all delays are normalized relative to
delay of an inverter $T_{inv}$. The results are summarized in Table 6.2 based on the assumptions discussed in details in Section 5.4.

**Table 6.2: Normalized area and computational delay of different state-space implementations.**

<table>
<thead>
<tr>
<th>Implementation Type</th>
<th>$A = \frac{\text{Area}}{A_{inv}}$</th>
<th>$T = \frac{\text{Delay}}{T_{inv}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parallel implem.</td>
<td>$(N+1)^2 \left[18b^2 - 22b + 8\right] + \frac{27(N+1)vb + \left(12N^2 + 51N + 27\right)b}{246 + 10k - 10}$</td>
<td>$24b + 10k - 10$</td>
</tr>
<tr>
<td>Full-matrix Systolic</td>
<td>$(N+1) \left[18b^2 + 107b + 8bN - 3\right]$</td>
<td>$6Nb + 4N + 12b + 8$</td>
</tr>
<tr>
<td>SRF systolic implem.</td>
<td>$(N+1) \left[9b^2 + 11b + 4\right] + \frac{b^2(21N + 9) + Nb(667 - N/4)/4 - 32b - 6N + 4}{24b + 15}$</td>
<td>24$b + 15$</td>
</tr>
</tbody>
</table>

Figure 6.4 show the normalized computational delay, normalized area and normalized $AT$ performances of the three implementations for $b = 16$. Figure 6.5 show the normalized computational delay, normalized area, and normalized $AT$ performances of the three implementations for $N = 12$. It can be seen that the non-systolic parallel implementation provides neither the lowest delay nor the lowest area. From Fig. 6.4(a) and Fig. 6.5(a), it can be seen that the SRF systolic implementation provides the lowest computational delay which is independent of the filter order $N$. Although the non-systolic implementation provides a delay which is close to that of SRF systolic implementation, this delay increases with the filter order and the implementation requires much larger area. From Fig. 6.4(b) and Fig. 6.5(b), it is apparent that the full-matrix systolic implementation requires much less area compared to the other implementations which indicates that it is more feasible for hardware implementation. From Fig. 6.4(c) and Fig. 6.5(c), it can be also seen that the full-matrix systolic implementation provides the best $area \times time$. 
Figure 6.4: Performance of three different implementations for state-space IIR digital filter ($b=16$). (a) Normalized computational delay $T$. (b) Normalized area complexity $A$. (c) Normalized $AT$ performance. '-' full-matrix systolic implementation, '..' SRF systolic implementation, and '--' non-systolic parallel implementation.
Figure 6.5: Performance of three different implementations for state-space IIR digital filter ($N=12$). (a) Normalized computational delay $T$. (b) Normalized area complexity $A$. (c) Normalized $AT$ performance. '---' full-matrix systolic implementation, '...' SRF systolic implementation, and '---' non-systolic parallel implementation.
6.5 Comparison with Direct Implementation

There are many implementations of IIR digital filters which are based on the standard direct form. Examples of these implementations can be found in [83-85]. One systolic implementation which provides excellent performance in terms of computation delay and area is reported in [83]. In this section, the hardware performances of the two implementations proposed in Section 4.3 and in Section 6.2 (which are based on the state-space realization) are compared with the implementation in [83] (which is based on direct realization). The performance analysis in terms of computation delay, latency, area and the involved operations is summarized in Table 6.3. In order to compare the hardware performance of the three implementations, the performance of the corresponding realizations in terms of frequency response and output roundoff noise should be similar [86]. This requires using different wordlengths for each implementation (i.e., different values of $b$). The determination of $b$ for each realization depends on the filter specifications. Therefore, a general comparison of the three implementations can not be carried out. This comparison can be only done for specific filter examples.

In this section, the sixth-order elliptic narrow-band LPF in Table 3.2 will be taken as a typical example for the sake of comparison. The $l_2$-scaled direct realization of the LPF elliptic filter requires 25-bit coefficient wordlength to approximately fit the required frequency response while the SRF scheme 2 realizations proposed in Chapter 3 (on which the SRF systolic implementation in Section 4.3 is based on) and MRH realization (on which the proposed implementation in this chapter is based on) require only 12-bit coefficient wordlength [69].
Table 6.3: Performance analysis of three different implementations.

<table>
<thead>
<tr>
<th></th>
<th>The full-matrix systolic Implementation</th>
<th>The RF systolic implementation (proposed in Chapter 4)</th>
<th>The direct implementation in [83]</th>
</tr>
</thead>
<tbody>
<tr>
<td>multipliers</td>
<td>( N + 1 )</td>
<td>( \frac{N^2}{2} + 3N + 1 )</td>
<td>( 2N )</td>
</tr>
<tr>
<td>double-precision adders</td>
<td>-</td>
<td>( \frac{N^2}{2} + 3N )</td>
<td>( 2N )</td>
</tr>
<tr>
<td>single-precision latches</td>
<td>((N + 1)(N + 3))</td>
<td>( \frac{3N^2}{4} + 15\frac{N}{4} + 1 )</td>
<td>( 3N )</td>
</tr>
<tr>
<td>double-precision latches</td>
<td>-</td>
<td>( \frac{N}{2}(N + 1) )</td>
<td>( N )</td>
</tr>
<tr>
<td>Computational Delay</td>
<td>((N + 2)T_{CSIPP})</td>
<td>( T_{\text{multi}} + T_{3-\text{oper}} )</td>
<td>( T_{\text{multi}} + T_{3-\text{oper}} )</td>
</tr>
<tr>
<td>Latency</td>
<td>((N + 2)T_{CSIPP})</td>
<td>( N(T_{\text{multi}} + T_{3-\text{oper}}) )</td>
<td>( \frac{N}{2}(T_{\text{multi}} + T_{3-\text{oper}}) )</td>
</tr>
</tbody>
</table>

The \( l_2 \)-scaled direct realization provides noise gain of approximately \( 5 \times 10^{11} \) while SRF scheme 2 realization for the same filter provides noise gain of only 1.054 (the round-off noise generated from the output node has been taken into consideration) and the MRH realization provides noise gain of 2.387 (the roundoff noise generated from the output node has been taken into consideration.) In order to equate the output roundoff noise of the three realizations (i.e., the same signal to noise ratio,) the direct structure requires 13 bits for the internal states wordlengths more than what is required for the other two realizations.\(^4\) By choosing the wordlength for the filter states in the state-space realizati-

\[4\] If the wordlength of the output samples can be taken different than the wordlength of the internal states, SRF scheme 2 (and consequently the SRF systolic implementation) can use shorter wordlengths for the internal states compared to the full systolic implementation. This will further improve the hardware performance of the SRF systolic implementation.
tions to be 12 bits implies that the wordlength for the states of the scaled direct realization should be equal 25 bits. Therefore, the wordlength for both the coefficients and the states in the proposed implementations (SRF systolic and Full-matrix systolic implementations) will be taken 12 bits (i.e., $b = 12$) while the wordlengths for both the coefficients and the states of the direct implementation in [83] will be taken as 25 bits (i.e., $b = 25$).

By following the normalization process discussed in Section 5.4, the performance analysis of the three implementations in terms of area $A$, computational delay $T$, $area \times time (AT)$, $area \times time^2 (AT^2)$ and latency are summarized in Table 6.4. It can be seen from Table 6.4 that the SRF systolic implementation proposed in Section 4.3 provides better delay, area, and $AT$ performance compared to the direct implementation in [83] for this specific example. As the computational delay of the SRF systolic implementation is dependent only on the wordlength $b$, it is guaranteed that this implementation provides better computational delay compared to the direct implementation in [83] for any narrow-band filter. However, it should be noted that increasing the filter order will quadratically increase the area required for the SRF implementation and may degrade its area and the $AT$ performance.

The full-matrix systolic implementation proposed in Section 6.2 provides a computational delay close to that of the direct implementation with much smaller area for this specific LPF. The full-matrix implementation provides the best $AT$ performance which is much lower than that of the direct implementation. Therefore, the full-matrix implementation presented in this chapter provides the best compromise between the required area and the computational delay, for this specific narrow-band LPF example.

From Table 6.4, it is also obvious that both proposed state-space implementations provide better performance in the $AT^2$ sense compared to the direct implementation in
[83], for this specific LPF example.

Table 6.4: Performance analysis of three different implementation for the sixth-order elliptic LPF filter.

<table>
<thead>
<tr>
<th></th>
<th>The full-matrix systolic implementation</th>
<th>The SRF systolic implementation (proposed in Chapter 4)</th>
<th>The implementation of [83]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wordlength in bits, $b$</td>
<td>12</td>
<td>12</td>
<td>25</td>
</tr>
<tr>
<td>Normalized area, $A$</td>
<td>31,143</td>
<td>101,171</td>
<td>128,676</td>
</tr>
<tr>
<td>Normalized delay, $T$</td>
<td>608</td>
<td>303</td>
<td>600</td>
</tr>
<tr>
<td>Normalized $AT \times 10^6$</td>
<td>18.93</td>
<td>30.65</td>
<td>77.21</td>
</tr>
<tr>
<td>Normalized $AT^2 \times 10^{10}$</td>
<td>1.15</td>
<td>0.92</td>
<td>4.63</td>
</tr>
<tr>
<td>Normalized latency</td>
<td>608</td>
<td>1818</td>
<td>1800</td>
</tr>
</tbody>
</table>

It should be noted that the computational delays of the architecture presented in this chapter and Chapter 4 are limited by the computational delays inside the feedback paths. So, the increase in the computational delay of any of these architectures is dependent on the performance of the elementary operators such as the adder and multiplier; i.e., the computational delay is dependent on the advance in technology which seems to be relatively limited. In the next chapter, new implementations will be presented which can provide lower computational delays (i.e., higher input frequency) even using slow processing elements.
6.6 Conclusion

An efficient systolic implementation for Nth-order IIR digital filter with full state-space matrices has been proposed. The new architecture is amenable to VLSI implementation because the number of the required processor elements linearly increases with the filter order. The performance of the proposed implementation has been enhanced by basing the PE design on the CSIPP proposed in Chapter 5. MRH state-space structure of Nth-order IIR filters (with its desirable features) can now be implemented by the proposed architecture and can provide better performance in the area × time sense compared to other existing state-space implementations. It has also been shown that the proposed implementation may provide better performance in terms of area × time and area × time\(^2\) compared to existing direct implementation for narrow-band filters. Therefore, the proposed implementation may provide the best compromise between the required complexity area and the computational delay for narrow-band IIR digital filters.
Chapter 7

VLSI Array Processor Implementation of Block-State IIR Digital Filters

7.1 Introduction

The maximum computation speeds which can be achieved by the implementations of IIR digital filters proposed in Chapter 6 and in Chapter 4 are estimated in (6.4) and in (6.10), respectively. The only possibility to improve the computational speed of such implementation is to improve the computational speed of the involved processing elements which is VLSI technology dependent. In order to have implementations with speeds not limited by the processor unit speed, various approaches have been proposed in the literature. Some of these speed-up techniques are pipelining techniques [87], [88], block techniques [58], [59], [89], multi-path techniques [90], or by a combination of two of these techniques [91]. By using any of these speed-up techniques, the input sampling rates can be much higher than that of a single “arithmetic unit” or “processing element”. The lower iteration period bound \( T \), which is a low limit for the input sampling period, is given by [72]

\[
T = \frac{T_L}{L\Omega} \quad (7.1)
\]

where \( T_L \) represents the computation delay of each loop, \( \Omega \) represents the number of
latches inside each loop and $L$ represents the input block size length. In (7.1) equal latency and equal number of latches inside each loop has been assumed. The case of the state-space filter where $L = 1$ and $\Omega = 1$ is called conventional state-space filter without pipelining (e.g. the implementations proposed in Chapter 4 and Chapter 6). Pipeline techniques ($\Omega > 1$) have been successfully applied to direct-form structures, as in [5], but the utility of these techniques is doubtful for the state-space structures because of the complexity of the implementations. Moreover, the maximum speed-up factor that can be achieved by using pipeline techniques is limited by the largest number of stages that a multiplier can be broken into. On the other hand, the only limitation on the speed-up factor that can be achieved by using block techniques ($L > 1$) is technology available [58], [59], [89]. Theoretically, any high input sampling rate can be achieved by increasing the input block size used at the expense of hardware complexity. The reason for the increased complexity is that in order to obtain the maximum throughput rate, a multiplier is typically assigned to each state-space matrix entry [73], [92], [93]. Table 7.1 shows estimations of the hardware complexity in terms of the number of multipliers required for the conventional direct form structure, conventional state-space structure [28] and three state-space realizations using three different block techniques [58], [91]. All the state-space structures in Table 7.1 are assumed to have full state-space matrices. It can be seen from Table 7.1 that the number of multipliers required for all the state-space structures using block techniques are considerably larger than those required for both the direct and conventional state-space structures (under the assumption of assigning a multiplier for each state-space matrix entry). Given the limitations of the present VLSI technology, hardware implementations of state-space filters based on block description would require a massive amount of VLSI chips. Therefore, any hardware implementation for block realization should strive to reduce the number of involved multipliers.

In this chapter, two new array processor implementations will be proposed for IIR
digital filters with high input sampling rates which are not limited by the speed of the involved processing element. The first implementation is based on block-state description [58], [59] in which the state-update matrix is full corresponding to implementing the corresponding conventional state-space filter as one section. The other implementation is also based on the block-state description [58], [59] in which the state-update matrix is block-diagonal corresponding to the case of parallel combination of second-order sections.

Table 7.1: Number of multiplies required for direct structure and different state-space realizations.

<table>
<thead>
<tr>
<th>Implementation</th>
<th>Number of multipliers a</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direct</td>
<td>2N + 1</td>
</tr>
<tr>
<td>SISO state-space [28]</td>
<td>(N + 1)²</td>
</tr>
<tr>
<td>Block-State [58], [59]</td>
<td>[N² + 2LN + L\left(\frac{L + 1}{2}\right)]</td>
</tr>
<tr>
<td>Parallel Block-State PBS [89]</td>
<td>[N² + LN + N + \frac{(L + 1)}{2}]</td>
</tr>
<tr>
<td>Incremental Block State IBS [91]</td>
<td>[3N + \frac{\left(2N² + [\sqrt{2N}]²\right)}{2 \left[\sqrt{2N}\right]} + \frac{1}{2}]</td>
</tr>
</tbody>
</table>

a. For state-space structures, a multiplier has been assumed to be assigned for each matrix entry.

b. \([\lfloor x\rfloor]\) denoted the nearest integer to \(x\) and \(L\) is assumed to be high (i.e., asymptotic complexity)

### 7.2 Block-State IIR Filter Description

In this section, the description of the block-state space IIR filter algorithm and a general framework for obtaining the required array processor implementation are presented.

#### 7.2.1 Block-state IIR Digital Filter Algorithm

In the block-state description of the IIR digital filter, block of output samples \(y(kLT_g)\),
$y((kL+1)T_s), \ldots, y((kL+L-1)T_s)$, is computed based on the single state vector $x(kL T_s)$ and the corresponding $L$ inputs, where $T_s$ is the input sampling time. The block-state update equation and the block-output equation can be described as [59]

$$x((k+1)L T_s) = A^{(L)} x(kL T_s) + B^{(L)} u(kL T_s) \quad (7.2)$$

$$y(kL T_s) = C^{(L)} x(kL T_s) + D^{(L)} u(kL T_s) \quad (7.3)$$

where

$$A^{(L)} = A^L$$

$$B^{(L)} = \begin{bmatrix} A^{L-1} & B & A^{L-2} & B & \cdots & B \end{bmatrix}$$

$$C^{(L)} = \begin{bmatrix} C \\ CA \\ CA^2 \\ \vdots \\ CA^{L-1} \end{bmatrix}$$

$$D^{(L)} = \begin{bmatrix} d & 0 & 0 & \ldots & 0 \\ CB & d & 0 & \ldots & 0 \\ CAB & CB & d & \ldots & 0 \\ \vdots & \vdots & \vdots & \cdots & \vdots \\ CA^{L-2} & CA^{L-3} & B & CA^{L-4} & B & \cdots & d \end{bmatrix}$$

$$u(kL T_s) = \begin{bmatrix} u(kL T_s) & u((kL + 1) T_s) & u((kL + 2) T_s) & \ldots & u((kL + L-1) T_s) \end{bmatrix}^T$$

$$y(kL T_s) = \begin{bmatrix} y(kL T_s) & y((kL + 1) T_s) & y((kL + 2) T_s) & \ldots & y((kL + L-1) T_s) \end{bmatrix}^T$$

$A^{(L)}$ is $N \times N$, $B^{(L)}$ is $N \times L$, $C^{(L)}$ is $L \times N$, $D^{(L)}$ is $L \times L$, $u(kL T_s)$ is $L \times 1$ and $y(kL T_s)$ is $L \times 1$. $A$, $B$, $C$ and $d$ are the corresponding conventional state space matrices.
for the IIR filter.

7.2.2 Dependence Graph of the Algorithm

The computations required for implementing the block-state IIR filter are described by (7.2) and (7.3). These computations are graphically depicted in Fig. 7.1. It can be seen from Fig. 7.1 that the required computations are iterative. Each iteration requires a new input block and the updated states. It is possible to study the present iterative algorithm using the RDG concepts presented in [55] to provide an abstraction for the involved computations. Furthermore, Fig. 7.1 illustrates that the computations required for updating the states are independent of that required to get the output block even though they share the same inputs. Therefore, two separate RDG’s can be obtained for the block-state IIR filter as shown in Fig. 7.2. The RDG in Fig. 7.2(a) depicts the computations required for (7.2) and the other RDG in Fig. 7.2(b) depicts the computations required for (7.3). For both RDG’s, the input sample block \( u(kLT) \) and the states \( x_1(kLT), x_2(kLT), \ldots, x_N(kLT) \) are propagated along the \( j \)-axis. The states \( x(kLT) \) and the input samples \( u(kLT) \) are weighted by different matrices elements and are added (accumulated) to get output samples \( y(kLT) \) and the new states \( x((k+1)L)T \).

7.2.3 Processor Assignment and Data Scheduling

The method for developing an array processor design involves two steps. In the first step, an RDG will be obtained. An array processor implementation is then developed in the second step by selecting an appropriate schedule vector and a projection vector on the index set [52]. The concepts of schedule and projection vectors explained in [52] are used to obtain a valid schedule and processor configurations. Each RDG of Fig. 7.2 is divided into two different subregions as shown by the vertical dotted line. Every subregion is handled separately to get the complete array processor architecture. The block diagram of the whole implementation is shown in Fig. 7.3.
Figure 7.1: Block graph of the block-state IIR filter for different iterations.
Figure 7.2: Reduced dependent graphs for block-state IIR digital filter. \( N \) is the filter order and \( L \) is the block size. The feedback path is not shown. (a) RDG for \( A^{(L)} \) and \( B^{(L)} \). (b) RDG for \( C^{(L)} \) and \( D^{(L)} \).
The subnetworks which implement the operations $A^{(L)} x (kLT_s)$, $B^{(L)} u (kLT_s)$, $C^{(L)} x (kLT_s)$ and $D^{(L)} u (kLT_s)$ are implemented by different special purpose array processor networks. Our concern now is to implement each matrix vector multiplication (MVM) block and the state update network (SUN) block such that the resulting array processor implementation provides good compromise between hardware complexity and system throughput rate.

7.3 Implementation of The Full State-update Matrix IIR Digital Filter

In this section, the case of a block-state IIR digital filter, in which the corresponding conventional state update matrix $A$ is full, is considered. From (7.2), it is obvious that, in the general case, $A^{(L)}$ will also be full. The SUN block will be first handled because this block determines the system throughput rate [72].

7.3.1 State Update Network (SUN)

By using the scheduling and projection vectors shown in Fig. 7.2 on the block $A^{(L)} x (kLT_s)$, the array processor implementation shown in Fig. 7.4(a) can be obtained [94]. The number of processing elements is equal to the filter order $N$. Figure 7.4(b) shows the details of the $i$th processing element (PE$^*_i$). Each PE is essentially a multiply-add processor. The ring-shift register contains the $i$th column of $A^{(L)}$. All delays elements and ring-shift registers are clocked at the rate of $1/T_c$ where $T_c$ is defined as

$$T_c = T_{\text{mult}} + T_{\text{add}}$$

(7.4)

where $T_{\text{mult}}$ is the delay required for a multiplication. State $x_i (kLT_s)$ is loaded through the feedback path in synchronism with a load strobe every $N$ clock cycles. This arrangement loads the $i$th processor with the $i$th state component of the state vector at the
Figure 7.3: Block diagram of the block-state IIR digital filter implementation.
MVM: Matrix-Vector Multiplication.
SUN: State Update Network.
appropriate clock cycle. The register R will save the state for the next \( N \) cycles. Table 7.2 shows the coefficients available in different PE's at various time instants. The \( a \)'s in Table 7.2 are the coefficients of \( A(L) \).

The delay required for updating each state \( (T_{\text{SUN}}) \) can be defined as

\[
T_{\text{SUN}} = NT_c
\]  

(7.5)

The SUN array processor implementation of Fig. 7.4 has latency \( l_{\text{SUN}} \) which is equal to the \( T_{\text{SUN}} \). The input \( z(mT_c) \) to PE\( ^*_1 \) in Fig. 7.4(a) and in Table 7.2 is the output of the array processor for the block \( B(L)u(kLT_c) \). This array processor architecture will be presented in the next subsection.

**Table 7.2: Timing for data flow and coefficients for the SUN array processor.**

<table>
<thead>
<tr>
<th>Time in ( T_c )</th>
<th>Input to PE( _1 )</th>
<th>PE( _1 )</th>
<th>PE( _2 )</th>
<th>PE( _N )</th>
<th>output</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( z(T_c) )</td>
<td>( a_{11} )</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>( z(2T_c) )</td>
<td>( a_{21} )</td>
<td>( a_{12} )</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>( z(3T_c) )</td>
<td>( a_{31} )</td>
<td>( a_{22} )</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>( z(4T_c) )</td>
<td>( a_{41} )</td>
<td>( a_{32} )</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>( z(5T_c) )</td>
<td>( a_{51} )</td>
<td>( a_{42} )</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>( N )</td>
<td>( z(NT_c) )</td>
<td>( a_{N1} )</td>
<td>-</td>
<td>-</td>
<td>( a_{1N} ) ( x_1(T_c) )</td>
</tr>
<tr>
<td>( N+1 )</td>
<td>( z((N+1)T_c) )</td>
<td>( a_{11} )</td>
<td>( a_{N2} )</td>
<td>-</td>
<td>( a_{2N} ) ( x_2(T_c) )</td>
</tr>
<tr>
<td>( N+2 )</td>
<td>( z((N+2)T_c) )</td>
<td>( a_{21} )</td>
<td>( a_{12} )</td>
<td>-</td>
<td>( a_{3N} ) ( x_3(T_c) )</td>
</tr>
<tr>
<td>( N+3 )</td>
<td>( z((N+3)T_c) )</td>
<td>( a_{31} )</td>
<td>( a_{22} )</td>
<td>-</td>
<td>( a_{4N} ) ( x_4(T_c) )</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>-</td>
<td>( a_{32} )</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
Figure 7.4: State-update network (SUN). (a) Array processor architecture for the SUN network $z(mT_c)$ is the output of the $B^{(L)}$ array-processor. (b) The details of $\text{PE}_i^*$. 
7.3.2 The MVM Networks

The same schedule and projection vectors are applied to the block $B^{(L)} u (kLT_s)$. The resulting pipelined array processor implementation is shown in Fig. 7.5. The PE structure is the same as that of Fig. 7.4(b) without the need for the register R and each ring shift-register contains the column coefficients of the matrix $B^{(L)}$. Equal delay for all data samples $u (kLT_s)$ has been taken into consideration in order to make the delay from any input to the output a constant. The delay for this subblock $(T_B)$ can be calculated as:

$$T_B(t) = LT_c$$  \hspace{1cm} (7.6)

Fig. 7.6 shows the computation timing sequence for two consecutive input blocks when the array processors of $A^{(L)} x (kLT_s)$ and $B^{(L)} u (kLT_s)$ are connected. For the sake of demonstration, we take $N = 2$ and $L = 4$. The new update state component $x(t) (8T_s)$ for the first block is obtained at $t = 6$ and then will be used as an input for $A^{(L)} x (kLT_s)$ of the second block at $t = 7$. Figure 7.6 also shows that the time inter-
val between two consecutive input blocks is equal to $LT_s$ (i.e., the feeding rate of the input blocks is equal to $F_s/L$ where $F_s = 1/T_s$).

Now, the blocks $D^{(L)}u(kLT_s)$ and $C^{(L)}x(kLT_s)$ are considered. As shown in Fig. 7.3, $D^{(L)}u(kLT_s)$ and $B^{(L)}u(kLT_s)$ are using the same input block and $A^{(L)}x(kLT_s)$ and $C^{(L)}x(kLT_s)$ are using the same states. Therefore, the computations of the blocks $D^{(L)}u(kLT_s)$ and $C^{(L)}x(kLT_s)$ should be executed at the same time required for the computations of the blocks $B^{(L)}u(kLT_s)$ and $A^{(L)}x(kLT_s)$, respectively. This can be achieved under the restriction that the block size $L$ is an integer multiple of $N$, i.e., $L = rN$ and $r \geq 1$. This restriction is not critical because $L$ is a designer speed-up choice. Based on this restriction, the RDG in Fig. 7.2(b) can be horizontally divide into $r$ subblocks. Each subblock is similar to the RDG in Fig. 7.2(a). By applying the same schedule and the projection vectors to each subblock, $r$ array processors for the block $D^{(L)}u(kLT_s)$ shown in Fig. 7.7(a) can be obtained.

In order to demonstrate the distribution of the $D^{(L)}$ coefficients among the processors, a diagram of the detail of one processor element of Fig. 7.7(a) is shown in Fig. 7.7(b). The computational delay for $D^{(L)}u(kLT_s)$ block can be calculated as

$$T_{D^{(L)}} = LT_c$$

The $r$ array processors for the block $C^{(L)}x(kLT_s)$ is shown in Fig. 7.7(c). Each array processor in Fig. 7.7(c) delivers $N$ output samples in a serial manner. As the number of these arrays is equal to $r$, the number of output samples delivered by them will be the $L$ output samples. The computational delay for the $C^{(L)}x(kLT_s)$ block can be calculated
The whole array processor implementation of the block-state digital filter where $N=2$ and $L=4$ is shown in Fig. 7.8.

\[
T_{c(t)} = NT_c
\]  

(7.8)

Figure 7.6: Timing diagram showing the timing sequence for two consecutive input blocks when connecting the array processors for both $A^{(k)}$ and $B^{(k)}$ ($N=2$ and $L=4$).
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Figure 7.7: Array-processor networks for $D^{(L)}$ and $C^{(L)}$. (a) Array processor implementation for $D^{(L)}$ block where $r=L/N$. (b) The internal structure of the $i$th processor element involved in (a) $1 \leq j \leq L$, $1 \leq i \leq r$, $c = (i-1)N + 1$, and $d$'s are the coefficients of $D^{(L)}$. (c) Array processor implementation for $C^{(L)}$ block. The PE* involved is similar to that in Fig. 7.4(b).
Figure 7.8: The complete implementation of the block-state IIR digital filter ($N=2$, $L=4$ i.e., $T_c=2T_d$).
7.3.3 Performance Analysis

In this subsection, the performance of the proposed architecture is discussed.

Area Complexity

The area complexity of the proposed architecture will be measured by the number of required processing elements PEs. Each PE is mainly composed of one multiplier and one adder. It can be seen from Figs. 7.4, 7.5 and 7.7 that the number of PEs ($Comp_i$) is given by

$$Comp_1 = N + L + rL + rN = N + 2L + rL$$

(7.9)

Throughput

The maximum throughput of the recursive implementation is determined by the delay of the feedback loop. In the present case the throughput is set by the delay of the SUN; i.e., the delay of the recursive subnetwork determines the upper bound on the throughput [72]

$$\mathfrak{F} \leq \frac{L}{T_{SUN}}$$

(7.10)

where $\mathfrak{F}$ denotes the throughput. The upper bound on $\mathfrak{F}$ which appears in the RHS of (7.10) is also called the "iteration bound". Therefore the throughput $\mathfrak{F}$ of the whole implementation is given by

$$\mathfrak{F} \leq \frac{L}{N T_c}$$

(7.11)

The proposed digital filter implementation can be used to filter input data at a sampling rate up to $\mathfrak{F}$ samples/sec. The input sampling period $T_s$ can be calculated as

$$T_s = \frac{1}{\mathfrak{F}} \geq \frac{N T_c}{L} = \hat{T}_s$$

(7.12)

where $\hat{T}_s$ is the lower bound on the input sampling period. As $L \geq N$, the upper bound of $\hat{T}_s$ is given by
So, the input sampling frequency exceeds the limitation imposed by the processor element speed for \( L > N \). From (7.12), it is evident that high input sampling frequencies can be achieved by increasing \( L \). However, the input sampling frequency is limited by the available hardware for the input serial/parallel and the output parallel/serial converters. This limitation will be discussed in Section 7.5.

**Latency**

Using Figs. 7.4, 7.5 and 7.7, the latency of the proposed filter architecture with full state update matrix can be computed. The delays of the serial-to-parallel and parallel-to-serial converters are neglected in the present discussion. The total latency \( l \) (expressed in units of \( T_s \)) can be calculated as:

\[
l = \frac{L}{N} \left( l_{C(L)} + l_{D(L)} \right) = \frac{L}{N} (N + L)
= L (1 + r)
\]  

**Finite-Word length Effects**

It has been shown [97] and experimentally verified [95] that block-state realizations have less output roundoff noise than that of the corresponding SISO filter, assuming that roundoff operation for the states is done after additions rather than after the multiplications in (7.2). This assumption can be easily met in the proposed architecture by executing all the additions inside all PEs in double-precision and rounding the output of block \( A^{(L)} x (kLT_s) \). It has been also proved that the block realization has no stability problem if the corresponding conventional filter is originally stable [96]. However, it has been proved that the block realization for IIR filters may exhibit time-varying response under finite-word effects due to coefficient sensitivity [59],[97],[98].
7.3.4 Comparison with Existing Architecture

In this subsection, the performance of the proposed architecture is compared to another architecture presented in [92] for implementation of block-state IIR filters. It is assumed that $L$ is a multiple of $N$. This assumption is needed for the proposed architecture but not for the architecture in [92]. The comparison is done with respect to the number of processor elements (PEs) required, the $area \times time (AT)$ estimation and the $area \times time^2 (AT^2)$ estimation. The corresponding values as a function of $N$ and $L$ are presented in Table 7.3. The $AT$ estimation is obtained from the area multiplied by the minimum input sampling period $T_s$, while the $AT^2$ estimation is obtained by multiplying the area by the square of the minimum input sampling period. The area complexity has been defined in terms of the area required for all processor elements normalized by the area of one processor element area. The area required for latches has been neglected. The minimum input sampling period has been normalized by the delay required for one addition assuming that $T_{\text{mult}} \approx T_{\text{add}}$, i.e., we assume the use of array multipliers for multiplications and carry-propagate adders for additions. The improvements in performance of the proposed implementation relative to the one proposed in [92] can be quantified by the following three parameters:

$$G_1 = \frac{Comp_2 - Comp_1}{Comp_2} \times 100$$

$$G_2 = \frac{AT_2 - AT_1}{AT_2} \times 100$$

$$G_3 = \frac{AT_2^2 - AT_1^2}{AT_2^2} \times 100$$

where $Comp_2$ is the number of PEs required for the implementations in [92], $Comp_1$ is calculated in (7.9), $AT_2$ and $AT_2^2$ are the normalized $AT$ and $AT^2$ of the implementa-
tion proposed in [92], respectively. The $AT_1$ and $AT_1^2$ are the normalized $AT$ and $AT^2$ of the proposed implementation, respectively. $G_1$, $G_2$ and $G_3$ as function of the filter order $N$ are plotted in Fig. 7.9(a), (b) and (c). Simple calculations show that $G_1$, $G_2$ and $G_3$ are insensitive to the variation of $L$ (or $r$).

Table 7.3: Performance properties for two block-state IIR digital filter implementations of full state-update matrix.

<table>
<thead>
<tr>
<th></th>
<th>The Proposed Arch.</th>
<th>Arch. of [92]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min. input Sampling period ($T_s$)</td>
<td>$N(T_{\text{mult}} + T_{\text{add}})$</td>
<td>$(T_{\text{mult}} + NT_{\text{add}})$</td>
</tr>
<tr>
<td>Number of PEs (Comp)</td>
<td>$N + 2L + \frac{L^2}{N}$</td>
<td>$N^2 + 2LN + L^2$</td>
</tr>
<tr>
<td>Normalized $AT$</td>
<td>$\frac{2N^2}{L} + 4N + 2L$</td>
<td>$\left(\frac{N^2}{L} + 2N + L\right)(N+1)$</td>
</tr>
<tr>
<td>Normalized $AT^2$</td>
<td>$\frac{4N^3}{L^2} + 8\frac{N^2}{L} + 4N$</td>
<td>$\left(\frac{N^2}{L^2} + 2\frac{N}{L} + 1\right)(N+1)^2$</td>
</tr>
</tbody>
</table>

It can be seen from Fig. 7.9(a) that the reduction in the processor elements for the proposed architecture reaches at least 50% compared to the architecture in [92] for all values of $N$ and $L$. Further, from Fig. 7.9(b), it can be seen that the proposed architecture provides better performance (at least 33%) in $AT$ sense for all values $N$ and $L$. Fig. 7.9 (c) shows the proposed architecture provides better performance (at least 11%) in $AT^2$ sense for all values $N$ and $L$. The performance improvements $G_1$, $G_2$ and $G_3$ gained by using the proposed architecture increase as $N$ increases.

It should be noticed that the above comparison is based on the assumption of using the same values of $N$ and $L$ for the proposed architecture and the architecture proposed in
This implies the use of a different input sampling rate for each architecture. Another comparison can be made under the assumption that both architectures for the same filter order $N$ are used to filter the same input data rate. This implies the use of different values for block size ($L$) for each architecture. The relation between the both block sizes $L_1$ and $L_2$ for the proposed architecture and the one proposed in [92], respectively, can be easily obtained from the following relation

$$L_2 = \left\lceil \frac{(N+1)N}{2N} \right\rceil$$

where $\lceil \cdot \rceil$ is the ceiling function. Evaluation of the parameters $G_1$, $G_2$ and $G_3$ based on the modified assumption shows that the proposed implementation provides better performance for all values of $L$ and $N$.

### 7.4 Implementation of Block-Diagonal IIR Digital Filter

An important IIR filter realization is the realization of the filter as a parallel combination of second-order sections. In this case, a higher input sampling rate can be achieved because of the reduced number of the computations required for updating the state matrix and the possibility of decoupling these computations. The state update matrix $A$ of the conventional filter for the parallel realization takes the block-diagonal form. i.e.,

$$A = \begin{bmatrix}
A_1 & 0 & \cdots & 0 \\
0 & A_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & A_{N/2}
\end{bmatrix} \quad (7.16)$$
Figure 7.9: Performance gains in percentage obtained by using the new proposed architecture. (a) The percentage relative reduction of the number of the processor elements, $G_1$. (b) The percentage relative reduction in $AT$ sense, $G_2$. (c) The percentage relative reduction in $AT^2$ sense, $G_3$. 
where 0's are $2 \times 2$ matrices filled with zeros and $A_1, A_2, \ldots, A_{N/2}$ describe the update state matrices for the second-order sections. If $N$ is odd, one of the submatrices $A_i$ will represent a first-order section. For the sake of brevity, the case of $N$ even will only be considered and the case of $N$ odd can be obtained following a similar procedure.

Similar to the procedure of Section 7.3, the array processors for the state-update network (SUN) $A^{(L)}$ of (7.2) when the conventional update state matrix takes the form in (7.16) will be obtained. Then, the matrix vector multiplications (MVM) array processors for $B^{(L)}, C^{(L)}$ and $D^{(L)}$ networks will be presented. The array processor implementation for the case of a filter with even-order block-diagonal update state matrix will be obtained under the restriction that the block size is also even.

### 7.4.1 State Update Network (SUN)

It is obvious that if matrix $A$ takes the block-diagonal form as in (7.16), then the update state matrix of the block description $A^{(L)}$ in (7.2) will also take the form of block-diagonal matrix where each $2 \times 2$ block diagonal matrix is $A_i^{(L)}$ and $1 \leq i \leq N/2$. Therefore, the state update matrix can be written as $N/2$ decoupled equations. These decoupled equations can be implemented using $N/2$ decoupled systems as shown in Fig. 7.10(a) [73]. Each decoupled system can be implemented by a separate array processor. This array processor has a similar structure of Fig. 7.4(a) but contains only 2 processor elements. Each register $R$ inside the processor element holds the corresponding state for two clock cycles. The array processor is responsible of updating two states and therefore $N/2$ array processors are required to update the whole $N$ states. The detailed structure for SUN is shown in Fig. 7.10(b) where each ring shift-register contains the two-column entries of the corresponding $A_i^{(L)}$.

The delay required for updating each state in this case $T_{SUN}$ is
\[ T_{\text{Sun}} = 2 (T_{\text{mul}} + T_{\text{add}}) = 2T_c \] (7.17)

### 7.4.2 MVM Networks

The networks \( B^{(L)} \), \( D^{(L)} \) and \( C^{(L)} \) are going to be mapped onto array processors in a way similar to that presented in Section 7.3.2. The difference is that the mapping should produce array processors which are compatible with the decoupled array processors in Fig. 7.10(a).

To compute the block \( B^{(L)} u(kLT_3) \), the matrix \( B^{(L)} \) is divided into \( N/2 \) submatrices each of dimension \( 2 \times L \). Each submatrix contains two rows of the \( B^{(L)} \) matrix. Each submatrix will be mapped separately by the same scheduling and projection vectors as in Fig. 7.2 onto array processor. The resulting \( N/2 \) array processors are shown in Fig. 7.11(a). The structure of each processor element is identical to that in Fig. 7.5 with the exception that the ring shift-register inside each processor element contains only two coefficients which are the column entries of the corresponding submatrix.

Similarly, the matrix \( D^{(L)} \) is also divided into \( L/2 \) submatrices. Each submatrix contains two rows of the \( D^{(L)} \). The \( L/2 \) array processors resulting from separately mapping the submatrices are shown in Fig. 7.11(b). The internal structure of the involved processor element is identical to that in Fig. 7.7(b). Each ring shift-register in Fig. 7.11(b) carries two coefficients of \( D^{(L)} \) which are the column entries of the corresponding submatrix.

The \( L/2 \) array processors for the block \( C^{(L)} \) are shown in Fig. 7.11(c) where the involved processor elements are similar to those in Fig. 7.10(b). Each shift-register in Fig. 7.11(c) carries two coefficients of \( C^{(L)} \) which are the column entries of the correspond-
ing submatrix. Each array processor produces two samples of the output in serial manner.

### 7.4.3 Performance Analysis and Comparison

The performance properties of the proposed array processor architecture for the block-diagonal update-state-matrix digital filter are summarized in the first column of Table 7.4. The second column of Table 7.4 contains the performance properties of the architecture presented in [73]. The calculations of both the input sampling rate and the required area are based on the same assumptions and parameters proposed in Subsection 7.3.4. It can be seen from Tables 7.3 and Table 7.4 that the minimum input sampling rate achieved by the architecture presented in this section is higher than that of the architecture presented in Section 7.3. This is expected because of the decoupling property of the block-diagonal update state matrix of Fig. 7.10(a). From Table 7.4, it can also be seen that the proposed array processor structure for the block-diagonal update-state matrix case has 50% reduction of the involved processor elements compared to that of the corresponding structure proposed in [73] for all values of $N$ and $L$. The proposed architecture also provides 33% reduction in $AT$ performance over the structure presented in [73] for all values of $N$ and $L$. The proposed architecture also provides 11% reduction in $AT^2$ performance over the structure presented in [73] for all values of $N$ and $L$. 

Figure 7.10: The state update network (SUN) for the block-diagonal case. (a) Block diagram of the decoupled systems. (b) The SUN array processor.
Figure 7.11: The array processor implementations for the MVM networks for the block-diagonal case. (a) Array processor implementation for $B^{(L)}$ block. (b) Array processor implementation for $D^{(L)}$ block. (c) Array processor implementation for $C^{(L)}$ block.
Table 7.4: Performance properties for different block-state implementations of block-diagonal state-update matrix.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Proposed Arch.</th>
<th>Arch. of [73]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min. input Sampling period ($T_s$)</td>
<td>$\frac{2(T_{\text{mult}} + T_{\text{add}})}{L}$</td>
<td>$\frac{(T_{\text{mult}} + 2T_{\text{add}})}{L}$</td>
</tr>
<tr>
<td>Number of PEs ($\text{Comp}$)</td>
<td>$N + NL + \frac{L^2}{2}$</td>
<td>$2N + 2LN + L^2$</td>
</tr>
<tr>
<td>Normalized $AT$</td>
<td>$2\left(2N + \frac{2N}{L} + L\right)$</td>
<td>$3\left(2N + \frac{2N}{L} + L\right)$</td>
</tr>
<tr>
<td>Normalized $AT^2$</td>
<td>$8\left(1 + \frac{2N}{L} + \frac{2N}{L^2}\right)$</td>
<td>$9\left(1 + \frac{2N}{L} + \frac{2N}{L^2}\right)$</td>
</tr>
</tbody>
</table>

### 7.5 Input/Output Constraints

From Section 7.3 and Section 7.4, it can be seen that any high input sampling rate can be achieved for $N$th-order filter by increasing the block size $L$ at the expense of increasing the hardware complexity. The serial/parallel input converter and the parallel/serial output converter required for the block structure may impose further constraints on the input sampling rate. These converters are clocked at the high-sampling rate $F_s$. Therefore, if the available technology provides converters of maximum converter rate of $F_c$, a limitation on the block size $L$ for $N$th-order full update-state array-processor architecture proposed in Section 7.3 is given by

$$L \leq NF''/F_c$$

(7.18)

where $F_c = 1/T_c$. For the case of the array-processor architecture presented in Section 7.4, the constraint on the block size is given by
\[ L \leq 2F^m / F_c \]  

(7.19)

The outputs of the proposed array-processor architectures are obtained in a form of blocks of serial data. The size of this block is \( N \) for Fig. 7.7(c) and 2 for Fig. 7.11(c). Therefore, \( r \) serial/parallel converters for Fig. 7.7(c) and \( L/2 \) serial/parallel converters for Fig. 7.11(c) are needed. These additional converters are required to be operated at a rate equal to \( F_c \) which is equal to or lower than the input sampling rate \( F_s \). Therefore, these additional converters will not put any additional constraint on the input block size.

### 7.6 Conclusion

Two new array processor implementations have been proposed for IIR digital filters with high input sampling rates which are not limited by the speed of the involved processing element. The first implementation is based on block-state description in which the state-update matrix is full corresponding to implementing the corresponding conventional state-space filter as one section. The other implementation is also based on the block-state description in which the state-update matrix is block-diagonal corresponding to the case of parallel combination of second-order sections. Both implementations have been obtained by mapping the block description of the IIR filter onto an array processor, so that to reduce the number of the PEs involved and in the same time to make these PEs operate at a clock rate which is higher than that of the input sampling rate divided by the block size. The proposed array processor architectures are amenable to VLSI implementation because they require a significantly reduced number of processor elements. The proposed implementations have been compared with other implementations in the \( area \times time \) and \( area \times time^2 \) sense and also with respect to the number of PEs required. It has been shown that the proposed architectures give better performance over existing ones.
Chapter 8

Conclusion and Future Work

8.1 Conclusion

The objective of this dissertation has been to obtain realizations of IIR digital filters which perform well under finite wordlength constraints and can be efficiently implemented using DSP or in a VLSI environment.

In Chapter 2, new structures for IIR filters as combination of cascade or parallel of second-order sections have been proposed. They yield lower output roundoff noise than many well-known low-roundoff structures. Further, they have the same number of non-trivial multiplies as the direct structure and are guaranteed to be free of zero-input overflow oscillations.

In Chapter 3, the problem of synthesizing finite wordlength fixed-point realizations of Nth-order IIR digital filters using second-order residue feedback to minimize the output roundoff noise subject to $l_2$-scaling, has been considered. It has been shown that by proper choice of simple residue feedback schemes, new optimal structures can be obtained for narrow band-stop and band-pass filters. These optimal structures provide lower output roundoff noise compared to the MRH structures proposed by Mullis, Roberts [28] and Hwang [29] if the sum of the residue modes is less than the sum of the second-order modes.

Further, new suboptimal residue feedback structures for narrow-band IIR filters are
also proposed which provide near-optimal roundoff noise and have a saving of at least \(N(N-2)/2\) multiplies over the optimal structures. Moreover, these suboptimal structures can be chosen to have block-triangular state-update matrices which are more suitable for high-speed hardware implementations. Extensive numerical comparisons between the proposed suboptimal structures and three other low-noise structures show that the proposed suboptimal structures provide excellent performance in terms of output roundoff noise and coefficient sensitivity as well as low computational complexity. It has also been found that the involved simple residue feedback schemes are very powerful and versatile methods to reduce the quantization noise for narrow-band low-pass, high-pass and band-pass filters. For narrow band-stop filters, the proposed residue feedback schemes seem to be less effective.

In chapter 4, two implementations of the SRF scheme 2 realization of Chapter 3 are presented. One by using a fixed-point DSP56001, while the second is an ASIC VLSI array-processor. It has been experimentally shown that for many narrow-band IIR filters, the DSP implementation based on the SRF scheme 2 realization provides high S/N ratio, freedom of limit cycles for the examples considered and moderate input-sampling frequency. A VLSI implementation of the SRF scheme 2 realization which provides high input sampling rate has been presented. This sampling rate is determined by the computation delay required for the accumulator-multiplier operation and two double-precision addition. This efficient VLSI implementation is obtained by taking advantage of both the parallelism inherent in the residue feedback technique and the block-triangular update state matrix of the proposed realization. It has been also shown that this implementation is guaranteed to provide higher speed than that of corresponding direct implementation for narrow-band IIR filters.

In Chapter 5, a new scheme for an area-time efficient two's complement fixed-point inner-product processor is presented. This scheme provides better performance
compared to existing inner-product schemes in terms of computation speed, $area \times time$, and $area \times time^2$ performances. The proposed inner-product processor has a high computational speed which is double (for long inner-product operation) the speed of the conventional pipelined inner-product processor. The new processor is well suited to any DSP application requiring computation of inner-product and is amenable for VLSI implementation.

In Chapter 6, an efficient systolic implementation for $N$th-order full-matrix state-space digital filter has been proposed. The new architecture is amenable to VLSI implementation because the number of the involved processor elements is linear w.r.t the filter order. The performance of the proposed implementation has been enhanced by using the CSIPP structure proposed in Chapter 5 as the inner-product processor inside each processing element. All the double-precision operations are locally performed which results in decreasing the communication overhead. The MRH $N$th-order state-space structure for IIR filters (with its desirable features) can now be implemented by the proposed architecture and can provide better performance in terms of $area \times time$ compared to other existing state-space implementations. It has also been shown that the proposed implementation provides in many cases better performance in terms of $area \times time$ and $area \times time^2$ compared to existing direct implementation for narrow-band filters. Therefore, the proposed implementation provides a good compromise between the required complexity area and the computational delay for narrow-band IIR digital filters.

In Chapter 7, two efficient array processor implementations are proposed for IIR digital filters with high input sampling rate which are not limited by the speed of the processing element involved. The first implementation is based on block-state description in which state-update matrix is full corresponding implementing the corresponding filter as one section. The other implementation is also based on the block-state description in which the state-update matrix is block-diagonal corresponding to the case of parallel
combination of second-order sections. Both have been obtained by mapping the block
description of the IIR filter onto an array processor, so that to reduce the number of the
PEs involved and in the same time to make them operate at a clock rate which is higher
than that of the input sampling rate divided by the block size. The proposed array proces­
sor architectures are amenable to VLSI because they require significantly reduced number
of processor elements. The proposed implementations have been compared with other
implementations in the area × time and area × time^2 and also with respect to the num­
ber of PEs required. It has been shown that the proposed architectures give better perfor­
ance over existing techniques.

8.2 Recommendations for Future Research

The area of IIR digital filter realization and implementation is a very active due to the
several possible applications of digital filters. There are several possible extensions and
developments of the work presented here.

The implementation in Chapter 6 is proposed for the IIR digital filter structures with
full system matrix without residue-feedback technique. However, it has been shown in
Chapter 3 that the full residue feedback realizations proposed in Section 3.3 can provide
lower output roundoff noise compared to the structures without residue feedback. There­
fore, it would be interesting to investigate the possibility of extending the implementa­
tion in Chapter 6 to accommodate residue feedback schemes. This may require the
development of new inner-product processor (extension to CSIPP proposed in Chapter 5)
where the inner-product processor step can be executed in parallelism with external addi­
tion operation.

The proposed implementation in Chapter 7 is based on the block-state description
of IIR digital filters. The computational complexity of this description is proportional to
the square of the input block size. Another description which is called incremental block-
state has been proposed in [91] where its computational complexity is linear with respect to the input block size. However, the required computations are not suitable for direct mapping onto array processors. It would be interesting to investigate the mapping of incremental block-state onto array processor using a similar approach presented in Chapter 7.

Several VLSI implementations for IIR digital filters have been proposed in Chapters 4, 6 and 7. It would be natural extension to the work done here to fabricate these implementation on Silicon using available CAD tool and therefore they can be experimentally tested. The proposed implementations can also be tested using an available Field Programmable Gate Array (FPGA).

It has been shown in [99], [100] that the computational bottleneck barrier of IIR digital filter is due to the nature of the conventional binary arithmetic and it can be overcome by switching to existing nonconventional arithmetic such as residue arithmetic technique. Many bit-level implementations have been proposed based on these nonconventional arithmetic. However, most of the proposed implementations have been proposed for direct filter section which suffer from bad FWL effects [99], [100]. Moreover, the hardware complexity is significant since each multiplication is eventually mapped to a corresponding multiplier. It would be interesting to investigate the possibility of transforming the word-level systolic implementation of the state-space filter proposed in Chapter 6 to a bit-level implementation based on residue arithmetic. It is expected that the resulting implementation would achieve high computational speed with reasonable hardware area since the number of multipliers is linear w.r.t the filter order.

As was shown in Chapter 1, the realization of IIR digital filters using fixed-point arithmetic has a limited dynamic range which may cause overflow. This problem can be alleviated by switching to floating-point arithmetic. However, the bits assigned to the exponent in the floating-point format are bits of precision given up by the mantissa.
Block-floating-point format is an attractive compromise between the fixed-point format and the floating-point format when wordlength is limited. The roundoff error analysis of signal processing systems utilizing block-floating-point representation has been based on simulation results. It may be possible to analytically study roundoff error and data quantization using block-floating-point format. A study of the block-floating-point use in IIR digital filters could be considered. In addition, the incorporation of the residue-feedback technique to the block-floating-point system can be also investigated.
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Appendix A

We will show how the noise gain in (3.11) has been obtained. The noise gain \( g^2 \) can be expressed as

\[
g^2 = E \{ y_e(n) y_e(n) \} / \sigma_r^2 = E \{ Q_1 + Q_2 + Q_3 + Q_4 \} / \sigma_r^2 + C C' \quad (A.1)
\]

where \( E \) is the statistical average and

\[
Q_1 = \left[ C \sum_{l=0}^{\infty} \sum_{i=0}^{\infty} A_i^l (A_1 - A) e(n-l-1) \right] \left[ \sum_{i=0}^{\infty} e'(n-i-1) (A_1 - A)' (A_i)' C' \right] \quad (A.2)
\]

\[
Q_2 = \left[ C \sum_{l=0}^{\infty} A_i^l (A_1 - A) e(n-l-1) \right] \left[ \sum_{i=0}^{\infty} e'(n-i-2) (A_2)' (A_i)' C' \right] \quad (A.3)
\]

\[
Q_3 = \left[ C \sum_{l=0}^{\infty} A_i^l A_2 e(n-l-2) \right] \left[ \sum_{i=0}^{\infty} e'(n-i-1) (A_1 - A)' (A_i)' C' \right] \quad (A.4)
\]

\[
Q_4 = \left[ C \sum_{l=0}^{\infty} A_i^l A_2 e(n-l-2) \right] \left[ \sum_{i=0}^{\infty} e'(n-i-2) A_2' (A_i)' C' \right] \quad (A.5)
\]

Consider the statistical average of (A.2)

\[
E \{ Q_1 \} = C \sum_{l=0}^{\infty} \sum_{i=0}^{\infty} A_i^l (A_1 - A) E \{ e(n-l-1) e'(n-i-1) \} (A_1 - A)' (A_i)' C'
\]
The noise error samples have been assumed to be uncorrelated with each other.

Using (3.6)

\[
E \{ Q_1 \} = \sigma_r^2 C \sum_{i=0}^{\infty} A^i (A_1 - A) (A_1 - A)' \left( A^i \right)' C'
\]  
(A.6)

(A.6) can be simplified and expressed as

\[
E \{ Q_1 \} = \sigma_r^2 \text{trace}(S_1 W)
\]  
(A.7)

where \( S_1 \) is defined in (3.11) and \( W \) is defined as

\[
W = \sum_{i=0}^{\infty} \left( CA^i \right)' CA^i
\]  
(A.8)

The noise matrix \( W \) can also be calculated from (1.14). By following the same procedure, all the terms in (A.1) can be derived and (3.11) can be obtained.
Appendix B

In this appendix, the positive definiteness (P.D.) of the residue matrices $P$ defined in (3.14), (3.17), (3.22), (3.27), and (3.30) are discussed.

Lemma 1
Let $\{A, B, C, d\}$ be a minimal realization of a stable $H(z)$, then the residue matrices $P$ defined in (3.14) and (3.17) are positive definite.

Proof: For any minimal realization $\{A, B, C, d\}$ of $H(z)$, the noise matrix $W$ in (1.14) is P.D. and can be expressed as

$$W = V'V$$

(3.1)

where $\det(V) \neq 0$. Therefore (1.14) can be expressed as

$$V'V = A'V'VA + C'C$$

or

$$I = \begin{pmatrix} V' & A' \\ V & A \end{pmatrix}(VAV^{-1}) = \begin{pmatrix} V' & C' \\ V & C \end{pmatrix}(CV^{-1})$$

$$I = \tilde{A}'\tilde{A} + \tilde{C}'\tilde{C}$$

(3.2)

where $\tilde{A} = VAV^{-1}$ and $\tilde{C} = CV^{-1}$. The residue matrix $P$ defined in (3.14) can be expressed as

$$P = W - A'W + W - WA$$
\[ V' - A'V + V'VA \]

Therefore,

\[ V'PV^{-1} = I - \tilde{A}' + I - \tilde{A} \]

\[ = (I - \tilde{A})'(I - \tilde{A}) + \left(I - \tilde{A}'\tilde{A}\right) \quad (B.3) \]

By using (B.2), (B.3) can be written as

\[ V'PV^{-1} = (I - \tilde{A})'(I - \tilde{A}) + \tilde{C}'\tilde{C} \quad (B.4) \]

The RHS of (B.4) is guaranteed to be P.D. and therefore \( P \) defined in (3.14) is P.D.

The case of \( P \) defined in (3.17) can be proved to be a P.D. in a similar way.

**Lemma 2**

Given any minimal realization \( \{A, B, C, d\} \) of a stable \( N \)th-order \( H(z) \) and

\[ J_0 = \begin{bmatrix} \pm I_{r \times r} & 0 \\ 0 & \mp I_{(N-r) \times (N-r)} \end{bmatrix} \]

where \( 0 < r < N \), the residue matrix \( P \) defined in (3.22) is guaranteed to be positive definite provided that \( \lambda_{\text{max}}\left(\frac{\tilde{A}J_1 + J_0\tilde{A}}{2}\right) < 1 \)

where \( J_1 = VJ_0V^{-1}, \tilde{A} = VAV^{-1} \) and \( V \) defined in (B.1).

**Proof:** Since \( \{A, B, C, d\} \) is a minimal realization of a stable \( H(z) \), then \( W \) is P.D. and can be expressed as in (B.1). The residue matrix \( P \) defined in (3.18) can be written as

\[ P = W - J_0^*A^*W + W - WAJ_0 \]

\[ = V'V - J_0^*A'V + V'V - V'VAJ_0 \]

Therefore,

\[ V'PV^{-1} = I - \left(V'J_0V\right)\left(V'A'V\right) + I - \left(VAV^{-1}\right)\left(VJ_0V^{-1}\right) \]

\[ = 2I - J_0^*\tilde{A}' - \tilde{A}J_1 \]
where \( J_1 = VJ_0V^{-1} \) and \( \tilde{A} = VAV^{-1} \).

Thus, \( P \) defined in (3.22) is guaranteed to be P.D. if \( \lambda_{\text{max}} \left( \frac{\tilde{A}J_1 + J_1'\tilde{A}'}{2} \right) < 1 \).

**Lemma 3**

Let \( \{A,B,C,d\} \) be a minimal realization of a stable \( H(z) \), then the residue matrix \( P \) defined in (3.27) is positive definite.

**Proof:** Since \( \{A,B,C,d\} \) is a minimal realization of stable \( H(z) \), then \( W \) is P.D. and can be expressed as in (B.1). \( P \) defined in (3.27) can be written as

\[
P = 2V'V - V'VA^2 - (A^2)'V'V
\]

Therefore,

\[
V'PV^{-1} = 2I - \tilde{A}^2 - (\tilde{A}^2)'
\]

\[
= \left( I - \tilde{A}^2 \right)' \left( I - \tilde{A}^2 \right) - \left( \tilde{A}^2 \right)'\tilde{A}^2 + I
\]

(B.5)

By using (B.2), (B.5) can be written as

\[
V'PV^{-1} = \left( I - \tilde{A}^2 \right)' \left( I - \tilde{A}^2 \right) + \tilde{C}'\tilde{C} + \tilde{A}'\tilde{C}'\tilde{C}\tilde{A}
\]

(B.6)

where \( J_1 = VJ_0V^{-1} \), \( \tilde{A} = VAV^{-1} \) and \( V \) id defined in (B.1). The RHS of (B.6) is guaranteed to be P.D. and therefore \( P \) defined in (3.27) is P.D.

**Lemma 4**

Given any minimal realization \( \{A,B,C,d\} \) of a stable \( H(z) \), then \( P \) defined in (3.30) is guaranteed to be P.D. provided that \( \lambda_{\text{min}} \left( \left[ R + R' \right] \right) > \gamma^2 \cdot 2 \) where

\[
R = (\gamma I - \tilde{A})^2, \tilde{A} = VAV^{-1} \text{ and } V \text{ is defined in (B.1)}. \]

**Proof:** Since \( \{A,B,C,d\} \) is a minimal realization of stable \( H(z) \), then \( W \) is P.D. and can be expressed as in (B.1). \( P \) defined in (3.27) can be written as
\[ P = (2 + \gamma^2)W - 2\gamma A'W - 2\gamma WA + (A')^2W + WA^2 \]

\[ = (2 + \gamma^2)V'V - 2\gamma A'V'V - 2\gamma V'^2VA + (A')^2V'V + V'^2VA^2 \]

Therefore

\[ V'^TPV^{-1} = (\gamma I - \tilde{A})^2 + (\gamma I - \tilde{A})^2 - \gamma^2I + 2I \]

Thus, \( P \) defined in (3.30) is guaranteed to be P.D. provided that

\[ \lambda_{\min}\left( (\gamma I - \tilde{A})^2 + (\gamma I - \tilde{A})^2 \right) > \gamma^2 - 2. \]
Appendix C

In this appendix, the list of DSP56001 Assembly code to implement a 6th-order LPF based on the SRF scheme 2 realization is listed. The SPECTRUM board based on DSP56001 has been used.

\[
\begin{bmatrix}
  e_1(n) \\
  \vdots \\
  e_5(n) \\
  e_6(n) \\
  \vdots \\
  x_1(n+1) \\
  \vdots \\
  x_5(n+1) \\
  x_6(n+1) \\
  x_1(n) \\
  \vdots \\
  x_5(n) \\
  x_6(n)
\end{bmatrix}
\]

\[
\begin{bmatrix}
  c_1 \\
  \vdots \\
  c_5 \\
  c_6 \\
  a_{11} \\
  \vdots \\
  a_{46} \\
  b_3 \\
  b_4 \\
  a_{55} \\
  a_{65} \\
  a_{56} \\
  a_{66} \\
  b_5 \\
  b_6
\end{bmatrix}
\]

X Data-Memory

Y Data-Memory
sixth-order one-section LPF with 70k sampling rate

The program is based on SRF scheme 2 realization discussed in Chapter 3

L's LK1a, LK2a AND LK9b must be present.

```
output EQU $FFC1
state_adr EQU $0000
coeff_adr EQU $0000
new_state EQU $0006
resi_adr EQU $0040
temp_adr EQU $0040
Channel0 EQU $FFC0
timer EQU $FFC3
speed EQU $FF72
filt_ord EQU 6
half_ord EQU 3
no_coef EQU 36
dcgain EQU 7

org y:coeff_adr
dc ..
dc

org x:state_adr
dc ..
dc

org x:new_state
dc ..
dc

org x:resi_adr
dc ..
dc```

org y:temp_adr

dc 2

dc 4

dc 6

; Set INERUPT VECTOR FOR IRBQ

org p:$A

jsr i_s_r

; Main Program

org p:$60

; Set IO WAIT STATES =2

move #2,x:$FFFE

; Initialize pointers

move #state_adr,r0
move #state_adr,r6
move #resi_adr,r3
move #resi_adr,r1
move #new_state,r2
move #coef_adr,r4
move #temp_adr,r5

; Set linear modulo address

move #2*filt_ord-1,m0
move #2*filt_ord-1,m2
move #filt_ord-1,m3
move #filt_ord-1,m1
move #no_coef-1,m2
move #half_ord-1,m4
move #2*filt_ord-1,m6
move #filt_ord,n6

; Unmask edge triggered interrupt

; and wait for interrupt to occur

movep #$FC3C, x:$FFFF
Start timer running at 70kHz

```assembly
movep #speed,y:timer
```

```assembly
main
jmp main
```

```assembly
i_s_r
movep #$20,y:channel0
movep y:output,y1
move y:(r4)+,y0
move #$0,x1
```

```assembly
do #half_ord_firsloop
clr a
clr b
```

```assembly
; Calculate B*u term
mac y1,y0,a y:(r4)+,y0
mac y1,y0,b y:(r4)+,y0 x:(r0)+,x0
```

```assembly
; Calculate A*x term in blocks of two states
```

```assembly
do y:(r5)_secloop
mac x0,y0,a y:(r4)+,y0
mac x0,y0,b y:(r4)+,y0 x:(r0)+,x0
```

```assembly
; The incorporation of the residue part
move x:(r1)+,x0
add x,a
move x:(r1)+,x0
add x,b
move b,L:$1234
```

```assembly
; The calculation of the residue part
```

```assembly
do #2_quant
move x:(r1)+,x0
add a,b
move #$0,a0
```

```assembly
sub a,b a,x:(r2)+
move b0,x:(r3)+
```
clr b
move L:$1234, a

_quant
move (r5)+
move (r6), r0

_firloop
; The calculation of $C \times x$ term
move x:(r0)+, x0
do #filt_ord_outp
    mac x0, y0, b y:(r4)+, y0 x:(r0)+ : 0

_outp
; The calculation of $d \times u$
    move #dcegain, x1
    mac x1, y1, a
; To output the data
    movep #$20, y: channel0
    movep a, y: output
; To adjust the pointers
    move (r6)+, n6
    move (r4)-
    move (r0)-
    rti
; The end of INERRUPT service routines
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