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ABSTRACT

MapReduce is a scalable, reliable and easy-to-program parallel computation framework for massive data processing. The key for a MapReduce algorithm to be efficient is the balance of workloads on the participating machines. Building on the notion of minimal MapReduce algorithms, this project report discusses the sampling and partitioning techniques used in TeraSort. For one of them, we improve the bound on partition sizes to one of asymptotic optimality in terms of increasing number of partitions. In light of the wide applicability of this partition technique, our result potentially strengthens the worst case performance guarantee in other algorithms. We show the application in top-$k$ and $k$-selection problems as an example.
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Chapter 1

Introduction

MapReduce [7, 6] was invented and has become the de facto standard to process massive data sets. An typical MapReduce implementation consists of a set of network-linked computation nodes, upon which jobs and tasks defined by MapReduce algorithms are executed. Because MapReduce handles data sets that is unlikely to reside in any single computation node, a distributed storage management scheme almost always come hand in hand with the computation part of the implementation. For example, the widely adopted open source implementation Hadoop utilizes the distributed file system HDFS [26] and variants to manage storage. It is essential that data in the MapReduce system is robustly handled: when errors occur such as the failure of a computation node, the objective is always to safely cope with them with no loss of data.

MapReduce provides an easy and reliable way to program solutions to a wide range of problems related to massive data processing. In overview, a MapReduce algorithm executes in rounds, while each round consists of three phases - map, shuffle, reduce. The map phase transforms the input to key-value pairs of desired format. Pairs are transferred into different groups in the shuffle phase. In the end, each group becomes a reducer that outputs the result of this round by performing local computation - in the reduce phase, no network traffic occurs between reducers.

Among the various operations applicable on data sets, sorting is of particular significance. It could be the key to a wide field of problems because of the strong consistency between order and physical location that it places on the data, the relative low cost of space and time and the rich collection of simple algorithms. Sorting is the basis for a handful of solutions to database operations - selection, table join, grouping and many others [11], and thus the candidate to tackle challenges of massive
data management. In a sequential machine, the generic swap based algorithms have achieved the theoretical lower bound $O(n \log n)$ time complexity, while others which operate on limited types of data could go below $n \log n$ (e.g. radix sort on integers consumes $O(n)$ time).

The state-of-the-art sorting algorithm in MapReduce is TeraSort \cite{12, 21, 20} which won Jim Gray’s sort benchmark in 2009 and 2013. The algorithm conceptually consists of three steps:

1. **Sample.** First of all, a sample of the input data set is constructed by certain strategy.

2. **Partition.** Compute $t$ partition elements for the data set from the sample. In most cases, it is conducted in this way: imagine the sample elements lie in order and pick the $t$ splitters that evenly divide.

3. **Sort.** Partition elements form an segmentation of the data set by order. Sort each partition. Normally each partition is processed in a reducer. Since one partition is either entirely larger or smaller than another, the algorithm has sorted the input data set.

Clearly, the construction of the sample in TeraSort is crucial to efficiency, as it determines the evenness of the reducers in size. For it to be a good sketch of the data set, it must not be too small and skewed; on the other hand, while it usually implies better sketching, large samples could incur expensive overheads. We present a technical overview of the sampling strategies in TeraSort in Section 1.2 and focus on one of them, self-sampling, in the rest of the report.

The problem of selecting the $k$-th smallest or largest element out of a set/multi-set has been studied since the early times of computer science; Hoare’s Find \cite{13} is one well-known linear time solution in sequential computation. In the domain of massive data sets, selecting the top $k$ elements (top-$k$ problem) is a common scenario. The top-$k$ problem is trivial when $k$ is very small; we could simply let each reducer output a set of the top $k$ local elements and, in the next round, compute the top $k$ elements of the data set by aggregating all the local sets in a reducer. However, when $k$ is large, the last reducer has inevitably heavy workload and thus undesirably long running time.

The approach of partition in TeraSort offers a simple solution to the top-$k$ and $k$-selection problem. Once we know the sizes of the partitions, we can locate the
$k$-th element in one together with its local offset. Then we are able to “select” it $(k$-selection) or all elements higher than it (top-$k$).

1.1 Previous Work on MapReduce Algorithms

1.1.1 MapReduce Algorithms for Fundamental Problems


High-level languages are developed with emphasis on program reusability and data management. Queries written in the high-level languages are translated to MapReduce operations and executed. To name a few, Hive [30], Pig [19], Jaql [2], Dremel [16], SCOPE [4]. While expressiveness drives the development of high-level query languages, the flexibility of the MapReduce operations is also appreciated in traditional databases, as seen in [27], an Oracle in-database hadoop implementation in favour of the MapReduce programming style.

Graph. MapReduce has proved effective in processing massive graphs. [28] [31] have studied triangle counting; the problem of triangle enumeration is studied in [5]. [22] have studied the slightly . Finding the minimal spanning tree is investigated in [15] via edge set split and in [14] via vertex set split. [15] also provides solutions to max matching and minimum cut.

1.1.2 Models for MapReduce

Models have been introduced to capture the notion of time and space efficiency of MapReduce algorithms. We recall them here.

Minimal MapReduce algorithms. [29] proposes the notion of minimal MapReduce algorithms. Denote by $n$ the input size of the problem and by $t$ the number

$^4$An extended join operation in which the relation is in addition allowed to be inequality.
of machines used in the MapReduce system; let \( m = \frac{n}{t} \). A minimal MapReduce algorithm is characterized by the limited computation and communication resources it consumes:

- **minimal footprint.** Every machine uses \( O(m) \) space.

- **bounded traffic.** In each round, every machine sends and receives \( O(m) \) size of information.

- **constant round.** The algorithm finishes in constant rounds.

- **optimal computation.** The time of computation at every machine is \( O(T_{seq}/t) \), where \( T_{seq} \) is the time of solving the problem on a single sequential machine.

Minimal MapReduce algorithms exhibit good scalability: not only do they have balanced workloads and traffic, but also they are well accelerated through the use of multiple machines, as indicated by the fourth point. The requirement of constant rounds in fact implies that throughout the entire algorithm, only \( O(n) \) communication occurs.

[29] shows that TeraSort is minimal with appropriate parameters.

**The MapReduce Class (MRC).** [14] puts forth the notion of \( \mathcal{MRC} \), a class of MapReduce algorithms computable by a MapReduce system characterized with certain amount of resources. Let \( n \) be the length of the input, class \( \mathcal{MRC}^i \) is able to run on the following systems,

- **mapper and reducer.** Mappers and reducers are implemented by RAMs with \( O(\log n) \)-length words, have \( O(n^{1-\epsilon}) \) space and runs in time polynomial to \( n \). Mappers and reducers can be randomized.

- **map output.** The total size of the output of the map phase in any round is \( O(n^{2-2\epsilon}) \).

- **round.** The number of rounds is \( O(\log^i n) \).

- **machines.** The total number of machines available is \( \Theta(n^{1-\epsilon}) \).

When the algorithm is randomized, it must output the correct answer with probability at least \( 3/4 \). \( \mathcal{MRC} \) is defined by the union of \( \mathcal{MRC}^i \) over \( i \). The deterministic subset of \( \mathcal{MRC} \) is called \( \mathcal{DMRC} \).
The sublinear constraints in the resources available in mappers and reducers and the number of machines are crucial, because the input size $n$ could be very large and it is unrealistic to assume our capability of manufacturing such powerful machines economically. On the other hand, if machines are capable of holding $O(n)$ size of items, then there is no need to solve the problem in MapReduce anymore; the problem could just be solved on a single machine by sequential algorithm.

Not all algorithms in $\mathcal{MRC}$ are efficient; rather it offers to characterize them. One would expect efficient ones in $\mathcal{MRC}^i$ with small $i$ and large $\epsilon$ in the constraints. Indeed $\mathcal{MRC}^0$ consists of constant-round algorithms.

[14] shows that a variety of problems have solutions in $\mathcal{MRC}^0$ and $\mathcal{MRC}^1$, such as finding an MST of a dense graph, frequency moments, undirected $s$-$t$ connectivity. It also proves that certain CREW PRAM algorithms can be simulated by $\mathcal{MRC}$ algorithms.

**Massive, unordered, distributed (MUD) algorithms.** MUD is a class of MapReduce algorithms proposed by [9] to compute a distributed stream. The MUD algorithm consists of three components,

- **local function** $\Phi : \Sigma \rightarrow Q$. It takes a single input data item and output a message.

- **aggregator** $\oplus : Q \times Q \rightarrow Q$. The aggregation function combines two messages into one. It is applied repeatedly on a group of messages until there is only one message, which is the result of the aggregation. The result may depend on the order of application $T$ for which we denote by $m_T(\cdot)$ the computation process.

- **post-processing** $\eta : Q \rightarrow \Sigma$. The overall output of the algorithm is obtained by mapping the output of aggregation via $\eta$. The algorithm designer need to ensure that the overall output is independent of the order of application of the aggregator.

The communication complexity of a MUD algorithm is $\log |Q|$. The space/time complexity is the maximum of the space/time complexity of the components $\Phi, \oplus, \eta$.

The connection between MUD and MapReduce framework is obvious. The local function could be implemented by mappers. The independence of $\eta \circ m_T$ and the order of application $T$ implies that we could divide and conquer the output of local function $O$. Indeed, we arbitrarily split $O$ into $k$ reducers and aggregate within each reducers.
The result is \( k \) messages. We may repeat this process several times - corresponding to several rounds in MapReduce - until the result reduces to only one message. In the end, the message is transformed by \( \eta \) into the overall output.

It is clear from the above construction that MUD algorithms can be computed very efficiently in a MapReduce system and mostly independent of the underlying computing capability. Since we are able to split and aggregate the output of local functions in any manner, we could always choose an execution plan with balanced reducers of appropriate size.

\[9\] shows that any deterministic streaming algorithm that computes a symmetric (order-invariant) function \( \Sigma^n \rightarrow \Sigma \) can be simulated by a MUD algorithm with the same communication complexity and the square of space complexity.

### 1.2 Strategies of Sampling and Partitioning

Sampling and partitioning is the central idea in TeraSort. As the performance of TeraSort is sensitive to the quality of the partition, it is worth examining such strategies for a highly even one. Techniques discussed in this section might not be suitable for the MapReduce framework; implementing them incurs high overhead due to the lack of communication-related features assumed efficient by the strategies. For example, the majority of them were originally developed in the context of inter-connected machines where, rather than following a shuffling (grouping) pattern, nodes send messages to one another freely. They also assume that an element is physically located in a machine while in MapReduce, the location and execution of reducers is beyond the control of algorithm designers.

In practice, however, MapReduce systems are very likely to have implemented a broader range of distributed computation interfaces. They are built on primitive operations of general inter-connected machines, so in addition to carrying out MapReduce algorithms, they provide practical extensions to MapReduce computation. For instance, Hadoop fuses mappers and reducers; thus mappers remember the history of processed items. Although the communication still follows the shuffling pattern, the more powerful mappers may shorten the number of rounds and remove certain overheads found in pure MapReduce algorithms. The sampling techniques can potentially be implemented in the practical MapReduce systems with much less overhead.

Putting elements into buckets is very useful in sorting in distributed systems. Elements in a bucket are all smaller or larger than another. Each computation node
in the system holds one or more buckets and all nodes can perform sorting within the local buckets in parallel. The running time depends heavily on the maximum amount of elements among all nodes: it takes the longest time in local sort and also likely in receiving the elements via network. Denote by $n$ the number of elements in the data set, by $t$ the number of partitions, and by $m := \frac{n}{t}$ the optimal load of nodes, i.e. the average amount of elements across all nodes. We measure the unevenness of the approximate partition as a ratio of the maximum load over $m$; evenness is the opposite.

The buckets are usually identified by partitioning the data set, for which the idea of sampling goes a long way. It first takes a sample from the data set and then pick the even-splitters of the sample as the partition elements of the data set. The idea is not new. Sample-sort \cite{10}, a generalized quick-sort, chooses pivots that divide a random sample of the input. In distributed systems, the idea inspired a variety of sorting algorithms, \cite{8}, \cite{24}, \cite{35}, \cite{23}, to name a few.

We remark that these sampling strategies and the coupled partition techniques are drop-in candidates for the first two steps in TeraSort. The third step, sort, relies solely on the partition. Each option presumes certain efficient operations in the MapReduce system. For example, self-sampling may demand high-quality yet inexpensive random number generator; in some systems, sampling without replacement across the entire data set might not be as costly as it generally is, and becomes a viable approach. The vanilla strategy and the variants are practical but there is no worst-case guarantee.

In this report, we focus on analyzing TeraSort with self-sampling.

Vanilla TeraSort. In the current implementation of TeraSort (shipped in Hadoop as a code example), the sample is created by reading $a$ elements in total from $b$ locations which are evenly spread across the input data set\footnote{Technically, the input data set is stored in splits, which can be thought as basic blocks. Therefore, instead of picking locations “into” a split, the algorithm simply picks splits evenly.}. $a$ and $b$ are configurable by users. At each location, $\frac{a}{b}$ elements are read. No solid guarantee exists that such sampling scheme yields good partitioning. In fact, there are bad cases for every $a, b$ that the partitions are extremely unbalanced. When the sample comprises elements concentrated in a few small ranges, it may well lead to uneven buckets.

Variants of the approach of vanilla TeraSort are widely adopted in the participants of Jim Gray’s sort benchmark\footnote{The benchmark does not limit the computation model.} and are effective for what is perceived in the
experiments. For example, the latest winner FuxiSort \cite{fuxi2020} adds randomness into the selection of read locations.

**Self-Sampling.** \cite{self-sampling2020} discusses the strategy of *self-sampling*, by which we mean each element is picked into the sample independently at the same probability. Self-sampling fits well into the MapReduce framework as mappers are assumed having no other knowledge than the input item currently being processed. It is the focus of this report. As will be shown later, self-sampling has very appealing probabilistic properties and it actually achieves asymptotic optimal evenness with high probability.

**Sampling with/without replacement.** Towards the end, \cite{sampling2020} also reports the experiment results on another strategy, sampling without replacement. The results itself is promising and comparable to self-sampling: the unevenness remains stable at a low level when the sample size is no less than the expected size in self-sampling, regardless of how much it excesses the latter. However, there is no further investigation on how the evenness is affected by the layout of the input data set, nor is provided a uniform bound on all layouts.

\cite{sufficient-sample} discusses sufficient sample sizes for this sampling strategy to generate a $\epsilon$-accurate range partition with probability at least $1 - \frac{1}{\delta}$.\footnote{Their model is general; here we phrase a slightly simplified version.\footnote{The model considers, besides what are mentioned here, unequal partition sizes and data replication.}} The input data set is stored across $k$ sites (this describes the reality that in distributed systems data is stored across machines), and sampling is carried out in three steps - onsite sample, merge, partition. To generate a partition of $t$ buckets,

- **Sample.** At site $i$, create a random sample $S_i$ of size $s/t$. Also keep the number of elements $n_i$ on this site.

- **Merge.** A total sample is constructed by adding $n_i$ copies of every element in $S_i$, for all $i$’s.

- **Partition.** Partition the total sample in the usual way to produce $t - 1$ partition elements.
The conclusion is that when the total sample size
\[ s \geq \frac{(b^2 + 3)t - 4}{2(e^2 - \frac{1}{t})} \cdot \left(\log\left(\frac{1}{\delta}\right) + \log(t) + k \log(n)\right) \]
where \( b := \max_i \frac{n_i}{n} \) and we require \( et > 1 \), the generated partition is \( \epsilon \)-accurate with probability at least \( 1 - \delta \). Let \( \delta = 1/n \) and \( \epsilon > 1/t \) be any constant, we find that \( s \) can take \( \Theta(kt \log(n)) \), a reasonable figure in many cases.

Note that, when \( k = 1 \) we are directly sampling across the entire data set and the above sample size reduces to \( \Theta(t \log(n)) \).

**Regular sampling.** [25] proposes a deterministic technique called regular sampling that aids the construction of approximate partition when data is store across \( t \) machines and we are only allowed to sample locally. To produce a partition of \( t \) buckets, the algorithm first sort the data locally at each machine and picks \( t - 1 \) even splitters. Then after all \( t(t - 1) \) splitters are sent into one machine, within them select elements \( y_j \)'s of ranks: \( \left\{ \frac{t}{2} + t(j - 1) \right\}_{j=1}^{t-1} \). It argues that irrelevant of the layout of the input data set, the partition sizes are at most \( 2m \).

We describe a slightly generalized version of the algorithm and show how regular sampling manages to reduce the influence of data layout. Instead of picking \( t - 1 \) splitters at each machine, we pick \( r \). We also suppose that each of the \( k \) machines store \( m' := \frac{n}{k} \) elements and the goal is to partition the data set into \( t \) buckets; for now we assume \( (t - 1)|rk \). Within the \( rk \) splitters, select \( y_j \)'s of ranks: \( \left\{ \frac{c}{2} + c(j - 1) \right\}_{j=1}^{t-1} \), where \( c = \frac{rk}{t-1} \). The partition then produces: \( \left\{ [y_{j-1}, y_j]_{j=1}^t \right\} \) with \( y_0 := -\infty \) and \( y_t := +\infty \).

![Figure 1.1: Picks of partition elements in regular sampling.](image-url)

Now we consider how many elements could reside in each partition.
1. $j = 1$. For the first partition $(-\infty, \frac{c}{2})$, there are $rk - \frac{c}{2}$ splitters larger than it. Any splitter $x$ comes from a machine. Denote the next splitter on that machine as $x'$ (or $x' = +\infty$ if $x$ is the last). There are $\frac{m'}{r+1}$ elements in $[x, x')$ on the machine. The correspondence of elements in $[x, x')$ to $x$ is a function, meaning that no element maps to two splitters. Therefore, in the data set, there are at least $(rk - \frac{c}{2}) \cdot \frac{m'}{r+1}$ elements outside the first partition. In turn, there are at most $n - (rk - \frac{c}{2}) \cdot \frac{m'}{r+1} = m(\frac{r}{r+1} + \frac{1}{2}\frac{r}{r+1} \frac{t}{t-1})$ elements in the partition.

2. $j = t$. For the last partition $[y_{t-1}, +\infty)$, similar analysis to $j = 1$ yields the same upper bound. 

3. $2 \leq j \leq t - 1$. For partition $[y_{j-1}, y_{j+2})$, there are at least left splitters smaller than it, indicating $(\text{left} + 1) \cdot \frac{m'}{r+1}$ elements (we consider $-\infty$ as the image of the $\frac{m'}{r+1}$ elements smaller than the first splitter). There are also at least right := $rk - (\text{left} + 1 + t) + 1$ splitters larger and thus right \cdot \frac{m'}{r+1}$ elements. Combining them leads to an upper bound on the size of the partition: $m(\frac{r}{r+1} + \frac{t}{t-1}(\frac{r}{r+1} - \frac{t-1}{k(r+1)}))$.

When we remove the assumption $t - 1 | rk$ and switch to a variant of a scheme called ordered even partition (Definition 2 introduced in Section 3.1), the factors before $m$ in the above bounds increase at most $\frac{1}{r+1}$ in case 1,2 and remains the same in case 3.

It is easy to see that when $k, r, t$ are of the same order, regular sampling ensures that every partition has $O(m)$ number of elements. In particular, when $k = t, r = t - 1$, we fall back to the original version of regular sampling with bound $2m$.

1.3 Motivation and contribution

In TeraSort, the evenness of the partition determines the maximum cost of network traffic and storage on any single computation unit, and hence the execution time of the whole algorithm. [29] concludes that TeraSort is load-balanced within constant multiplicative factors. That is, if the data set has $n$ elements and $t$ machines are

---

Footnote 6: Here we provide the full detail of our construction. We calculate the sizes of each bucket, enough to determine the partition. Let $y_1, y_2, ..., y_{t-1}$ be the sizes of the buckets of an ordered even $(t - 1)$-partition (not $t$) of the $s$ elements. Then the sizes for our need are $\left[\frac{y_1}{2}\right], y_2, ..., y_{t-1}, \left[\frac{y_t}{2}\right]$. Comparing the sizes here with those in the argument for $t - 1 | rk$ leads to the increase of constant factors in the bounds.
used in the algorithm, then every machine has $O(\frac{n}{t})$ workload. The constant factor in the proof is relatively large (16 to 32). Moreover, the proof itself does not extend to substantially smaller bounds.

**Asymptotic optimality.** This report seeks more accurate description of the performance of TeraSort with self-sampling. Under the same constraints in [29], it gives a series of bounds which describes the trade-off among the number of machines and the evenness of the partition (hence the worst case maximum workload on a single machine). Larger numbers of machines allow more even partitions. Out of these bounds, an asymptotically optimal one is stated explicitly. As $t$ grows, the workload on any machine converges to $m$ (not only $O(m)$) with probability at least $1 - O(\frac{1}{m})$.

**Top-k/k-selection.** The report also extends the use of the partition technique to the top-$k$ and $k$-selection problems in the MapReduce world.

### 1.4 Outline

Chapter 2 reviews the basics MapReduce and declares the conventions adopted in this paper. Chapter 3 focuses on a careful analysis of the probabilistic structure of self-sampling in TeraSort. It first proves the minimality already shown in [29] but with a different analysis of probability. Then it shows that parameters meeting certain condition, there is a strong guarantee on the evenness of the partition scheme. One assignment of parameters leads to a nearly optimal bound. Chapter 4 describes an efficient MapReduce algorithm to the top-$k/k$-selection problem in which the same random partition scheme is applied. Chapter 5 concludes the paper.
Chapter 2

Preliminaries

2.1 MapReduce

The MapReduce computation model describes an algorithm in rounds, each of which consists of three phases, map, shuffle and reduce. Rounds are sequentially connected by feeding the output of the reduce phase to the map phase of the next round. Figure 2.1 depicts a high-level workflow of a MapReduce round.

Map. Workers called mappers are given input of items. For every item, a set of key-value pairs \((k; v)\) is generated into the output. We emphasize that mappers keep no track of any information of the history of processed data.

Shuffle. In this phase, pairs output by the map phase are conceptually shuffled into reducers, which are workers in the reduce phase. The destination of a pair \((k; v)\) solely depends on the value of \(k\); that is, pairs sharing the same key value will end up in the same reducer.

Reduce. Each reducer perform local computation upon the set of received key-value pairs. As opposed to mappers, the reducer operate on a set of items rather than one at a time. It may generate any items either as the input of the map phase of the next round, or as the output of the entire algorithm if the current round is the last.

We take table joining as an example of MapReduce algorithms. Suppose that data tables are stored as collections of records (i.e. data rows) and it is very efficient to retrieve the value of the column named \(c\) from a record. (This fits the typical implementations of data tables in practice.) The MapReduce algorithm which computes
Figure 2.1: One round of MapReduce computation
the join of table $T_1$ and $T_2$ on $T_1[c_1] = T_2[c_2]$ is described below. Let $h$ be randomly picked from a universal hash family with sufficient range $[N]$, in order to numerate $r[c_i]$ and avoid reducer of undesirably large size.

**Map-Shuffle 1** Records of $T_i, i = 1, 2$ are read from the storage of tables. Each record $r \in T_i$ is mapped to $(r[c_i]; i, r)$, which is then shuffled into reducer $h(r[c_i])$.

**Reduce 1** Denote all received pairs in a reducer as $R$; $R$ may contain pairs with different keys. Let $R_i(k), i = 1, 2$ denote the (multi-)set $\{ r | (k; i, r) \in R \}$. $R_i(k)$ in fact consists of all records of $T_i$ whose column $c$ evaluates to $k$. In this way, we compute the join of $R_1(k)$ and $R_2(k)$ for every $k$ appearing in the reducer as the output. The output of all reducers is the join of $T_1$ and $T_2$ expressed as collection of records.

Mappers and reducers are logical constructs. In an implementation of MapReduce, they are scheduled onto physical computation nodes. In cases where there are more reducers than available computation nodes, for lower overall processing time, the scheduler may keep a single node exclusive to one large reducer while having several smaller reducers share the same node. Simple greedy scheduling algorithms serve this purpose well. This level of scheduling is invisible to MapReduce algorithms.

### 2.2 Settings of The Report

We introduce the notation and convention in this paper. Instead of mappers and reducers, we call the workers as machines. This reflects the fact that the TeraSort algorithm is applicable to a wide range of distributed computation models and is most naturally phrased in terms of computation nodes (machines). Fitting the algorithm into MapReduce implementations such as Hadoop is easy.

Suppose that $t$ machines store the data set of interest. They are indexed from 1 to $t$, namely $M_1, \ldots, M_t$. $M_i$ sending element $x$ to $M_j$ corresponds to, in the MapReduce language, $M_i$ mapping $x$ to $(j; x)$ which is shuffled to reducer $j$ executed on $M_j$. To accommodate the statelessness of mappers and reducers, we assume that unmentioned data in the algorithm is “carried forward” implicitly to the reducer with the same index in the next round.

As mentioned earlier, the focus of our analysis is on TeraSort with self-sampling.

---

1. In a MapReduce system with explicit control over access to shared storage, it is not necessary to “carry forward” unused data in implementing TeraSort. Take Hadoop as an example. The partition
2.3 Probability Tools

In this section we briefly review the two major tools that we use in analyzing probabilities in this paper - the union bound and Chernoff bounds.

**Union bound.** The union bound reflects the fact that the probability of a union of events is always smaller than the sum of probabilities of the events. Formally, let $E_i$ be events, we have,

$$\Pr \{ \bigcup_i E_i \} \leq \sum_i \Pr \{ E_i \}$$

The union bound is especially useful in limiting the probability of bad events, which in turn gives a desired lower bound of probability of good events.

**Chernoff bounds.** Chernoff bounds restricts from above the tail probability of sums of independent Bernoulli random variables. There are several forms/variants of Chernoff bounds of similar restrictive power. In this report, we use the following form:

$$\Pr \left\{ \sum_{i=1}^{n} X_i > (1 + \delta) \mu \right\} \leq \exp \left\{ -\frac{\delta^2 \mu}{\delta + 2} \right\}, \ \delta > 0$$

$$\Pr \left\{ \sum_{i=1}^{n} X_i < (1 - \delta) \mu \right\} \leq \exp \left\{ -\frac{\delta^2 \mu}{2} \right\}, \ 0 < \delta < 1$$

where $X_i = 1, 0$ with probability $p_i, 1 - p_i$ respectively and $\mu = \sum_{i=1}^{n} p_i$; $X_i$’s are independent.
Chapter 3

A New Proof of TeraSort’s Minimality

3.1 TeraSort

In TeraSort, we use the notion of ordered even $t$-partition, which divides a set as evenly as possible, offering a close approximation to the ideal case of absolute evenness.

**Definition 1** (ordered $t$-partition). An ordered $t$-partition divides an ordered set of $s$ elements into $t$ subgroups. Elements of subgroup $i$ is smaller than those of subgroup $j$ for all $i < j$.

The first element of every partition except for the first one is called $t$-partition element as they describe the subgroups in full.

**Definition 2** (ordered even $t$-partition). An ordered even $t$-partition is an ordered $t$-partition in which sizes of the subgroups differ by at most 1.

An ordered even partition always exist for a data set. In fact, we may construct it in the following way. Let $s = ts_1 + s_2$ where $s_1 = \left\lfloor \frac{s}{t} \right\rfloor$. The indices of the partition elements are

$$d_j = s_1 + jI_{\{j \leq s_2\}}, \quad I_{\{\cdot\}} \text{ is the indicator function}$$

Another popular scheme, in which ranks of partition elements are $\left\lceil \frac{s}{t} \right\rceil, 2 \left\lceil \frac{s}{t} \right\rceil, \ldots, (t-1) \left\lceil \frac{s}{t} \right\rceil$, produces less balanced buckets: when $s \equiv 1 \pmod{t}$, the difference is as large as $t-2$. Furthermore, this scheme simply fails if $t > \sqrt{s} + 1$ when $s \equiv 1 \pmod{t}$.
because the rank of the \((t-1)\)-th partition element is already beyond \(s\). Such circumstances \textit{can} occur in TeraSort. In Jim Gray’s sort benchmark, the size of data set to sort is \(100\, TB\) and the winning TeraSort solutions uses above 1000 reducers \((t > 1000)\). Considering that the expected sample size is \(t \ln(nt)\) \((n \text{ is the size of input data set, shown later})\) in TeraSort, the failure happens as long as \(\ln(nt) \mod t\) coincides to 1. In summary, the scheme fails to capture the notion of “partition”.

The TeraSort algorithm sorts \(n\) elements across \(t\) machines \(\mathcal{M}_1, ..., \mathcal{M}_t\) in 2 rounds.

**Map 1** Each element is selected into the sample \(S\) with probability \(\rho\).

**Reduce 1** \(S\) is sent to \(\mathcal{M}_1\). On this machine, \(b_j, j = 1, ..., t - 1\) form an ordered even \(t\)-partition of \(S\). On all other machines, no operation is performed.

**Map 2** Assume that \(b_j\)'s have been broadcast to all machines.\(^1\) Element \(x\) is sent to \(\mathcal{M}_j\) if \(b_{j-1} \leq x < b_j\), where \(b_0 := -\infty\) and \(b_n := +\infty\).

**Reduce 2** On each machine, sort elements locally.

In the rest of this section, we give a new proof of the claims in \([29]\) to prove the minimality of TeraSort, but by a more extensible probabilistic method that is capable of generating a series of tight bounds (i.e. the constant coefficient converging to one) shown in the next Chapter.

The minimality of TeraSort is equivalent to the following claims. Claim \(\#\) limits the size of the sample \(S\) and thus the amount of traffic that machines send and receive in the first round. Claim \(\natural\) limits the reducer sizes and the network input in the second round, since the map phase of round 2 never violates minimality as long as every machine holds \(O(m)\) elements at the beginning of the algorithm.

**Claim 1.** With selected \(\rho\), in Map 1, \(|S| = O(m)\), \(w.h.p.\)

**Claim 2.** With selected \(\rho\), in Reduce 2, every machine ends up with \(O(m)\) elements, \(w.h.p.\)

\(^1\)As noted in \([29]\), the broadcast assumption may incur a network outflow of size \(\Phi(t^2)\) at \(\mathcal{M}_1\), which would make TeraSort unminimal when \(t^2\) is no longer \(O(m)\). However, in practice the broadcast can be implemented in Hadoop as \(\mathcal{M}_1\) writing to a shared file which is then read by all machines. This way, the broadcast cost is evenly distributed among machines.
3.2 Proof of Minimality

It is straightforward to show Claim 1.

**Lemma 1.** With $\rho \geq \frac{1}{m} \ln nt$ and $k \geq 3$,

$$\Pr \{ |S| > kn\rho \} \leq \left( \frac{1}{nt} \right)^t$$

**Proof.** $|S|$ is the sum of $n$ Bernoulli random variables of probability $\rho$; $\mathbb{E}[|S|] = n\rho$. By Chernoff bounds, we have

$$\Pr \{ |S| > kn\rho \} \leq \exp \left\{ -\frac{(k-1)^2}{k+1} n\rho \right\} \leq \left( \frac{1}{nt} \right)^t$$

The event that Claim 1 holds is within the complement of the above. Therefore the claim holds with high probability.

**Theorem 1** (Claim 1). By setting $\rho \geq \frac{1}{m} \ln nt$ and assuming $m > n\rho$, the Claim 1 hold with probability $1 - O\left( \frac{1}{nt^t} \right)$.

**Proof.** By Lemma 1, $|S|$ is bound w.h.p,

$$\Pr \{ |S| > 3m \} \leq \Pr \{ |S| > 3n\rho \} \leq \left( \frac{1}{nt} \right)^t$$

The event that Claim 1 holds is within the complement of the above. Therefore the claim holds with high probability.

Claim 2 is more involved in that the identification of the partition elements $b_i$’s depend on the entire sample process: if one more element is included in the sample, we may end up with multiple different partition elements. For example, suppose $|S| \equiv -1 \pmod{t}$. Adding one more element to $S$ as the smallest of $S$ leads to an entire new set of partition elements. This phenomenon is occur in all partition schemes which aims for evenness.

We present our approach in the form of a few interesting lemmas. In the first place, we formulate a problem closely related to Claim 2.
**Problem 1** (Sample-Partition). Let $A$, called the total set, denote the set of $n$ elements from an ordered universe; $a_j$ denotes the $(j + 1)$-th smallest element in $A$. Construct a sample $S \subseteq A$ by independently picking each element with probability $\rho$. Let $b_1, b_2, ..., b_t \in S$ be the ordered even $t$-partition elements.

Question: how evenly does $b_i$’s partition $A$?

Problem 1 captures the probabilistic structure of TeraSort with self-sampling. Clearly, the set of the elements on $\mathcal{M}_i$ in Reduce 2 is exactly $A \cap [b_{i-1}, b_i)$, independent of how the data set (the total set $A$ in the definition of the problem) is spread across machines. The answer of Problem 1 that the partitions are all $O(m)$ in size proves Claim 2.

Suppose an ordered partition of $A$. Every partition is a bucket. It is easy to observe that if every bucket contains a marked element, then the distance between any two adjacent marked elements is less than the sum of the sizes of the buckets in which they exist. The observation will lead to Claim 2 if we additionally ensure that buckets are $O(m)$ in size. This is the approach in [29], as illustrated in Figure 3.1.

![Figure 3.1](image)

Figure 3.1: If every bucket contains a marked element, then the distance between no two adjacent marked elements is less than the sum of the sizes of the buckets in which they exist.

We extend it with a stronger observation: if we overlay buckets with one another, we will end up having more buckets and a promise of shorter distance between adjacent marked elements. Formally, consider an ordered even $t$-partition of $A$. Let $d(i)$ be the index in $A$ of the $i$-th smallest partition element; we also manually set $d(0) := 1$. Let $I_j := [a_{d(j)}, a_{d(j) + lm})$. $l > 0$ controls the length of the interval. $I_j$’s are well defined in this way for all $j \geq 0$ with $d(j) + lm \leq n - 1$. If the largest a few elements are still left, we cover them with one additional interval $[a_{n-lm}, a_n]$. 
The intervals form a cover of $A$. There could be at most $t$ intervals. Figure 3.2 and 3.3 illustrate such intervals.

![Figure 3.2: This compacts the placement of buckets in Figure 3.1, but still only works in $l$ being integers.](image)

![Figure 3.3: Lemma 2 extends our intuition to $l$ being any positive real. The next interval contains no marked element if the next marked element is more than $(l+1)m$ away.](image)

**Lemma 2.** Suppose we marked a few elements in $A$. If every interval $I_j$ has at least one marked element, then no two marked elements are more than $(l+1)m$ away from each other, $l > 0$.

**Proof.** Let $\{e_i\}_{i \geq 1}$ represent the marked elements, in increasing order. Suppose the opposite, that $[e_i, e_{i+1}] > (l+1)m$, then there exists an interval $I_j \subseteq [e_i, e_{i+1}]$ which contains no partition element.
Indeed, we start at $e_i$ and walk towards larger elements by $(l + 1)m$ steps. Since $|[e_i, e_{i+1}]| > (l + 1)m$, we must have not met another marked elements yet. The next interval of the one containing $e_i$ starts at most $m$ away from $e_i$ (this is the spacing of intervals), so its end cannot pass where we are now. This interval contain no marked element. 

Note that Lemma 2 even applies to intervals whose sizes are not multiples of $m$. ($l$ could be any positive real.)

Now we only need to put a ceiling on the probability that some interval contains no marked element, which, in our case, refers to the partition elements $b_j$’s. They are shown in Lemma 3 and Lemma 4. Also note that $S$ is the random sample taken from $A$ (Problem 1).

**Lemma 3.** Fix an arbitrary subset $B(x)$ of size $x$ of $A$. Then $B(x) \cap S$ denotes the set of selected elements in $B(x)$. With $\rho \geq \frac{1}{m} \ln nt$ and $l \geq 7$,

$$\Pr \left\{ |B(lm) \cap S| < \frac{|S|}{t} \right\} \leq \frac{1}{nt} + \left( \frac{1}{nt} \right)^t.$$

**Proof.** Take condition on $|S| > kn\rho, 3 \leq k \leq l$ and decompose the probability,

$$\Pr \left\{ |B(lm) \cap S| < \frac{|S|}{t} \right\} \leq \Pr \left\{ |B(lm) \cap S| < \frac{|S|}{t} \text{ and } |S| \leq kn\rho \right\} + \Pr \left\{ |B(lm) \cap S| < \frac{|S|}{t} \text{ and } |S| > kn\rho \right\} \leq \Pr \left\{ |B(lm) \cap S| < \frac{kn\rho}{t} \right\} + \Pr \left\{ |S| > kn\rho \right\}.$$

By Lemma II we are able to bind the above. When $k := 3$ and $l \geq 7$,

$$\Pr \left\{ |B(lm) \cap S| < \frac{|S|}{t} \right\} \leq \exp \left\{ -\frac{(l-k)^2}{2l} m\rho \right\} + \left( \frac{1}{nt} \right)^t \leq \frac{1}{nt} + \left( \frac{1}{nt} \right)^t.$$

\qed
Lemma 4. \( b_i \)'s are partition elements defined above. Then for any \( 0 \leq i \leq t - 1 \),

\[
\Pr \{ |A \cap [b_i, b_{i+1}|] \leq 8m \} \leq O \left( \frac{1}{n} \right)
\]

, where \( b_0 := -\infty \) and \( b_t := +\infty \).

Proof. In \( A \), if a block of consecutive elements in the ordered manner contain no partition element, then they must contribute no more than \( \lceil \frac{|S|}{t} \rceil \) to the sample \( S \). Along with Lemma 3,

\[
\Pr \{ I_j \text{ has no partition element} \} \leq \Pr \left\{ |B(lm) \cap S| < \lceil \frac{|S|}{t} \rceil \right\}
= \Pr \left\{ |B(lm) \cap S| < \frac{|S|}{t} \right\}
\leq \frac{1}{nt} + \left( \frac{1}{nt} \right)^t
\]

By union bound, with probability \( 1 - O(\frac{1}{n}) \) every interval covers at least one partition element given that \( l \geq 7 \). By Lemma 2, this leads to the lemma. \( \square \)

Theorem 2 (Claim 2). By setting \( \rho \geq \frac{1}{m} \ln nt \), Claim 2 hold with probability \( 1 - O(\frac{1}{n}) \).
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Optimal Bounds for TeraSort

4.1 A series of bounds

At this point, we ask ourselves, whether a fixed constant coefficient before $m$ is the farthest we could go with the tools in hand; moreover, whether there is a point in pursuing better guarantees of evenness. In the particular problem of TeraSort, since the initial layout of the data set also affect and possibly dominates the network throughput of machines, one may be already content with fixed constant coefficients. However, we see the problem of Sample-Partition as a simple, generic routine potentially used for various problems. Thus it is rewarding to pushing the bound downwards.

Our analysis is based on a re-examination of the proof of Lemma 3 and Lemma 4. We already obtain the link of the event that an interval having no partition element and the one that it contributes no more than $\lceil \frac{|S|}{t} \rceil$ elements to the sample $S$. Yet in decoupling $|B(lm) \cap S|$ and $\lceil \frac{|S|}{t} \rceil$, we loosely transform $\lceil \frac{|S|}{t} \rceil$ to $\lceil \frac{knp}{t} \rceil$, losing the information that the partition are even. It turns out that adding it back results in surprisingly tight bounds.

We focuses on tighter bounds in Claim 2 (the evenness of partition), though as is shown later the choice of parameters also ensures Claim 1.

Theorem 3. Following the denotation in Lemma 3, with $\rho \geq \frac{1}{m} \ln nt$ and $l, t$ satisfying the constraints below,
\[
\begin{align*}
(k - 1)^2(t - l) & \geq (k + 1) \\
((t - 1)t - (t - l)k)^2 & \geq 2(t - 1)l \\
(t - 1)t & > (t - l)k \\
k, t > 1, l > 0
\end{align*}
\] (4.1)

We have,

\[
\Pr \left\{ |B(lm) \cap S| < \frac{|S|}{t} \right\} \leq \frac{2}{nt}
\]

Proof. Let \( Y_j \) be the indicator random variable representing whether element \( a_j \in A \) is picked into \( S \). Let \( W(x) \) denotes the sum of \( x \) independent Bernoulli(\( \rho \)) random variables; we require that there is no dependency between the random variables underlying two \( W(\cdot) \) expressions.

\[
\Pr \left\{ |B(lm) \cap S| < \frac{|S|}{t} \right\} = \Pr \left\{ \sum_{j : a_j \in B(lm)} Y_j < \sum_{j=0}^{n-1} Y_j \right\}
\]

\[
= \Pr \left\{ (t - 1) \sum_{j : a_j \in B(lm)} Y_j < \sum_{j : a_j \notin B(lm)} Y_j \right\}
\]

\[
= \Pr \left\{ (t - 1)W(lm) < W(n - lm) \right\} \quad (4.2)
\]

To set an upper bound on (4.2), we use the same decoupling technique in Lemma 3 again. Let,

\[
W_1 = W(lm) \\
W_2 = W(n - lm)
\]

we have,

\[
\Pr \left\{ (t - 1)W(lm) < W(n - lm) \right\} \leq \Pr \left\{ W_1 < \frac{W_2}{t - 1}, W_2 \leq k(n - lm)\rho \right\} + \Pr \left\{ W_1 < \frac{W_2}{t - 1}, W_2 > k(n - lm)\rho \right\}
\]

\[
\leq \Pr \left\{ W_1 < \frac{k(n - lm)\rho}{t - 1} \right\} + \Pr \left\{ W_2 > k(n - lm)\rho \right\}
\]
By Chernoff bounds, $k > 1$ and $(t - 1)l > (t - l)k$,

$$\Pr \{ W_2 > k(n - lm)\rho \} \leq \exp \left\{ -\frac{(k - 1)^2}{k + 1} (t - l)lm \rho \right\} \quad (4.3)$$

$$\Pr \left\{ W_1 < \frac{k(n - lm)\rho}{t - 1} \right\} \leq \exp \left\{ -\frac{1}{2} (1 - \frac{(t - l)k}{(t - 1)l})^2 (t - 1)lm \rho \right\} \quad (4.4)$$

Let (4.3) and (4.4) be under $\frac{1}{nt}$. Equation system (4.1) is simply a rearrangement of terms plus sanity conditions.

We remark that although Theorem 3 focuses on Claim 2, condition (4.1) also ensures that Claim 1 holds, because $(k-1)^2(t-l) \geq (k+1)$ is stronger than $(k-1)^2t \geq (k+1)$.

Theorem 3 describes a family of bounds $(l + 1)m$ by admissible $l$ and $t$. The choice of $l$ and $t$ also interprets the trade-off between the evenness and number of partitions. As $t$ increases, lower $l$ is accessible; larger number of partitions implies greater evenness. Corollary 1 is a recipe of bounds, $\left\{ (2 + 2t^{1-\frac{1}{2}})m \right\}_t$, $0 < \epsilon < \frac{1}{2}$.

**Corollary 1.** Following the denotation in Lemma 3 and assume $\rho \geq \frac{1}{m} \ln nt$. Let $0 < \epsilon < \frac{1}{2}$ be a parameter and set $l := 1 + 2t^{1-\frac{1}{2}}$. If $t$ satisfies

$$t - t^{1-2\epsilon} - 2t^{\epsilon-\frac{1}{2}} - 1 > 0$$

then it holds that,

$$\Pr \left\{ |B(lm) \cap S| < \frac{|S|}{t} \right\} \leq \frac{2}{nt}$$

Note that the condition for $t$ in the corollary always holds for large enough $t$ regardless of the choice of $\epsilon$. Therefore, we obtain arbitrarily strong evenness as long as $t$ is allowed to be sufficiently large. To see this clearer, let $b := t^{\epsilon-\frac{1}{2}}$ and the bound becomes $(2 + 2b)$. Dropping $b$ into the corollary produces an equivalent condition $2b^3 + (1 - t)b^2 + 1 < 0$, which illustrates the relationship between the tightness of the bound and $t$. For any given $t$, let $b$ be root in $(\frac{1}{\sqrt{t}}, 1)$ of $x$’s equation $2x^3 + (1 - t)x^2 + 1 = 0$, and this represents the bound $(2 + 2b)m$. We conclude the discussion as 2.

**Corollary 2.** With probability at least $1 - O(\frac{1}{m})$, the size of any subgroup is $(2 + 2b)m$ where $\frac{1}{\sqrt{t}} < b < 1$ is determined by $2b^3 + (1 - t)b^2 + 1 = 0$. Moreover, such $b$ always exists.
As $t$ increases, $b$ nears $\frac{1}{\sqrt{t}}$ downwards and always stays above; but $b$ quickly get close enough that the difference is negligible. In fact, it can be shown via calculus that when $t \geq 5$, we have $b < \frac{1}{\sqrt{t}} + \frac{1}{t}$. By combining all of above, we arrive Corollary 3.

**Corollary 3.** Following the denotation in Lemma 4. With $t \geq 5$,

$$
\Pr \left\{ |A \cap [b_i, b_{i+1}]| > (2 + \frac{2}{\sqrt{t}} + \frac{2}{t})m, \text{ for } 0 \leq i \leq t - 1 \right\} \leq O \left( \frac{1}{n} \right)
$$

where $b_0 := -\infty$ and $b_t := +\infty$.

### 4.2 More tolerance to failures

In cases where $O(\frac{1}{m})$ is already negligible, we are able to further restrict the size of the subgroups. The trick is that in constructing the intervals $\{ I_j \}_j$, instead of placing the left endpoint of the next interval $m$ away from that of the current one, we put it $\frac{m}{t}$ apart (see Figure 4.1). As a result,

- Lemma 4 has a stronger form: no two adjacent marked elements are more than $(l + \frac{1}{t})$ away from each other.

- when we apply union bound with the at most $t^2$ intervals, we obtain a probability of failure no larger than $O(\frac{1}{m^2}) \times t^2 = O(\frac{1}{m})$.

This notion augments every bound shown in the previous section. We phrase the counterpart of Corollary 4 as an example.

**Theorem 4.** Following the denotation in Lemma 4. With $t \geq 5$,

$$
\Pr \left\{ |A \cap [b_i, b_{i+1}]| > (1 + \frac{2}{\sqrt{t}} + \frac{3}{t})m, \text{ for } 0 \leq i \leq t - 1 \right\} \leq O \left( \frac{1}{m} \right)
$$

where $b_0 := -\infty$ and $b_t := +\infty$.

---

1This is reasonable because nowadays the main memories of computation nodes are on the order of gigabytes. Main memory computation is very fast but if a reducer is too large, then computation involving secondary storage must be used which usually suffers from serious I/O bottlenecks. If we consider $m$ (the average workload) to be safely within the capacity of main memory (e.g. $m$ is on the order of $2^{20}$ while the size of a single object is less than $2^{10}$ bytes), then $\frac{1}{m}$ is very small, on the order of $2^{-20}$. 
Figure 4.1: With $\frac{m}{t}$ spacing, Lemma 2 is strengthened to binding adjacent marked elements within $(l + \frac{1}{t})$. Obviously, it works with any spacing.
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Top-$k$ and $k$-Selection Problems

The uniformity of the partition scheme imply an efficient solution to $k$-selection problem, in which given an index $k$, the $k$-th smallest element of the data-set stored across $\mathcal{M}_1$ to $\mathcal{M}_t$ should be output. With the knowledge of the number of elements in every partition, every machine could tell the location of the $k$-th smallest item and the carrier would select it by computing a local offset index. We describe the algorithm in detail below.

**Map 1** Each element is selected into the sample $S$ with probability $\rho$.

**Reduce 1** $S$ is sent to $\mathcal{M}_1$. On this machine, $b_j$, $j = 1, ..., t - 1$ form an ordered even $t$-partition of $S$. On all other machines, no operation is performed.

**Map 2** Assume that $S$ has been broadcast to all machines. Element $x$ is sent to $\mathcal{M}_j$ if $b_{j-1} \leq x < b_j$, where $b_0 := -\infty$ and $b_n := +\infty$. Denote the number of local elements of $\mathcal{M}_i$ sent to $\mathcal{M}_j$ as $n(i, j)$; that is, $n(i, j) := |\{ x \in \mathcal{M}_j | b_{j-1} \leq x < b_j \}|$. Define

$$n(i, < j) := \sum_{k < j} n(i, k)$$
$$n(i, > j) := \sum_{k > j} n(i, k)$$

To each $\mathcal{M}_j$, three numbers $n(i, j), n(i, < j), n(i, > j)$ are also sent.
Reduce 2 On every $\mathcal{M}_i$, let

$$n(< i) := \sum_{j=1}^{t} n(j, < i)$$

$$n(> i) := \sum_{j=1}^{t} n(j, > i)$$

$$n(i) := \sum_{j=1}^{t} n(j, i)$$

which respectively represent the number of elements in the data-set that are smaller, larger and within the partition residing in the machine. The sum of three numbers is the size of the data set $n$. In this way $\mathcal{M}_i$ is able to decide whether the $k$-th smallest element is local by judging $n(< i) < k \leq n(i) + n(< i)$.

Only one machine has positive decision. In this case, it outputs the $(k - n(< i))$-th smallest local element via any local selection algorithm.

The first round is identical to that of TeraSort. In the second round, each machine sends and receives $O(t)$ size messages. Hence the algorithm shares the same efficiency characteristics with TeraSort. It can also be easily extended to compute multiple queries at the same time.

The above $k$-selection algorithm is transformed into a top-$k$ algorithm by letting the machines with $n(< i) < k$ output all the local storage and the single machine with $n(< i) < k \leq n(i) + n(< i)$ output the top $(k - n(< i))$ local elements.
Chapter 6

Conclusions

In the report, we have analyzed the probabilistic properties of the self-sampling strategy used in TeraSort and conclude that with high probability it yields nearly even partitions. Specifically, we have shown,

- smaller constant. Our new method leads to smaller constant in $O(m)$ given

- asymptotic optimality. As the size of input data set and the number of partitions grow, the unevenness tends to vanish.

- top-$k$ and $k$-selection. The sample-partition technique in TeraSort leads to efficient solutions to the top-$k$ and $k$-selection problem in MapReduce framework.

The asymptotic optimality indicates the significance of the partitioning technique, in that it could be used as a reliable building block in many scenarios where partitioning help solve the problem. As an example, we state an efficient MapReduce algorithm for the $k$-selection problem.
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