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ABSTRACT

This thesis develops and applies nonlinear Bayesian inversion methods for localization of bowhead whales and environmental characterization, with quantitative uncertainty estimation, based on acoustic measurements from a set of asynchronous single-channel recorders in the Chukchi Sea. Warping analysis is applied to estimate modal-dispersion data from airgun sources and whale calls. Whale locations and the water-column sound-speed profile (SSP) and seabed geoacoustic properties are estimated using reversible-jump Markov-chain Monte Carlo sampling in trans-dimensional inversions that account for uncertainty in the number of SSP nodes and subbottom layers. The estimated SSP and seafloor sound speed are in excellent agreement with independent estimates, and whale localization uncertainties decrease
substantially when jointly-inverting data from multiple whale calls. Bowhead whales are also localized using a fixed-dimensional inversion of time-difference-of-arrival data derived using cross-correlation for the same recorders. The nonlinear localization uncertainty estimates are found to depend strongly on the source locations and receiver geometry.
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Chapter 1

Introduction

1.1 Overview

The overall objective of this thesis is to develop hydroacoustic inversion methods for localizing bowhead whales and characterizing the environment in the Chukchi Sea, including rigorous uncertainty estimation. The ability to localize these whales is important for understanding their spatial distributions relative to anthropogenic noise sources such as the airgun arrays used in marine seismic surveys for oil and gas exploration. In addition, localizing these animals and characterizing the environment is important for assessing their acoustic exposure levels and for observing changes to migration tracks or movement behaviours that might result from such exposures. Whale localization can be achieved by non-acoustic methods such as attaching satellite tags to the animals or visual (aerial or ship-based) surveys, but these methods can be invasive to the animals, limited to a relatively small fraction of a population, or inhibited by poor visibility. The passive acoustic localization methods developed in this thesis are useful because they are not subject to these limitations. Passive acoustic methods might identify movement patterns for a larger fraction of the population than can be tagged, and may also show evidence of whale response to other whale calls.

In the northeastern Chukchi Sea, bowhead whales migrate directly through areas recently experiencing substantial oil and gas exploration activity, heading east in the spring and west in the fall. In the same region, decreasing Arctic ice coverage provides potential for increased vessel traffic. The northeastern Chukchi Sea and Beaufort Sea are now experiencing higher noise levels due to these activities than just a
few years ago, which can reduce the zone over which animals can communicate with each other. There is concern that industrial noise may directly injure bowhead whales or disturb their behaviour, with detrimental effects to the animals and potential interference with subsistence hunting by coastal native communities. A common mitigation strategy is to reduce the intensity of sound emission when bowheads are near anthropogenic activities, which requires the ability to localize the animals and predict sound levels. Although the methods developed here are applied specifically to bowhead whales in the Chukchi Sea, they represent general methods suitable for passive localization of marine mammals and environmental characterization in other settings.

This thesis focuses on acoustic data collected on single-channel, omni-directional autonomous acoustic recorders as they are relatively inexpensive and simple to deploy compared to cabled observatories, directional sensors, or multichannel arrays, allowing them to be used to monitor much larger spatial areas and longer recording durations for a given budget. One of the drawbacks to using autonomous recorders, however, is that their internal clocks tend to drift out of synchronization due to rapid temperature changes at deployment and recovery and over long deployment durations. Such clock drift precludes some well-established localization and environmental estimation methods (e.g., time-difference-of-arrival and matched-field inversion). The inversion methods developed in this thesis account for clock drift and can be used with varying levels of prior clock-drift information.

This thesis develops remote sensing methods to quantify whale locations and environmental parameters with rigorous uncertainties in a Bayesian (probabilistic) inversion framework. Uncertainty estimates are critical for interpreting inversion results when independent methods are not available for comparison (e.g., true whale locations are not known in this thesis).

To understand the inversion framework, consider first the forward problem: given a set of model parameters \( m \) (e.g., source location, water-column sound-speed profile, SSP, and seabed geoacoustic properties) for a mathematical operator \( f \) that simulates a physical system of interest (e.g., acoustic propagation in the ocean), predict the data \( d_{\text{pred}} = f(m) \) that would be observed in an experiment (e.g., acoustic normal-mode arrival times as a function of frequency). The forward function \( f \) maps model space to data space. The inverse problem is: given observed data \( d_{\text{obs}} \) arising from a physical system, estimate the corresponding model parameters \( \hat{m} = f^{-1}(d_{\text{obs}}) \). The inverse function \( f^{-1} \) maps data space to model space. Generally an analytic form of \( f^{-1} \)
does not exist for nonlinear problems, so $\mathbf{m}$ is estimated numerically by searching for models for which $\mathbf{d}_{\text{pred}}$ is statistically consistent with $\mathbf{d}_{\text{obs}}$ given the noise on the data (here noise represents all error processes causing differences between observed and predicted data). While the forward problem is typically stable and a unique solution exists, the inverse problem (given that measured data have noise) may or may not have a solution, is generally non-unique, and is often unstable, all of which necessitate rigorous uncertainty estimation.\textsuperscript{15,16}

Acoustic data from two measurement programs are considered in this thesis. The first involves short-duration (one day) measurements of airgun sounds recorded on a single autonomous recorder in the Chukchi Sea ($71^\circ17.4'N$, $163^\circ38.1'W$) on 16 August, 2009.\textsuperscript{17} This data set is used to characterize the water-column SSP and subbottom geoacoustic properties using normal-mode dispersion data (described below). The second data set involves recordings of bowhead whale calls recorded on a Y-shaped cluster of seven autonomous recorders in the Chukchi Sea ($71^\circ18.5'N$, $163^\circ12.7'W$) from 1 August to 16 October, 2013.\textsuperscript{18} This data set is used for localizing bowhead whales (and simultaneously characterizing the environment) using two different methods involving either modal-dispersion or time-difference-of-arrival (TDOA) data. Neither of the two acoustic measurement programs were designed primarily for environmental characterization or precise bowhead whale localization so in this sense the methods developed in this thesis are applied somewhat opportunistically.

As mentioned previously, one type of data used for whale localization and environmental characterization is normal-mode dispersion. Long-range sound propagation in range-independent shallow-water environments is well modelled with normal-mode theory.\textsuperscript{19} The normal-mode solution to the acoustic wave equation is found by assuming that the acoustic field is a product of separable range and depth functions. The resulting solution is a discrete sum of modes which are mathematically equivalent to the interference pattern between up-going and down-going plane waves at specific angles for constructive interference. The interference pattern represents a resonance of the waveguide, determined by the environment (SSP and subbottom), and dominates the total acoustic field at long ranges. In shallow water, only a few modes are often required to accurately model the acoustic field. The mode propagation angles (defining horizontal wavenumbers) have a nonlinear dependence on frequency so the mode group speeds are also frequency dependent. Modes are therefore dispersive, and, in addition, modes of different orders propagate with different group speeds for a given frequency. Modal dispersion contains substantial information about the environment
and source-receiver range.

Modal-dispersion data can be extracted from recordings on single-hydrophone recorders using time-frequency (TF) analysis. Resolving mode arrivals in the TF plane requires sufficient signal bandwidth and is dependent on the difference in mode group speeds, source-receiver range, and the signal-processing techniques applied. For highly-dispersed signals with well-separated modes, arrival times can be determined from spectrograms; however, for weakly-dispersed signals, TF resolution limitations degrade arrival-time estimates. This thesis uses recent nonlinear resampling techniques, called warping,\textsuperscript{20,21} to improve mode arrival-time estimates for weakly-dispersed data. Warping transforms modes into (nearly) constant-frequency tones, allowing them to be separated with conventional filtering techniques. Warping is an invertible transform so the filtered signals can be transformed back into the original TF domain for extracting mode arrival times. This thesis applies mode warping to impulsive airgun signals and to up-swept or down-swept bowhead whale calls; the latter requires an additional deconvolution step to precondition the signal.\textsuperscript{22} Mode arrival times are quantified as a function of frequency and mode number at multiple receivers for multiple whale calls, providing a highly-informative data set.

The second type of data inverted in this thesis for bowhead whale localization is whale-call TDOA data. TDOA data are less informative than modal-dispersion data; however, extracting TDOA data from acoustic recordings and modeling TDOAs in an inversion algorithm is much simpler and less computationally expensive, allowing applications to large whale-call data sets. TDOA-based localization methods have been developed extensively for synchronized recorders (e.g., Refs. [9–11]). Whale-call TDOA data depend on the source (whale) and receiver locations, sound speed, and, for data extracted from asynchronous recorders, relative recorder clock offsets. This thesis develops a nonlinear TDOA inversion to estimate whale locations and uncertainties using data from asynchronous recorders and also accounts for recorder-location uncertainties. Here the acoustic propagation is approximated as the time-of-flight along straight acoustic paths in the horizontal plane with an unknown effective sound speed. Since the low-frequency bowhead whale calls propagate as normal modes and disperse, the effective sound speed is a frequency- and mode-weighted average of the modal group speeds. For a call recorded on multiple recorders, the TDOA can be determined by cross-correlating the acoustic data from recorder pairs and calculating the time of the maximum of the cross-correlation envelope. Solving the TDOA inverse problem for one whale call with unsynchronized recorders is an underdeter-
mined problem; however, if many calls occur within a short-enough time period that the relative recorder clock offsets can be assumed constant (e.g., half an hour), the problem becomes overdetermined and whale locations can be estimated.

1.2 Bayesian inversion methods

A Bayesian\textsuperscript{23,24} approach is applied to the inverse problems in this thesis. In a Bayesian framework, the data \(d\) and unknown model parameters \(m\) are considered as random variables with underlying probability densities. Bayes’ rule defines the conditional probability of the model given the data. If the parameterization of the model is known, Bayes’ rule is

\[
P(m|d) = \frac{P(d|m)P(m)}{P(d)}. \tag{1.1}
\]

For fixed (measured) data, \(P(d)\) is the probability of the data (a normalizing constant) and \(P(d|m)\) is interpreted as the likelihood of the model. \(P(m)\) is probabilistic prior information about the model that is independent of the data. This thesis uses relatively uninformative bounded uniform priors to minimize subjectivity (a joint prior between sediment sound speed and density is also used to restrict models to physically-realistic combinations\textsuperscript{25,26}). Finally, \(P(m|d)\) is the posterior probability density (PPD), the general solution to the inverse problem. Equation (1.1) quantitatively updates the prior with data information to estimate the posterior. The PPD represents the combined information of the prior and data with probabilities that represent a degree of belief.

In nonlinear inverse problems an analytic solution rarely exists, so the PPD is sampled numerically. The Monte Carlo (MC) method\textsuperscript{27} can be used to draw independent samples from the PPD, but the fractional volume of good models relative to the entire multi-dimensional model space is usually very small, making MC inefficient. In this thesis, Metropolis-Hastings (MH) sampling,\textsuperscript{28} a Markov-chain Monte Carlo (MCMC) method,\textsuperscript{29} is applied to sample the PPD. For nonlinear problems, it is often difficult to conceptualize the multi-dimensional PPD; however, properties of the PPD such as the maximum \textit{a posteriori} (MAP) model or marginal probability densities are straightforward to calculate and interpret, given sufficient PPD samples.

In some inverse problems the most appropriate form of the model (parameterization) is not well known \textit{a priori}. For example, the number of seabed layers required
to predict the observed data is often unknown. Even when “ground truth” information is available, such as from sediment cores or independent geophysical surveys, the resolution and accuracy of the information may not correspond to the information content of the acoustic data. Overparameterizing the problem generally leads to over-fitting the data (fitting noise) and over-estimating parameter uncertainties as models are overly flexible and parameters compensate for each other. Conversely, underparameterizing the problem can lead to poorly-fit data, unresolved structure, and underestimated uncertainties. Hence, determining an appropriate parameterization (or set of parameterizations) is an important issue in quantitative inversions.

If the model parameterization is uncertain, the probabilities in Bayes’ theorem [Eq. (1.1)] can be conditioned on the parameterization $\mathcal{K}$ as

$$P(m|d, \mathcal{K}) = \frac{P(m|\mathcal{K})P(d|m, \mathcal{K})}{P(d|\mathcal{K})}.$$  

(1.2)

$P(m|\mathcal{K})$ is the prior information given the parameterization. $P(d|m, \mathcal{K})$ is the data probability density (uncertainty) but is interpreted as the likelihood of the model for fixed (measured) data. Through a similar interpretation, $P(d|\mathcal{K})$ is the likelihood of the parameterization, referred to as Bayesian evidence. The evidence favours parameterizations that allow for models that fit the observed data, but since the evidence is a normalized probability density function, overly-general parameterizations that can predict unnecessarily-large regions of data space have lower probability density.\(^{30}\)

In this way, Bayesian evidence simultaneously accounts for data fit and prefers simpler models. Because the PPD is a normalized probability function, the evidence is equivalent to

$$P(d|\mathcal{K}) = \int_{\mathcal{K}} P(m'|\mathcal{K})P(d|m'|, \mathcal{K})dm'.$$  

(1.3)

This integral is often difficult to evaluate.\(^ {30}\) An alternative approach is trans-dimensional (trans-D) sampling,\(^ {31-34}\) which avoids directly evaluating the evidence but samples models from the PPD in proportion to their evidence support using a variant of MH sampling. Specifically, a reversible jump Markov-chain Monte Carlo (rjMCMC) method is used to perform a random walk through the model and parameter space. At each step, the model parameters or parameterization may be changed so that the Markov chain samples models from the trans-D PPD. The uncertainty in parameterization is therefore accounted for in the model parameter uncertainty estimates. The trans-D PPD shows structure that can be resolved by the data and prior information.
The trans-D formulation is desirable because it allows the information content of the data to determine the appropriate parameterization, reducing subjectivity. Trans-D inversion is applied in this thesis to modal arrival-time data to consider unknown parameterizations for the water-column SSP and subbottom layers, as well as for an auto-regressive data error model.

1.3 Thesis outline

The main body of this thesis consists of three chapters which correspond to three journal papers (with minor modifications) on inversion of modal dispersion or TDOA data. Data acquisition and processing, inversion methods, and results are described in each chapter. Since the chapters were originally written as stand-alone papers which in some cases use similar data sets, there is some repetition in the introduction, methods, and data acquisition sections of these chapters. The papers involve work that I carried out in collaboration with co-authors, so in the overview that follows I explain my specific contributions.

Chapter 2 (Published as Ref. [35] with authors Warner, Dosso, Dettmer, and Hannay.) This chapter develops a trans-D inversion method that is applied to simulated and measured airgun modal-dispersion data to estimate environmental properties. The original intent was to characterize the subbottom for subsequent use in whale localization. A mode-warping technique was used to extract mode arrival times from airgun pulses recorded on single-hydrophone recorders. Data are inverted primarily for the water-column SSP and subbottom geoacoustic properties. The inversion is trans-D over the number of SSP nodes, subbottom layers, and first-order auto-regressive error parameters. The results show that the SSP and upper sediment layer are well constrained by inverting mode arrival times from few pulses. The estimated SSP is in excellent agreement with a measured profile, and an independent analysis of headwaves\(^36\) agrees well with the upper sediment-layer sound speed estimated in the inversion. The trans-D methods are briefly described in this chapter but are fully developed in Appendix A. I lead the field study and collected the acoustic data for this work while working for JASCO Applied Sciences in 2009. Jan Dettmer provided a trans-D code for matched-field inversion where the number of subbottom layers and first-order auto-regressive error parameters were unknown. I modified
this code to invert modal-dispersion data and added the (trans-D) SSP to the inversion. I wrote my own warping-based data processing algorithm based on a routine by Julien Bonnel. I analyzed the data, ran the inversions, analyzed the results, and wrote the paper with editing assistance from Stan Dosso, Jan Dettmer, and David Hannay.

Chapter 3 (Published as Ref. [37] with authors Warner, Dosso, Hannay, and Dettmer.) This chapter develops an inversion method that is applied to bowhead whale-call modal-dispersion data (both simulated and measured) for localizing whales and estimating environmental properties. Originally the intent was to use subbottom properties estimated in Chapter 2 as prior information for localization, but treating the environment as unknown proved successful and more general/useful. A modified mode-warping technique is used to extract mode arrival times from (non-impulsive) bowhead whale calls recorded on asynchronous recorders. The inversion uses the trans-D methods developed in Chapter 2 to account for uncertain SSP complexity and subbottom layering structure. Results show whale location uncertainties are significantly reduced in joint inversions of multiple calls. Estimates of the environmental properties are less certain than in Chapter 2 as whale calls are not as loud or impulsive as airguns, but are nevertheless useful for predicted sound-exposure levels. Acoustic data were collected by JASCO Applied Sciences. I manually detected and associated the bowhead whale calls and processed the data using the mode warping code from Chapter 2 that I adapted to account for non-impulsive sources. I modified the inversion code used in Chapter 2 and added principal-component parameter rotations\(^\text{38}\) to the fixed-dimensional (fixed-D) parameters to account for strong parameter correlations. I ran the inversions, analyzed the results, and wrote the paper with editing assistance from Stan Dosso, David Hannay, and Jan Dettmer.

Chapter 4 (Submitted as Ref. [39] with authors Warner, Dosso, and Hannay.) This chapter develops a fixed-D inversion method that is applied to simulated and measured bowhead-whale call TDOA data for whale localization. The motivation for this work was to develop a faster and simpler whale localization method (compared to that in Chapter 3) that could be applied to a large number of whale calls (at the expense of some accuracy). Waveform cross-correlations are used to determine TDOA data from bowhead whale calls recorded on asynchronous recorders (the same recorders as in Chapter 3). The inversion treats
whale locations, effective waveguide sound speed, relative recorder clock offsets, and recorder locations as unknowns with varying levels of prior information. Nonlinear whale location uncertainty estimates are found to be highly dependent on the source-receiver geometry. Whale location uncertainties are small enough to track migrating whales that call repeatedly over several minutes. Relative recorder clock drift rates are obtained by inverting batches of whale call TDOA data during 30-minute periods spanning two weeks. Acoustic data were collected by JASCO Applied Sciences. I manually annotated the bowhead whale calls and processed the data. I initially wrote a linearized inversion code in Interactive Data Language (IDL) and when linearization was found to be an inappropriate approximation, I wrote a nonlinear inversion which proved successful but slow. To speed up the convergence time I converted the inversion code to FORTRAN by adapting a modal-dispersion inversion code from Stan Dosso. I added parallel tempering to the code, ran the inversions, analyzed the results, and wrote the paper (to be submitted) with editing assistance from Stan Dosso.

Appendix A This appendix fully develops the trans-D inversion methodology first used in Chapter 2 for the SSP, subbottom layering, and first-order autoregressive error model. The trans-D SSP and subbottom layering formulation is also used in Chapter 3.
Chapter 2

Bayesian environmental inversion of airgun modal dispersion using a single hydrophone in the Chukchi Sea

This chapter presents estimated water-column and seabed parameters and uncertainties for a shallow-water site in the Chukchi Sea, Alaska, from trans-dimensional Bayesian inversion of the dispersion of water-column acoustic modes. Pulse waveforms were recorded at a single ocean-bottom hydrophone from a small, ship-towed airgun array during a seismic survey. A warping dispersion time-frequency analysis is used to extract relative mode arrival times as a function of frequency for source-receiver ranges of 3 and 4 km which are inverted for the water sound-speed profile (SSP) and subbottom geoacoustic properties. The SSP is modelled using an unknown number of sound-speed/depth nodes. The subbottom is modelled using an unknown number of homogeneous layers with unknown thickness, sound speed, and density, overlying a halfspace. A reversible-jump Markov-chain Monte Carlo algorithm samples the model parameterization in terms of the number of water-column nodes and subbottom interfaces that can be resolved by the data. The estimated SSP agrees well with a measured profile, and seafloor sound speed is consistent with an independent headwave arrival-time analysis. Environmental properties are required to model sound propagation in the Chukchi Sea for estimating sound-exposure levels and environmental research associated with marine-mammal localization.
2.1 Introduction

Knowledge of ocean sound-speed profiles (SSP) and seabed geoacoustic properties is required for the accurate prediction of underwater sound propagation, such as used for marine mammal noise impact assessments and for sonar-performance studies. For long-range propagation in shallow water, the geoacoustic properties are particularly important because of numerous interactions with the bottom. Low frequencies are more sensitive to deep subbottom structure and large-scale SSP features. High frequencies do not penetrate the subbottom as deeply but are more sensitive to finer-scale SSP features. These environmental dependencies mean measurements of broadband sound contain substantial information about the environment.

In range-independent shallow-water environments, long-range sound propagation is well modelled with normal-mode theory. The environment acts as a dispersive waveguide which supports a limited number of propagating modes, with the modal group speeds directly dependent on the environment. The frequency-dependence of mode arrival times (i.e., modal dispersion) can be used as data in an environmental inversion if the source-receiver range is known. Dispersion measurements can be made using a single hydrophone; however, resolving mode arrival times in the time-frequency (TF) plane is dependent on the difference in modal group speeds, source-receiver range, and the signal-processing techniques applied. At long ranges, modes are well separated in time and arrival times can be determined from a spectrogram; however, there is likely more impact from variability in the environment along the propagation path to affect arrival times. Also, higher attenuation for higher-order modes degrades environmental information contained in long-range data. Short-range measurements are less susceptible to range-dependent effects and have higher bandwidth but TF resolution limitations can degrade estimates of mode arrival times. Recent studies have used mode-warping techniques to improve the TF resolution of modal arrival times for close-range dispersion measurements and this approach is used here. Fourier series or variations thereof are then used for the TF representations but the inherent side lobes (leakage) from Fourier transforms means that correlated errors can exist between arrival times for adjacent frequencies. These correlations should be taken into account in an inversion algorithm.

Environmental inversion of modal-dispersion data has been carried out for several types of impulsive sources. These studies have either used prior knowledge or the Bayesian information criterion (BIC) to determine the subbottom layering
parameterization (i.e., the number of layers). Parameterization is important because having too few layers under-parameterizes the model and under-fits the data, potentially leaving structure unresolved and under-estimating uncertainties. Conversely, too many layers over-parameterizes the model and overfits data, allowing spurious unconstrained structure and over-estimating uncertainties. Prior knowledge of the layering structure (e.g., from a core or high-resolution seismic survey), even if accurate, may not be appropriate if the resolution of the dispersion data is not consistent with that of the prior information. Often data do not uniquely define the parameterization (e.g., the number of seabed layers is uncertain). The BIC estimates the most appropriate parameterization (given strong assumptions), but because it is a point estimate, parameter uncertainties may be underestimated. This chapter uses a trans-dimensional\textsuperscript{31–34} (trans-D) Bayesian inversion approach for subbottom layering that allows the information content of the data to determine how much subbottom structure can be resolved. The trans-D algorithm samples probabilistically over possible parameterizations, and model parameter uncertainties include the uncertainty in parameterization. The geoacoustic model consists of an unknown number of homogeneous layers, defined by interface depths, sound speeds, and densities, overlying a halfspace.

The same concerns for parameterization apply to the SSP. Several studies have inverted for the SSP using empirical orthogonal functions calculated from existing SSP measurements for the location.\textsuperscript{49,50} This method simplifies the inversion in that only a small number (e.g., 2 or 3) coefficients of SSP eigenfunctions are inverted for instead of the sound speed at a series of depths; however, the eigenfunctions must be calculated from a comprehensive SSP database which may not be available for all environments. Another approach is to assume a fixed number of nodes defining the SSP but this requires a priori knowledge of an appropriate number of nodes which may not be available. Given the above limitations, an alternative and more general approach to estimating the SSP is developed here. The SSP is modelled in terms of a set of depth/sound-speed nodes, with the profile interpolated from these nodes as $1/c_w^2$ linear gradients ($c_w$ is water sound speed). The number of nodes is sampled probabilistically with a trans-D algorithm so the data estimate how much SSP structure can be resolved. The node at the base of the SSP determines the water depth and sound speed at the seafloor, coupling the two trans-D stacks (SSP and subbottom). To my knowledge, trans-D inversion has not been previously applied to modal dispersion inversion.
Previous Bayesian modal-dispersion work\textsuperscript{17} has taken error correlations into account using a fixed (point) estimate of the data covariance matrix from residual analysis. However, for trans-D models this assumes that the parameterization used for the point estimate is representative for the trans-D posterior which is difficult to assess and may not be sufficient for measured data. In this chapter, I use a trans-D first-order auto-regressive [AR(1)] error model to account for potential residual error correlations.\textsuperscript{53}

The Bayesian approach applied here quantifies model parameter uncertainties and the trans-D formulation for the SSP and geoacoustic profile accounts for the uncertainty in the environmental parameterization. The trans-D auto-regressive error model accounts for residual error correlations without overparameterizing the error model when correlations are weak or absent. This approach reduces subjective choices in determining appropriate model parameterizations.

The trans-D Bayesian inversion is applied to acoustic data collected using autonomous ocean-bottom hydrophone (OBH) recorders that were part of an underwater sound measurement program in the Chukchi Sea, approximately 140 km offshore the northwest coast of Alaska.\textsuperscript{17} The program was originally designed to determine distances to specific sound-level thresholds from an airgun array used in seismic surveys to assess shallow hazards to drilling operations (e.g., near-surface gas) by Shell Oil Company. In addition to fulfilling the program objectives, the acoustic recordings of airgun pulses were found to be well suited for environmental inversion. This location is of significant interest because of potential hydrocarbon deposits and the presence of large numbers of marine mammals (e.g., bowhead and beluga whales, walrus, and several species of seals are commonly observed here). To my knowledge, there are no published geoacoustic properties to sufficient depth to accurately model low-frequency sound propagation at this location (surficial sediments are a mixture of sand, silt, and clay\textsuperscript{54,55} but sediment properties can change dramatically with depth). One of the goals of this chapter is therefore to estimate site-specific environmental properties that can be used in future work to predict sound propagation for estimating sound-exposure levels as a function of range and for marine-mammal localization to help understand animal behaviour and mitigate anthropogenic effects on the animals.
2.2 Theory

2.2.1 Data processing

Small synchronously-fired airgun arrays produce low-frequency (below $\sim 500$ Hz) impulsive sounds of durations short enough that all frequencies can be modelled as being emitted at the same instant for the purposes of analyzing dispersion measurements. The propagation of airgun pulses can be modelled using normal-mode theory.\textsuperscript{19} Modes propagate with different group speeds that are dependent on the environment, i.e., water-column SSP and geoacoustic properties of the subbottom. The group speeds can be calculated using a normal-mode model.\textsuperscript{56} The arrival time of mode $m$ at frequency $f$ for pulse $p$ at a recorder at range $r$ is

$$t_{mp}(f) = \tau_p + \frac{r_p}{v_m(f)},$$

(2.1)

where $\tau_p$ is the time that the pulse was emitted from the source relative to an arbitrary time origin and $v_m(f)$ is the group speed. For this chapter, I analyze multiple pulses where the inter-pulse distance is fixed and known, i.e., $r_{p+1} - r_p = \Delta r \ \forall \ p$.

The modal arrival times as a function of frequency can be determined from the TF representations of a pulse recorded at a single hydrophone. Previous studies have used a mode warping technique to improve the modal TF resolution from impulsive sources such as imploding light bulbs or explosive charges measured at close range.\textsuperscript{21,44–47} Mode warping is a nonlinear resampling technique that transforms dispersive modes into constant-frequency tones. A band-pass filter (a Butterworth filter is used here) can then be used to isolate individual modes and the filtered signal transformed back into the time domain.

A signal $p(t)$ is transformed to the warped time domain as

$$q(w) = \sqrt{|w'(t)|} p[w(t)],$$

(2.2)

where $w(t)$ is the warping function with time derivative $w'(t)$ and $q(w)$ is the warped signal. The warped signal can be unwarped by using Eq. (2.2) with $w^{-1}(t)$ as the warping function and $q(w)$ as the signal. For an isospeed waveguide with rigid bottom and free surface, the warping function for dispersive modes is\textsuperscript{20}

$$w(t) = \sqrt{t^2 + (r/c_w)^2},$$

(2.3)
where \( r \) is the range and \( c_w \) is the water sound speed. This warping function was found suitable for low-frequency modes in several shallow-water environments despite violations of the ideal waveguide assumption.\(^{21,44-47}\) A suitable value for the ratio \( r/c_w \) can be determined empirically by observing when modes become constant-frequency tones in a spectrogram of \( q \). The warped pulse is filtered for each of \( M \) modes and unwarped, resulting in \( M \) mono-component signals \( p_m(t) \). Figure 2.1 illustrates this procedure for the recording of an airgun pulse at 4 km range (described in Sec. 2.5). It is unknown why evidence of bubble pulses was not observed in the airgun recordings (to my knowledge, the airgun array was not tuned to cancel the bubble pulse and the source was sufficiently deep to expect a bubble pulse before the bubble breached the surface\(^{57}\)).

For each filtered mode, a spectrogram is computed using a Hanning window with 99\% overlap (Fig. 2.1 considers a 8192-point window for data sampled at 48 kHz). The mode arrival times are set to the time of maximum energy at each frequency. The bandwidth of each mode is limited by the environment in terms of the mode cutoff at low frequencies and modal attenuation at high frequencies. Near modal cutoff, the dispersion curves tail back around the slower Airy phase but the spectrogram resolution for these rapid TF changes is poor. In addition, the modal amplitude changes rapidly near the cutoff frequency which can bias the arrival-time estimate. Lower-frequency data are therefore limited to frequencies above the inflection point of the time vs. frequency curve. Modes at high frequencies arrive closely spaced in time due to their more similar modal group speeds. The spectrogram is not good at resolving such signals, so the modes are truncated if the arrival times for successive frequencies fall into the same time window.

### 2.2.2 Bayesian inversion

The picks of arrival time vs. frequency indicated on Fig. 2.1 (d)–(g) represent acoustic data which can be inverted for environmental parameters. The inversion carried out in this chapter uses a trans-D Bayesian formulation\(^{58,59}\) which is briefly described here; a more detailed formulation is provided in the Appendix. The environmental model consists of a water column with unknown depth and SSP over a seabed consisting of an unknown number of homogeneous fluid layers (each layer characterized by thickness, sound speed, and density) overlying a fluid halfspace of unknown geoaoustic parameters. Mode group speeds are calculated for an environmental model
Figure 2.1: Example of warping TF analysis. (a) Measured airgun pulse waveform at 4 km range. (b) Unfiltered spectrogram. (c) Warped spectrogram showing four warped modes as approximate constant-frequency tones. (d)–(g) Filtered spectrograms with data picks (×) for modes 1–4, respectively. Note that higher-order modes are resolved to higher frequency than possible in the unfiltered spectrogram.

using the normal-mode code ORCA\textsuperscript{56} and are converted to predicted modal arrival times using pulse time and range [Eq. (2.1)]. In a Bayesian formulation the solution is given by properties of the posterior probability density (PPD) of the model parameters given the measured data and prior information. A reversible-jump Markov-chain Monte Carlo algorithm is applied to sample the PPD over a trans-D model space in which the number of SSP nodes and seabed layers can change by probabilistically accepting transitions between model parameters/parameterizations according to the Metropolis-Hastings-Green criterion.\textsuperscript{32} Model transitions to higher dimensions (in-
creased number of nodes or layers) are proposed from the prior rather than restricted to small perturbations to the current model to increase transition acceptance rate. The transition acceptance probability depends on the prior, proposal, and likelihood ratios, with the likelihood defined by the assumption of Gaussian-distributed errors with unknown standard deviation and a trans-D auto-regressive process to represent possible error correlations over frequency for each mode of each pulse (see the Appendix). Uniform prior probability densities are used for all model parameters, with an additional joint prior that constrains subbottom sound speed and density to physically realistic combinations. The Markov chain samples over the number and parameters of SSP nodes, subbottom layers, and auto-regressive coefficients to estimate the trans-D PPD.

2.3 Simulation study

This section illustrates and verifies the data analysis and inversion methodologies in a realistic simulation study involving two pulses. The environmental model for the simulation has five subbottom interfaces and four water-column SSP nodes. The true parameter values and the bounds of the uniform prior probability density functions (PDF) assumed for all parameters are listed in Table 2.1, and the joint prior PDF for subbottom sound speed and density is described in the Appendix. Mode arrival times (the observed synthetic data) were generated in two ways to produce two simulated data sets to compare inversion results. First, data were simulated for two pulses using Eq. (2.1) with exact modal group speeds calculated by the normal-mode code ORCA, i.e., I bypassed the TF data-processing step of identifying mode arrival times (Sec. 2.2.1). Gaussian-distributed errors were added to the synthetic data with standard deviations that were constant over frequency but varied between modes and between pulses from 2–4 ms, as given in Table 2.2. The second data set was created to represent a more realistic simulation that requires TF analysis to identify mode arrival times. Synthetic acoustic waveforms (time series) were modelled using Fourier synthesis of frequency-domain responses computed using ORCA from 5 to 500 Hz with 1-Hz frequency spacing. Two waveforms (A and B) for receivers at 3- and 4-km range at 3 m above the seafloor were computed assuming an impulse source function at time $\tau = 0$ and 2-m source depth. Mode arrival times were determined as described in Sec. 2.2.1 for five modes in each pulse and were limited to an upper frequency bound of 300 Hz. Random errors were not added to the picked data so the inversion results
Table 2.1: Model parameter values and prior bounds for the simulations. Note that subbottom sound speed and density were further constrained by the joint prior bound (see Sec. A.3).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Unit</th>
<th>True value(s)</th>
<th>Prior</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_w$ at surface</td>
<td>m/s</td>
<td>1447</td>
<td>[1439,1455]</td>
</tr>
<tr>
<td>$c_w$ at seafloor</td>
<td>m/s</td>
<td>1440</td>
<td>[1439,1455]</td>
</tr>
<tr>
<td>Water depth $z_b$</td>
<td>m</td>
<td>41</td>
<td>[38.45]</td>
</tr>
<tr>
<td># SSP nodes</td>
<td>-</td>
<td>4</td>
<td>[0,15]</td>
</tr>
<tr>
<td>SSP node depths</td>
<td>m</td>
<td>[12.85,15,24,31]</td>
<td>[0,$z_b$]</td>
</tr>
<tr>
<td>SSP node $c_w$</td>
<td>m/s</td>
<td>[1447,1442,1453,1440]</td>
<td>[1439,1455]</td>
</tr>
<tr>
<td># subbottom interfaces</td>
<td>-</td>
<td>5</td>
<td>[0,10]</td>
</tr>
<tr>
<td>Interface depths</td>
<td>m</td>
<td>[2.5,10,20,40]</td>
<td>[0,50]</td>
</tr>
<tr>
<td>Layer speed $c_b$</td>
<td>m/s</td>
<td>[1465,1555,1605,1730,2200]</td>
<td>[1460,2500]</td>
</tr>
<tr>
<td>Basement $c_b$</td>
<td>m</td>
<td>2300</td>
<td>[1460,2500]</td>
</tr>
<tr>
<td>Layer density $\rho$</td>
<td>g/cm$^3$</td>
<td>[1.49,1.77,1.87,2.06,2.2]</td>
<td>[1.3,2.5]</td>
</tr>
<tr>
<td>Basement $\rho$</td>
<td>g/cm$^3$</td>
<td>2.3</td>
<td>[1.3,2.5]</td>
</tr>
<tr>
<td>Pulse A range</td>
<td>m</td>
<td>3000</td>
<td>[2950,3050]</td>
</tr>
<tr>
<td>Pulse A time</td>
<td>s</td>
<td>0</td>
<td>[−1,1]</td>
</tr>
<tr>
<td>Pulse B time</td>
<td>s</td>
<td>0</td>
<td>[−1,1]</td>
</tr>
</tbody>
</table>

Table 2.2: Error and residual standard deviations for the simulation with Gaussian ($\sigma_G$) and picked ($\sigma_p$) data sets, respectively.

<table>
<thead>
<tr>
<th>Pulse</th>
<th>Mode</th>
<th>$\sigma_G$ (ms)</th>
<th>$\sigma_p$ (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>2.0</td>
<td>3.0</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>3.0</td>
<td>3.2</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>4.0</td>
<td>4.1</td>
</tr>
<tr>
<td>1</td>
<td>4</td>
<td>4.0</td>
<td>4.3</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>4.0</td>
<td>5.6</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>4.0</td>
<td>2.1</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>4.0</td>
<td>3.2</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>4.0</td>
<td>4.0</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>4.0</td>
<td>1.9</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>4.0</td>
<td>4.8</td>
</tr>
</tbody>
</table>

illustrate uncertainties resulting only from data processing limitations, which I believe are a major component of the errors for measured data. In practice, ambient noise may also contaminate mode arrivals; however, mode arrivals that have low signal-to-noise ratios can be discarded from the inversion during data processing. I refer to the first and second data sets as the Gaussian and picked data sets, respectively. For comparison with the Gaussian data set error statistics, residuals were computed from the difference between the exact (theoretical, noise-free) times and the picked data set. The resulting standard deviations are listed for each pulse and mode in Table 2.2. The Gaussian data set was limited to the same modes and frequencies that were resolved using the data processing method on the picked data set so the data information content is similar between data sets.
Inversions were performed on the two synthetic data sets with approximately 600,000 samples drawn from the PPD via the trans-D Bayesian inversion described in Sec. 2.2 and the Appendix. Fixed-length chain thinning\(^{60}\) (described in Sec. A.1) restricted the number of samples that were saved to 250,000, and saved samples that survived the fixed-length thinning process from the first 100,000 samples were discarded as burn-in. Both inversions produced approximately Gaussian-distributed data residuals (not shown). Figure 2.2 shows the resulting marginal probability profiles for the SSP and geoacoustic parameters for the two data sets. To more clearly show the probability structure over a wide range of values, the probability profiles are normalized independently at each depth. The probability-ratio profiles, plotted to the right of each marginal profile, indicate the relative probability as a function of depth. This figure also shows the marginal profiles for the SSP-node and subbottom-interface depths. The SSP probability densities near the bottom of the water column are not smooth because the water depth prior bounds (discussed below) constrain the available depths of SSP nodes. The estimated SSP for the Gaussian data set is in excellent agreement with the true profile (dashed line) with reasonably small uncertainties. For the picked data set, the estimated SSP agrees closely with the true profile between 10- and 35-m depth. The speeds near the surface and bottom are somewhat overestimated; these discrepancies are discussed later in this section.

The geoacoustic probability profiles agree well with the larger-scale features of the true profile, although some small-scale features (e.g., layers as thin as 2 m) can not be resolved by the data and are averaged in the inversion results. For the Gaussian data set, the inversion resolves two layers above a halfspace and effectively averages the properties of the first three layers. Three layers are resolved above a halfspace for the picked data set. The shallowest layer is estimated to be somewhat too thick, and the three deeper layers are effectively averaged. The uncertainty in the profiles increases with depth and around layer interfaces for each data set. The increase in uncertainty with depth is due to the mode functions decaying exponentially into the seabed which decreases the data sensitivity to deeper structure (considered further in Sec. 2.5).

The inversion of the Gaussian data set accurately resolved the environmental profiles and did not introduce any spurious structure. Discrepancies between the true and estimated profiles are due to the noise (Gaussian errors) and the limited resolution of the data. For the picked data set, the inversion has higher subbottom resolution but introduces spurious SSP structure near the seafloor. I attribute the SSP discrepancies
to errors resulting from the inherent limitations of the data processing method. Such errors may not occur for all modal-dispersion data, but these discrepancies indicate the possibility even when residuals appear Gaussian distributed. Since data processing is required in all practical cases, for the remainder of this section I only consider the picked data set results.

Figure 2.3 shows the marginal distributions of the number of subbottom interfaces and SSP nodes sampled in the inversion. The most-probable number of interfaces is three, which again indicates that the data cannot resolve all five interfaces. The most-probable number of SSP nodes is six which overestimates the true number of nodes (4) and may be related to the spurious SSP structure in Fig. 2.2 (bottom).

Figure 2.4 shows the marginal probability densities for pulse times, ranges, and water depth (note that pulse B range is not an estimated parameter as it is fixed at 1 km larger than pulse A range for the simulation). The marginal PDF for pulse A range is essentially flat within the prior bounds indicating the data are not able to constrain this parameter. The pulse times are constrained well within their prior bounds of \([-1, 1]\) s. The joint marginal PDF between pulse A range and time indicates these parameters are strongly (negatively) correlated. Hence, the prior bounds on source range play an important role in constraining source times. The absolute value of the reciprocal slope of the joint PDF, approximately 1409 m/s, represents the average modal group speed weighted by the mode standard deviations. The water depth is resolved well within the prior bounds, restricting the SSP node depth marginal density and decreasing the SSP probability ratio near the seafloor (Fig. 2.2).

The fit to the data achieved in the inversion is shown in Fig. 2.5. The relative arrival times from the mode-filtered spectrograms (picked data) are shown with \(\times\) symbols; marginal densities of the relative predicted arrival times, calculated from a random sample of 5000 models from the PPD, are shown as grey-scale bars (sometimes quite thin vertically), and the (error-free) theoretical relative arrival times calculated from Eq. (2.1) are shown with solid lines. Each marginal density is normalized individually for display purposes. The inversion sampled models that produce predicted times in excellent agreement with the picked times (i.e., the data that were inverted), but have worse agreement with the theoretical (true) times due to some correlated errors between the picked and theoretical times from data processing (e.g., mode 5).

Figure 2.6 shows the error statistics for each mode and pulse, i.e., the marginal densities of the residual standard deviations, the fraction of time for which the AR process was required, and the marginal densities of the AR parameters when the AR process
Figure 2.2: Marginal probability profiles for water SSP and subbottom sound speed and density, together with their corresponding node/interface depth profiles and depth normalization profiles. Top and bottom panels show results from inverting exact dispersion calculations with additive Gaussian noise and from data picked from synthetic waveforms (but no additive noise), respectively. Plot bounds are the prior bounds for SSP and geoacoustic parameters, though subbottom sound speed and density are further constrained by a joint prior PDF (see the Appendix). True parameter values are shown with dashed lines.

was required. The peaks of the residual standard-deviation densities are generally slightly less than the standard deviations between exact and picked data given in Table 2.2. The inversion required the AR process to be in effect for 30–70% of the samples, depending on the mode. These results show that the data processing method
can result in errors which have both correlated and uncorrelated components.

### 2.4 Chukchi Sea survey

Underwater recordings of airgun array pulses were collected 16 August, 2009, during a seismic survey in the Chukchi Sea, Alaska, designed to assess shallow hazards for seabed drilling.\textsuperscript{17} The recordings were made using two ocean-bottom hydrophone (OBH) recorders sampling at a 48 kHz sampling rate, each equipped with two hydrophones: Reson TC4043 (nominal sensitivity $-201\,$ dB re $1\,$ V/$\mu\,$Pa) and Reson
Figure 2.5: Mode relative arrival times for the two simulated pulses calculated from a random sample of models from the PPD (grey-scale PDFs sometimes quite thin), the arrival times picked from the synthetic pulses (×), and the true (error-free) arrival times (solid lines).

TC4032 (nominal sensitivity −166 dB re 1 V/µPa). The OBHs were deployed 200 and 1000 m off a survey line from the survey vessel *RV Mt. Mitchell*, and the deployment locations of the OBHs were recorded using a handheld GPS at 71°17.439′N, 163°38.115′W and 71°17.470′N, 163°39.436′W, with water depth measured using the ship’s onboard echosounder at approximately 41 m. The bottom at this site is known to be very flat with seafloor slope on the order of 0.01%.

The source array consisted of four 10 in³ airguns arranged in a 1-m long by 0.6-m wide rectangle which was towed at 2-m depth approximately 47 m behind the *RV Mt. Mitchell*. The airguns were fired synchronously every 15 m along a 25-km survey line. Airgun pulses were measured at ranges from 200 m to 20 km as the source was
towed past the recorders. The RV Mt. Mitchell logged its coordinates every second along the survey line, which were then translated into source coordinates of the airgun array by shifting the ship track by the tow distance.

The data used for the inversion were from pulses emitted south of the OBHs recorded on the more sensitive hydrophone of the 200-m offset recorder. Two pulses, A and B, spaced 66 pulses apart (i.e., $\Delta r = 15 \text{ m} \times 66 = 990 \text{ m}$) were used for the inversion. The range for pulse A was 2978 m according to GPS records, but to account for uncertainty in the OBH deployment position and airgun coordinates, this range is treated as an unknown parameter in the inversion with prior bounds $\pm 50 \text{ m}$ from the estimated range. Knowing the 990-m pulse spacing between pulses A and B, the range for pulse B was set for each model based on the range for pulse A. These pulses were selected because the ranges are long enough that modal dispersion is easily measured, but not so long to reduce higher-order mode attenuation and potential environmental range-dependent effects. Accurate pulse times $\tau_s$ are not known because OBH clock drift desynchronized the acoustic recordings with the pulse logs. Pulse times are therefore treated as inversion parameters with prior bounds $[-3, 0]$ and $[-4, 0]$ s for pulses A and B, respectively, to allow physically realistic pulse times. Prior bounds other than for range and time are identical to those in Table 2.1. Relative arrival times were picked as described in Sec. 2.2.1 for 5 and 4 modes in pulses A and B,
respectively. Modes were required to have arrival times for at least 10 frequencies to estimate meaningful residual error statistics (see the Appendix). Within hours of the acoustic measurements, a conductivity-temperature-depth (CTD) cast was conducted 5.7 km north of the recorder site. Since the water-column conditions are expected to be quite stable in this region, the SSP calculated from the CTD cast provides reasonable “ground-truth” to compare with the SSP inversion results.

2.5 Results

The trans-D Bayesian inversion was applied to the measured data in a manner similar to that described for the simulation study with approximately the same number of models sampled from the PPD. Figure 2.7 shows the marginal profile densities for the SSP and geoacoustic parameters. Similar to the simulation study, the SSP marginal density near the seafloor is not smooth because the water depth prior bounds constrain the available depths of SSP nodes. The measured SSP (solid line overtop the corresponding PDF) shows a well-mixed (iso-speed) surface layer from 0 to 12 m and a second slower mixed-layer from 30 to 40 m, reaching the seafloor. Between these layers, the high sound speed from 17 to 30 m is likely due to a warm-water intrusion from the Bearing Sea, which is a common feature of the Chukchi Sea in August. The SSP inversion result is in excellent agreement with the measured profile, closely tracking the depth-dependent structure with reasonably small uncertainties. Although the SSP marginal profile clearly resolves the structure of the measured SSP, the node-depth PDF is relatively uninformative. The marginal profiles for subbottom sound speed and density indicate well-resolved, near-constant values for an upper sediment layer which has relatively low density for its sound speed, although these parameter values are consistent with empirical studies. The most probable interface depth is 14.6 mbsf, below which there is little resolved structure. The 95% credibility interval for interface depth is [11.6, 19.2] mbsf for single-interface models (credibility interval for interface depth for all models does not accurately quantify the dominant interface depth uncertainty because the PDF has heavy tails from other interfaces). The halfspace sound speed and density are not well constrained by the data.

Figure 2.8 shows the marginal distributions for the number of subbottom interfaces and SSP nodes. The most probable number of subbottom interfaces is one, supporting a single subbottom layer over a halfspace model. The most probable number of SSP nodes is six but the distribution is wider than those for seabed interfaces.
Figure 2.7: Marginal probability profiles for water SSP and subbottom sound speed and density, together with their corresponding node/interface depth profiles and depth normalization profiles. The solid line in the second panel shows the SSP measured 5.7 km from the OBH. Plot bounds are the prior bounds for SSP and geoacoustic parameters, though subbottom sound speed and density have been further constrained by a joint prior PDF (see the Appendix).

Figure 2.9 shows the marginal probability densities for pulse times, range, and water depth. Similar to the simulation study, the marginal density for pulse-A range is essentially the prior PDF. Pulse times are constrained well within their prior bounds. The slope of the joint PDF between pulse-A range and time corresponds to an average modal group speed of approximately 1428 m/s. The 95% credibility interval for water depth is [41.6, 43.3] m. The water depth at the OBH deployment site was measured with an echosounder to be 41 m which is just outside this interval. The discrepancy may be due to the vessel’s draft not being taken into account for the water depth measurement (unfortunately this is unknown) or poor echosounder calibration. Water depth measurements in subsequent years near the measurement site were around 43 m. Bathymetric effects are not likely to be significant since the bottom is so flat at the study location; tides are also not significant at this location.

The fit to the data is shown in Fig. 2.10. The relative arrival times from the mode-filtered spectrograms (picked data) are shown with × symbols and marginal densities of the relative arrival times, calculated from a random sample of 5000 models from the PPD, are shown in grey-scale. There is generally good agreement for all modes, frequencies, and pulses, with some indication of correlated errors. Figure 2.11 shows
Figure 2.8: Probability distributions of the number of (top) subbottom interfaces and (bottom) SSP nodes.

Figure 2.9: Marginal probability densities for pulse range, time, and water depth for Chukchi Sea data. Pulse time axes are restricted within their prior bounds; all other axes ranges indicate prior bounds.

the error statistics for each mode and pulse in the same format as presented earlier. The residual standard deviations generally increase with mode number. This may be due to higher-order modes being more sensitive to finer-scale environmental features that are less likely to be fully range independent. The AR process was required more often for higher-order modes and the AR coefficient $a$ was generally positively correlated with the fraction of time the AR process was required. The standardized total residuals [Eq. (A.4)] from the same sample of models used for Fig. 2.10 were examined (not shown here) to check the validity of the error model assumptions and found to be approximately Gaussian distributed with zero mean and unit standard deviation, and had little autocorrelation between adjacent frequencies of each mode.

The marginal probability profiles for environmental parameters (Fig. 2.7) indi-
Figure 2.10: Mode relative arrival times for the two pulses calculated from a random sample of models from the PPD (grey-scale PDFs) and the arrival times picked from the measured pulses (×).

cate the sensitivity in terms of the probability density widths; however, it can also be insightful and complementary to investigate environmental sensitivity from a forward-modelling perspective. Figure 2.12 shows the mode functions and transmission loss (TL) computed for the environmental model with highest likelihood from PPD samples collected in the inversion. This model has six SSP nodes, 42 m water depth, and one subbottom layer with thickness 14.5 m, sound speed 1630 m/s, and density 1.45 g/cm³. The halfspace sound speed and density are 2384 m/s and 2.32 g/cm³, respectively. The mode functions are shown for the lowest and highest frequencies from each picked mode. TL was computed assuming uniform sediment attenuation of 0.1 dB per wavelength and a point source at 2 m depth (the airgun depth). The water depth and subbottom interface are shown on the plots as horizontal lines. The mode
functions show good subbottom penetration into the first $\sim 15$ m of sediment, with lower frequencies penetrating deeper than higher frequencies. For the same frequency, higher-order modes penetrate deeper than lower-order modes (e.g., see the mode functions for the highest and lowest frequencies of modes 1 and 4, respectively, which are both for 128.9 Hz). Mode functions do not penetrate the halfspace well, which is consistent with the large uncertainties on estimated halfspace parameters. SSP resolution is more closely related to the mode function wavelength than the acoustic wavelength, i.e., higher-order modes are more important than higher frequencies for resolving finer-scale SSP features. It is also interesting to note that near the seafloor is an ideal depth for making dispersion measurements as all of the mode functions have relatively high amplitudes at this depth (a hydrophone placed at a mode function null would be insensitive to that mode). The TL plots at 35.2, 99.6, and 252.0 Hz show decreasing seafloor penetration with frequency, but adequate penetration in the upper sediment layer to 4 km range for these frequencies.

Figure 2.12 shows TL [which can be thought of as the absolute value of received level (RL) for a 0 dB source] for one sample of the PPD and therefore does not illustrate the TL uncertainties due to environmental uncertainties. RL uncertainties can be calculated using a set of environmental samples drawn either from the prior density (representing environmental information before the acoustic survey) or from
Figure 2.12: (a) Mode functions, and (b)–(d) TL for the maximum-likelihood environmental model. Solid horizontal lines indicate the water depth and subbottom layer interface depth. Mode functions for the lowest and highest frequencies picked from each mode are shown as solid and dashed curves, respectively (frequencies are indicated on each panel). TL is shown for 35.2, 99.6, and 252.0 Hz in (b)–(d), respectively.

the PPD (representing the improved environmental information gained by inverting the modal-dispersion data). In underwater noise environmental impact assessments, the maximum RL over all depths in the water column is often considered as a function of range to estimate distances to sound-level thresholds relevant to the protection of marine mammals. Figure 2.13 shows the normalized probability density for maximum-over-depth RL for a 0 dB source at 2 m depth for 70 Hz using environmental samples drawn from the prior and posterior environmental probability densities (sediment attenuation for all layers and the halfspace in each sample were independently chosen from a uniform distribution bounded by 0 and 0.2 dB per wavelength). The information content of the data has significantly constrained the predicted RL at any given range, and, more importantly, the range at which RLs are reached.
2.5.1 Headwave inversion

To further corroborate the modal dispersion inversion results for this Chukchi Sea location, I performed an independent analysis of headwave arrival times to estimate the seafloor sound speed. Headwaves are longitudinal waves that travel along the seafloor or subbottom interfaces at the compressional-wave speed of the lower layer. They are excited by compressional waves incident on an interface at the critical angle, and as they propagate they generate upward-propagating compressional waves at the critical angle in the media above the interface. These waves may arrive at a receiver before the direct waterborne acoustic wave if the source-receiver range is sufficiently large. Assuming uniform water and bottom sound speeds $c_w$ and $c_b$, the arrival times for the waterborne wave and headwave are

$$t_w = \sqrt{r^2 + (h_s - h_r)^2}/c_w \approx r/c_w, \text{ for } r \gg h_s - h_r, \quad (2.4)$$

$$t_h = \frac{r}{c_b} + (h_s + h_r) \frac{c_b^2 - c_w^2}{c_b c_w}, \quad (2.5)$$

where $r$ is the source-receiver range, and $h_s$ and $h_r$ are the heights of the source and receiver above the seafloor, respectively. The arrival time difference between the waterborne path and headwave is

$$\Delta t \approx r \left( \frac{1}{c_w} - \frac{1}{c_b} \right) - (h_s + h_r) \frac{c_b^2 - c_w^2}{c_b c_w}. \quad (2.6)$$
This equation is linear with range and the slope of a $\Delta t$ vs. $r$ plot can be used to calculate the seafloor sound speed if the water sound speed is known.

Low-frequency headwaves (∼140 Hz) were observed in the Chukchi Sea data before the direct-path arrival for pulses measured beyond approximately 250-m range. To determine accurate arrival times, pulse waveforms were stacked by manually time-aligning the direct-path arrivals. The low-frequency, low-amplitude headwaves were amplified by applying an automatic gain control (AGC) filter over the waveforms with a 0.02 s gate (Fig. 2.14, top). The headwave arrival times were picked from the peak arrival time for ranges between 320 and 490 m. A linear fit was calculated for the time difference between the direct and headwave arrivals (Fig. 2.14, bottom). Using Eq. (2.6) and an average water sound speed of 1443 m/s, the slope of the line and its uncertainty correspond to a seafloor sound speed of 1636 m/s and 95% credibility interval of [1629, 1643] m/s. Based on the modal dispersion inversion results, the most-probable subbottom sound speed from the PPD for the top 5 mbsf is 1633 m/s.

Figure 2.14: Top and bottom plots show stacked pulse waveforms aligned by the direct path arrival and time-of-arrival difference between the direct and headwave arrivals, respectively. AGC has been applied to the waveforms to show headwave arrivals.
and the 95% credibility interval is $[1612, 1647]$ m/s, which is in excellent agreement with the headwave results. Analysis of headwave arrival times can provide estimates of layer thicknesses and of sound speeds of deeper layers if headwaves off deeper layer interfaces can be detected in the acoustic data. Headwaves corresponding to the subbottom interface indicated in Fig. 2.7 at $\sim 10–20$ mbsf were not discernable in the acoustic time series, so the thickness of the upper layer and sound speed of the halfspace in the modal inversion results could not be corroborated in this way.

2.6 Summary and conclusion

This chapter presented trans-dimensional Bayesian inversion of modal-dispersion data (both simulated and measured) at a single hydrophone. Mode arrival times were determined from time-frequency analysis of pulses after filtering individual modes using a warping procedure. The arrival times were then used in the inversion to estimate the water sound-speed profile, subbottom properties, and parameters of the survey which were not precisely known (pulse ranges and times). A trans-D framework was applied in three ways for: the water-column SSP, subbottom layering and geoacoustic properties, and first-order auto-regressive error model.

The simulation study characterized the ability of the inversion to estimate environmental and experimental parameters. Limitations of the data processing method were shown through discrepancies in portions of the SSP. Dispersion data predicted using models from the PPD were shown to match the times estimated from synthetic time series via the data processing method. Autocorrelated errors between picked arrival times and the true times from theoretical dispersion curves are attributed to time-frequency data processing limitations which can be a major component of the errors.

Inversion results for the Chukchi Sea survey showed excellent agreement between the estimated SSP and the measured profile. The inversion resolved all significant features of the SSP, often requiring six or more sound-speed nodes to define the profile. The estimated geoacoustic profile showed less structure (two layers) but was well resolved for the shallowest layer. An independent headwave analysis for the seafloor sound speed agreed well with the modal-inversion estimates. The basement properties were less well resolved although the depth of the acoustic basement was well resolved. The ability to resolve SSP and seabed parameters via modal dispersion inversion agreed well (qualitatively) with forward-modelling sensitivity analysis of the
predicted mode functions and transmission loss. A comparison of marginal probability densities for received level vs. range using environmental samples from the prior and PPD showed uncertainties of the distances to received levels are greatly reduced by the information content of the modal-dispersion data. The estimated geoacoustic properties can be used to model sound propagation for noise-exposure estimation or marine-mammal localization at the measurement location.

Overall, modal-dispersion data and the trans-D inversion approach are shown to be capable of estimating water SSP and subbottom sound speed and density profiles to about 10–20 m below seafloor with accuracy sufficient for many scientific purposes. The inversion results here from only two airgun array pulses provided useful profiles. The results are expected to be representative of the average properties over a 3–4 km path and are less susceptible to small-scale variations that could influence spot measurements. Synchronized clocks for the source and receiver could remove the requirement to invert for absolute timing. Pulses could be produced by an autonomous system, so long-term measurements could be possible. An extension to this work could be to apply a trans-D formulation in source-receiver range to estimate range-dependent environmental properties using data from several pulses.
Chapter 3

Bowhead whale localization using asynchronous hydrophones in the Chukchi Sea

This chapter estimates bowhead whale locations and uncertainties using nonlinear Bayesian inversion of their modally-dispersed calls recorded on asynchronous recorders in the Chukchi Sea, Alaska. Bowhead calls were recorded on a cluster of seven asynchronous ocean-bottom hydrophones that were separated by 0.5–9.2 km. A warping time-frequency analysis is used to extract relative mode arrival times as a function of frequency for nine frequency-modulated whale calls that dispersed in the shallow-water environment. Each call was recorded on multiple hydrophones and the mode arrival times are inverted for: the whale location in the horizontal plane, source instantaneous frequency (IF), water sound-speed profile, seabed geoacoustic parameters, relative recorder clock drifts, and residual error standard deviations, all with estimated uncertainties. A simulation study shows that accurate prior environmental knowledge is not required for accurate localization as long as the inversion treats the environment as unknown. Joint inversion of modal-dispersion data from multiple recorded calls is shown to substantially reduce uncertainties in location, source IF, and relative clock drift. Whale location uncertainties are estimated to be 30–160 m and relative clock drift uncertainties are 3–26 ms.
3.1 Introduction

Acoustic localization of vocalizing marine mammals is important for characterizing their spatial distributions, movement behaviours and grouping, and for source level measurements. This chapter develops a Bayesian approach to localize bowhead whales in the Chukchi Sea based on modal dispersion of their calls, including a quantitative uncertainty analysis that accounts for unknown environmental parameters, call source signal, and recorder clock drifts. Several studies have employed localization methods to examine bowhead whale movement and behaviour changes in the Chukchi and Beaufort Seas due to exposures to anthropogenic underwater noise, mainly associated with offshore oil and gas exploration activities.$^8, 62-64$

The western arctic bowhead whale population migrates annually between wintering areas in the Bering Sea and summer feeding areas off the Mackenzie Delta in the Beaufort Sea. Their fall migration occurs from September through November along the Beaufort coast and through the central northeastern Chukchi Sea.$^1, 65, 66$

Oil and gas exploration and increased shipping has occurred spatially and temporally coincident with bowhead summer feeding and fall migration. There is concern that anthropogenic noise from these activities could affect the whale’s use of sounds for critical life functions such as navigating, avoiding predators, and maintaining group structure. A recent study has found bowheads modify their calling behaviour in the presence of quite low levels of seismic survey noise.$^8$ There is further concern that anthropogenic noise exposures during or prior to subsistence whale hunting could modify bowhead swimming behaviours, potentially making the hunts more difficult,$^67$ however, the relationship between noise exposure and effects is poorly understood.

A common strategy to reduce marine mammal exposures to anthropogenic noise is to carry out anthropogenic activities during times when animals are not present and at locations away from high animal densities. This approach requires knowledge of the temporal and spatial distributions of animals. Passive acoustic monitoring, based on listening for natural sounds produced by animals, is an increasingly popular method for measuring temporal and spatial distributions that causes no disturbance to the animals (e.g., compared to tagging).

Bowhead whales make a variety of sounds including frequency-modulated (FM) sweeps, moans, amplitude-modulated pulsive calls, and songs.$^{66, 68}$ During the fall migration, most bowhead calls are moans and low frequency ($< 400$ Hz) FM sweeps. Recordings of these calls can be used to localize the whales.
Several approaches have been developed for localizing whales using low-frequency calls. Distributions of directional autonomous seafloor acoustic recorders (DASARs) have been used in the Beaufort Sea to triangulate whale locations using the bearing estimates from multiple recorders. Clark and Ellison used a linear omnidirectional (time-synchronized) hydrophone array deployed along an ice ridge to estimate whale locations from call arrival time differences. Several studies have used (synchronized) vertical line arrays to exploit sound propagation effects for low-frequency calls in shallow water. These studies used normal-mode propagation in a variety of ways (e.g., matched-field and matched-mode processing) to estimate source locations. Sei whales, which also make low-frequency calls, have been tracked in three dimensions by using normal-mode models to back-propagate calls recorded on synchronized horizontal and vertical arrays.

There has been some effort to obtain range estimates for whales using a single hydrophone because of the relative simplicity and low cost of the equipment required. In particular, range estimation based on low-frequency right whale and bowhead whale calls has been achieved by exploiting the frequency-dependence of acoustic normal mode group speeds in shallow-water environments. In shallow water, the environment supports a limited number of propagating modes, each of which supports a continuum of frequency bands that do not overlap. The frequency- and mode-dependence of modal group speeds (which I collectively refer to as modal dispersion in this chapter) is well modelled with normal-mode theory. Signals disperse as they propagate, with higher frequencies generally travelling faster than lower frequencies within a mode, and higher-order modes generally travelling slower than lower-order modes for a given frequency. This frequency-dependence affects mode arrival times in proportion to the source-receiver range (within the range-independent assumption) so dispersion measurements can be made by analyzing signals recorded at a single hydrophone using time-frequency (TF) methods. However, modal arrival times also depend on environmental properties [e.g., water-column sound-speed profile (SSP) and seabed geoacoustic parameters] and on the TF characteristics of the acoustic signal emitted by the source [the instantaneous frequency (IF) function], which are usually not well known in marine mammal applications, complicating localization. Resolving mode arrival times in the TF plane requires sufficient signal bandwidth and is also dependent on the difference in modal group speeds and the signal-processing techniques applied. For relatively short-duration FM calls received at long ranges, modes are well separated in time and arrival times can be determined from the mag-
ntitude of a short-time Fourier transform (STFT). At close ranges, mode arrivals are difficult to separate in the TF plane. Mode-warping techniques used to improve the TF resolution of modes for close-range dispersion measurements of impulsive sounds have recently been modified and successfully applied to FM bowhead whale calls. This chapter applies the modified mode-warping technique to FM calls or portions of calls that monotonically increase or decrease in frequency with time.

The single-hydrophone range-estimation studies using normal-mode theory parameterized the acoustic environment with a range-independent model consisting of a water layer over a fluid halfspace. Wiggins et al. fixed environmental parameter values using historical information and assessed sensitivity of modal group speeds by varying the mean water sound speed and seafloor sound speed independently for a few parameter perturbations. Bonnel et al. used a Pekeris waveguide with fixed water sound speed from conductivity-temperature-depth (CTD) measurements and varied the seafloor sound speed over a discretized interval. In that study, the bathymetry was strongly range-dependent; however, independent DASAR measurements showed the single-hydrophone range estimates were reasonably accurate despite the violation of the range-independent assumption. It is difficult to assess the uncertainty of range estimates using these approaches in general without additional information because the fixed environmental parameterization (e.g., Pekeris waveguide) and constrained parameter values may not provide an appropriate level of model complexity that corresponds to the information content of the data. Hence, these approaches could underparameterize the environmental model which could, in turn, lead to underestimation of range uncertainty.

This chapter estimates bowhead whale locations and their uncertainties in the horizontal plane from the dispersion of normal modes recorded with multiple non-synchronized omni-directional hydrophones in a shallow-water (approximately) range-independent environment. I use a general model for the unknown environment to rigorously quantify its effect on localization uncertainties (the general idea of accounting for environmental uncertainty in localization is sometimes referred to as focalization). In particular, a trans-dimensional (trans-D) Bayesian inversion approach is applied for the water SSP and for the subbottom to allow the data to estimate how much environmental structure is appropriate. The SSP has a $1/c_w^2$ piecewise-linear gradient ($c_w$ is water sound speed) defined by an unknown number of depth/sound-speed nodes. The subbottom consists of an unknown number of homogeneous sediment layers, each having unknown thickness, sound speed, and density,
overlying a halfspace. The trans-D algorithm samples over the number of SSP nodes and subbottom layers and their parameter values so the range estimates and their uncertainties account for realistic environmental uncertainty.

A standard time-difference-of-arrival (TDOA) localization approach is not applicable here because the recorders were not synchronized due to clock drift after deployment. Using arrival time differences between modes from multiple asynchronous recorders could be used as data in a combined localization/environmental inversion, but this ignores information contained in calls or portions of calls that have only one detectable mode. Utilizing this information requires treating as unknowns the source IF (a function of frequency to be estimated) and the relative recorder clock drifts, and inverting arrival times (as opposed to arrival time differences). While this approach involves more unknown parameters, it allows more data information to be used, providing whale locations based on recorded calls composed of as few as one detectable mode. Additionally, the source IF and its uncertainty are quantitatively estimated using this approach, which may be of biological significance. I use this approach to invert the modal arrival times measured at each recorder relative to a reference recorder clock. Range information in the data for multiple distributed recorders constrains the whale location in the horizontal plane. The data also constrain the relative clock drifts, providing information to synchronize the recorders. I apply the new algorithm to single and multiple whale calls and show that localization and synchronization results are significantly improved if arrival times from multiple calls are inverted jointly. The Bayesian inversion developed here estimates parameter values and uncertainties for whale location, source IF, water SSP (including effective water depth), subbottom layering and geoacoustic parameters, relative recorder clock drift (synchronization), and residual error statistics. To my knowledge, whale localization based on inversion of modal-dispersion data from FM whale calls from asynchronous recorders has not been reported previously. This method can be applied to data collected by relatively inexpensive recorders that are easy to deploy (compared to synchronized hydrophone arrays or directional sensors).

This method is limited to shallow-water, range-independent environments, with low-frequency FM calls that disperse as they propagate. The source-receiver range has to be large enough such that mode dispersion is quantifiable (the minimum range is generally dependent on the TF characteristics of the call and the environmental properties) but not so large that range-dependent effects violate the range-independent approximation. Mode amplitudes are not required except in the sense that they
must be higher than background noise such that accurate mode arrival times can be
determined. I applied a threshold of approximately 5 dB for this chapter.

Whale depth is not required or estimated using this approach; however, a whale
calling at the depth of a mode-function node will not excite that mode. In general,
a missing mode will not necessarily preclude successful localization, particularly in
multi-call inversions. However, if a missing mode leads to misidentification of the
mode (e.g., mode 3 is identified as mode 2), the localization will likely fail. Applying
the inversion to multiple whale calls may increase the robustness if the call depths
differ, as wrongly-identified mode arrivals would likely be fit poorly and could be
reassigned in a subsequent inversion.

The trans-D Bayesian inversion is applied to acoustic data collected from August
to October 2013 using seven autonomous ocean-bottom hydrophone (OBH) recorders
which were part of an underwater sound measurement program in the Chukchi Sea,
Alaska. The program was originally designed to determine ambient noise levels,
quantify sound levels from oil and gas exploration activities, and investigate spatial
and temporal distributions of marine mammals based on their calls. The seven OBHs
recorded thousands of bowhead whale calls including low-frequency FM sweeps. Many
of these sweeps showed significant dispersion in the TF plane and were recorded
on multiple OBHs. In this chapter I apply the Bayesian focalization algorithm in
a simulation study to investigate the impact of varying degrees of environmental
knowledge on localization and then to nine bowhead whale calls recorded within 3.25
minutes on multiple OBHs.

3.2 Theory

3.2.1 Data processing

Bowhead whale calls include low-frequency moans and sweeps that can excite sev-
eral propagating modes in shallow waters, which can be modelled using normal-mode
theory. Modes propagate with different group speeds that are dependent on the
environment, i.e., the water-column SSP and geoacoustic properties of the subbot-
tom. At long ranges, mode arrivals (for a fixed frequency) are well separated in
time and can be determined from the TF representations of a recorded call. A re-
cent study used a mode warping technique to improve the modal TF resolution of
non-impulsive bowhead whale calls based on a similar technique used previously
for impulsive sounds. To apply mode warping to non-impulsive signals, the received signal is first deconvolved with an approximate (empirical) source IF designed to decrease the received signal duration for subsequent mode warping. In practice the empirical source IF is manually estimated by an IF function that has a shape that is similar to, but precedes, the mode 1 arrival. The deconvolved signal is then warped using standard methods and transformed into the warped-TF domain using a STFT. Each mode is filtered in the warped-TF domain, transformed back into the warped-time domain using an inverse STFT, unwarped into the original time domain using standard methods, and transformed into the TF domain with a STFT. The mode arrival times (picks) are determined from the time of maximum energy of the deconvolved filtered mode in the TF domain and then corrected using the empirical source IF. The inversion is not sensitive to the empirical source IF because this correction undoes the effect of the initial source IF-based deconvolution. For impulsive sounds in an approximately range-independent waveguide, warping transforms the dispersed modes into near-constant frequency tones that can be band-pass filtered to separate the modes. For frequency sweeps, deconvolution and warping separates the modes, but it is often difficult to achieve sufficient separation such that a band-pass filter isolates individual modes. Hence, warped modes are filtered using a TF mask (a manually defined polygon in TF space) and transformed back into the time domain using an inverse STFT. This process improves the accuracy of estimated mode arrival times and extends the bandwidth over which modes are resolved. Figure 3.1 illustrates the data processing procedure for a bowhead whale call recorded in the Chukchi Sea (described further in Sec. 3.4).

For each filtered mode, a spectrogram (magnitude of STFT) is computed using a Hanning window with 99% overlap (Fig. 3.1 considers a 16384-point window for data sampled at 64 kHz). The mode arrival time data are limited to frequencies where mode arrivals have high enough levels such that the arrival times are not significantly influenced by background noise. In practice this can be difficult to determine a priori; however, poor data can often be identified by performing a preliminary inversion to detect outliers (i.e., data residuals that lie several standard deviations outside of the assumed Gaussian probability density). Those data can then be discarded and the inversion rerun on the reduced data set.
Figure 3.1: Example of warping TF analysis. (a) Recorded bowhead whale call spectrogram and empirical source IF (solid line). (b) Spectrogram after deconvolution by source IF. (c) Warped spectrogram showing two modes and the inverse TF masks (white polygons). (d) and (e) Filtered spectrograms with deconvolved data picks (× and +) for modes 1 and 2, respectively. Reconvolved picks are shown on panel (a), where some picks have been removed due to insufficient signal level.

### 3.2.2 Bayesian inversion

The mode arrival-time picks indicated on Fig. 3.1(a) are dependent on the whale location, source IF, environment, and relative recorder clock offsets. The arrival time of mode $m$ at frequency $f$ for whale call $w$ at recorder $a$ is

$$t_{wam}(f) = \tau_w(f) + \frac{\sqrt{(x_w - X_a)^2 + (y_w - Y_a)^2}}{v_m(e, f)} + \Delta_a,$$

(3.1)

where $\tau_w(f)$ is the source IF [i.e., $\tau_w(f)$ is the time that frequency $f$ was emitted by whale $w$], $x_w$ and $y_w$ are the easting and northing coordinates of the whale, $X_a$ and $Y_a$ are the coordinates of the recorder (considered known), $v_m(e, f)$ is the mode group speed which depends on the environmental model $e$, and $\Delta_a$ is the recorder clock offset relative to a reference recorder. The inversion uses a trans-D Bayesian formulation which is briefly described here (see Warner et al.\textsuperscript{35} for details). The range-independent environmental model $e$ consists of a water column with unknown depth and SSP over a seabed consisting of an unknown number of homogeneous layers (each layer characterized by unknown thickness, sound speed, and density).
overlying a halfspace of unknown geoacoustic parameters. Mode group speeds are calculated for an environmental model using the normal-mode code ORCA\textsuperscript{56} and are converted to predicted modal arrival times using the whale source IF and location, as well as the relative recorder clock offset [Eq. (3.1)], all of which are unknown model parameters to be estimated in the inversion (the model also includes error standard deviations, see Sec. 3.2.3). In a Bayesian formulation the solution consists of properties of the posterior probability density (PPD) of the model parameters given the measured data and prior information. A reversible-jump Markov-chain Monte Carlo\textsuperscript{32} algorithm is applied to sample the PPD over a trans-D model space in which the number of SSP nodes and seabed layers can change by probabilistically accepting transitions between model parameters/parameterizations according to the Metropolis-Hastings-Green criterion\textsuperscript{32}. The transition acceptance probability depends on the prior, proposal, and likelihood ratios, with the likelihood defined by the assumption of Gaussian-distributed errors with unknown standard deviation for each whale call (discussed below in Sec. 3.2.3). Uniform bounded priors are used for all model parameters, with an additional joint prior that constrains subbottom sound speed and density to physically realistic combinations\textsuperscript{25,26}. The Markov chain samples over the number and parameters of SSP nodes and subbottom layers to estimate the trans-D PPD. Parallel tempering\textsuperscript{40–43} is applied to increase the dimension-jump acceptance rate. Fixed-dimensional parameters (i.e., source IF, whale location, and relative clock offset) were found to be highly correlated and perturbations to these parameters had to be applied in principal-component (rotated) space\textsuperscript{38} to achieve convergence.

### 3.2.3 Likelihood

The likelihood function is defined by the residual error probability density function (PDF). These errors result from measurement, data-processing, and theory errors, the statistics of which are often unknown. The data residuals for model \( m_k \) are given by \( d - d(m_k) \), where \( d \) and \( d(m_k) \) are the measured and predicted data (i.e., mode arrival times in seconds), respectively, and \( k \) indexes possible model parameterizations (number of SSP nodes and subbottom layers). In this chapter, the residual errors are assumed independent and Gaussian distributed; the validity of this assumption is checked \textit{a posteriori}. For \( N \) data with independent Gaussian-distributed errors, the
The likelihood function is

\[
L(k, m_k) = \frac{1}{(2\pi)^{N/2}|C_d|^{1/2}} \exp \left[ -\frac{1}{2} (d - d(m_k))^T C_d^{-1} (d - d(m_k)) \right],
\]

where \( C_d \) is a diagonal data covariance matrix. Some previous modal-dispersion inversions have assumed different error standard deviations between modes \(^{35,47} \) but this requires many data (arrival times) for each mode to constrain each standard deviation. The whale calls analyzed for this chapter have relatively few modes and frequencies per mode so applying such a granular error parameterization could over-parameterize the problem and result in overestimated parameter uncertainties (and also increase the computational expense of the inversion). I therefore assume error standard deviations \( \sigma_w \) that vary only between whale calls so \( \sigma_w \) is constant over recorder, mode, and frequency. Let \( d_{wam} \) represent a vector of modal arrival times at \( N_{wam} \) frequencies. The likelihood function for uncorrelated noise is the product

\[
L(k, m_k) = \prod_{w=1}^{W} \prod_{a=1}^{A} \prod_{m=1}^{M_{wa}} \frac{1}{(2\pi \sigma_w^2)^{N_{wam}/2}} \exp \left[ -\frac{|d_{wam} - d_{wam}(m_k)|^2}{2\sigma_w^2} \right],
\]

where \( W \) is the total number of whale calls considered, \( A \) is the total number of recorders that detected at least one call, and \( M_{wa} \) is the number of modes considered for call \( w \) on recorder \( a \). For recorders that do not detect a particular whale call the term within the products is replaced by unity. Substituting Eq. (3.1) into this equation and optimizing over inter-recorder clock offset (i.e., setting \( \partial L/\partial \Delta_a = 0 \)) leads to a maximum-likelihood estimate for the inter-recorder clock offset \( \Delta_a \):

\[
\hat{\Delta}_a(m_k) = \frac{\sum_w \sum_{M_{wa}} \sum_f N_{wam} [d_{wam}(f) - \tau_w(f) - |r_{wa}|/v_m(f)]/\sigma_w^2}{\sum_w \sum_{M_{wa}} N_{wam}/\sigma_w^2},
\]

where \( r_{wa} \) is \( (x_w - X_a, y_w - Y_a) \). Equation (3.4) provides an expression for \( \Delta_a \) in terms of the data and the other unknown parameters which can be used to sample implicitly over \( \Delta_a \) by sampling explicitly over the other parameters. \(^{79} \) This formulation assumes the relative recorder clock offset does not change significantly between the first and last inverted whale calls.
3.3 Simulation study

This section illustrates and verifies the inversion methodology in a simulation study based on recordings of bowhead whale calls from the Chukchi Sea (described in Sec. 3.4). This study considers calls from five whales at different locations about a cluster of seven asynchronous recorders, labeled A–G. The recorder locations for the simulation are taken from coordinates of a deployed recorder cluster.\(^\text{18}\) The source IF are linear frequency up- or down-sweeps and the relative clock offsets are constant between calls. The environmental model for the simulation has two subbottom layers (one interface) and two water-column SSP nodes (in addition to unknown water sound speeds at the surface and bottom). The true parameter values and the bounds of the uniform prior PDFs assumed for all environmental parameters are listed in Table 3.1 (Quijano et al.\(^\text{26}\) describes the joint prior PDF for subbottom sound speed and density used here). The easting and northing prior bounds on the whale locations are ±10 km from recorder A, the source IF prior bounds are 10 s prior to the call arrival time on the reference recorder (recorder A for all calls except call 3 which had reference recorder D), and the error standard deviation prior for each whale call is uniform from 1 to 100 ms. Mode arrival times at seven frequencies for modes 1 and 2 were simulated using Eq. (3.1) for each call with exact modal group speeds calculated by the normal-mode code ORCA.\(^\text{56}\) Data were simulated for a minimum of two and up to all seven recorders, depending on the call. Gaussian-distributed errors were added to the synthetic data with standard deviations that were constant over recorders, modes, and frequencies but varied between whale calls from 12 to 17 ms. Table 3.2 lists the recorders that detected each call and the corresponding error statistics.

Inversions for nine scenarios were performed on the synthetic data. Scenarios 1–5 invert individual calls 1–5, respectively; scenario 6 jointly inverts all five calls (environmental parameters are inverted for in each scenario). Scenarios 7–9 are variations on scenario 1 that investigate the effect on localization uncertainties of knowing the SSP and/or geoacoustic parameters: scenario 7 considers known SSP but unknown geoacoustics, scenario 8 considers known geoacoustics but unknown SSP, and scenario 9 considers known SSP and geoacoustics. Inversions were performed on the synthetic data sets with approximately 500,000 samples drawn from the PPD via the trans-D Bayesian inversion and fixed-length chain thinning\(^\text{60}\) restricted the number of samples that were saved to 100,000. All inversions were found to produce approximately
Table 3.1: Environment parameter values and prior bounds for the simulations. Note that subbottom sound speed and density were further constrained by a joint prior bound.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>True value(s)</th>
<th>Prior</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_w$ at surface (m/s)</td>
<td>1450</td>
<td>[1435,1455]</td>
</tr>
<tr>
<td>$c_w$ at seafloor (m/s)</td>
<td>1440</td>
<td>[1435,1455]</td>
</tr>
<tr>
<td>Water depth $z_b$ (m)</td>
<td>41</td>
<td>[38,50]</td>
</tr>
<tr>
<td># SSP nodes</td>
<td>2</td>
<td>[0,5]</td>
</tr>
<tr>
<td>SSP node depths (m)</td>
<td>[20,24]</td>
<td>[0, $z_b$]</td>
</tr>
<tr>
<td>SSP node $c_w$ (m/s)</td>
<td>[1450,1440]</td>
<td>[1435,1455]</td>
</tr>
<tr>
<td># subbottom interfaces</td>
<td>1</td>
<td>[0,6]</td>
</tr>
<tr>
<td>Interface depths (m)</td>
<td>[14.5]</td>
<td>[0,50]</td>
</tr>
<tr>
<td>Layer speed $c_b$ (m/s)</td>
<td>[1630]</td>
<td>[1460,2500]</td>
</tr>
<tr>
<td>Basement $c_b$ (m/s)</td>
<td>2384</td>
<td>[1460,2500]</td>
</tr>
<tr>
<td>Layer density $\rho$ (g/cm$^3$)</td>
<td>[1.45]</td>
<td>[1.3,2.5]</td>
</tr>
<tr>
<td>Basement $\rho$ (g/cm$^3$)</td>
<td>2.32</td>
<td>[1.3,2.5]</td>
</tr>
</tbody>
</table>

Table 3.2: Simulated whale call parameters.

<table>
<thead>
<tr>
<th>Call</th>
<th>Recorders</th>
<th>$x_w$ (km)</th>
<th>$y_w$ (km)</th>
<th>$\sigma_w$ (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A–G</td>
<td>3</td>
<td>3</td>
<td>14</td>
</tr>
<tr>
<td>2</td>
<td>A–D</td>
<td>7</td>
<td>4</td>
<td>14</td>
</tr>
<tr>
<td>3</td>
<td>D, E</td>
<td>8</td>
<td>2</td>
<td>17</td>
</tr>
<tr>
<td>4</td>
<td>A–D, F, G</td>
<td>−2</td>
<td>−1</td>
<td>12</td>
</tr>
<tr>
<td>5</td>
<td>A–D, F, G</td>
<td>−4</td>
<td>3</td>
<td>15</td>
</tr>
</tbody>
</table>

Gaussian-distributed data residuals (not shown).

Figure 3.2 shows the two-dimensional marginal probability densities for whale locations in scenarios 1–9. Each call marginal density is normalized by its maximum value to more clearly illustrate the density shapes. The true whale locations are shown as the intersection of the dashed lines (lines for scenario 6, which includes all sources, are omitted to reduce clutter) and the recorders that detected calls are shown with × symbols. Inset plots at 3 times magnification are shown in some panels to illustrate small marginal density shapes. The extents of the marginal densities show the estimated uncertainty of the whale locations. The probability contours for scenarios 1, 4, and 5 are approximately elliptical. Scenarios 2 and 3 have relatively high uncertainties because the simulated calls were not detected on recorders off the cluster’s main axis (approximately NE–SW), resulting in symmetric but non-elliptical probability
contours. The localization results for scenario 6 (i.e., calls from scenarios 1–5 inverted collectively) show substantial improvement over all corresponding individual whale call inversions. The marginal location PDFs for calls 1, 4, and 5 are much narrower than those of their corresponding single-call inversions. The symmetric PDF for call 3 is well constrained but multi-modal about the axis of the receivers D and E on which it was recorded (see scenario 3 result). Parallel tempering was found to be essential for sampling these multi-modal PDFs and achieving PPD convergence. Scenario 6 clearly shows the localization improvements from joint inversion of modal-dispersion data from multiple whale calls. Resolution of other parameters (especially relative recorder clock offset) are also greatly improved by joint inversion and are discussed later in this section. The localization results for scenarios 7 and 8 are very similar to those of scenario 1, indicating that precise prior knowledge of the SSP and/or geoacoustic parameters does not significantly improve localization results, given that the environmental parameters are included in the inversion. Scenario 9 shows minor localization improvement when both SSP and geoacoustic parameters are known, but the improvement is much less than that from joint inversion over multiple whale calls. Table 3.3 quantifies the localization results with two-standard deviation (2SD) uncertainties of the easting and northing estimates for the simulated calls.

Figure 3.3 shows the normalized marginal probability densities for source IF 1–5 in scenarios 1–6. The left panels show source IF for calls in scenarios 1–5 (inverted individually) and the right panels show the source IF for the same calls in scenario 6 (inverted jointly). Note that scenario 3 [panel (c)] had reference recorder D (since only recorders D and E detected the call). To compare source IF probability densities for this scenario with scenario 6, which had reference recorder A, estimated and true times for scenario 3 were adjusted to account for the difference in reference recorders using the true relative clock offset (−8.2 s). In all scenarios the shape of the source IF is well resolved and most of the mismatch is associated with a frequency-independent time shift that is due to uncertainties of the relative recorder clock offsets and/or source locations. The time shifts are more accurately constrained in scenario 6 due to the smaller uncertainty on source locations and clock offsets (the latter is discussed later in this section).

Figure 3.4 shows the marginal probability profiles for the SSP and geoacoustic parameters for scenarios 1 and 6 (corresponding results for scenarios 2–5 are similar to those of scenario 1 and are omitted for brevity). To more clearly show the probability structure over a wide range of values, the probability profiles are normalized inde-
Figure 3.2: Marginal probability densities for whale location(s) in simulated scenarios 1–9 (described in text). True whale locations are shown with dashed lines (except scenario S6), and receivers that recorded the call(s) in each scenario are indicated with × symbols. Inset plots show the corresponding marginal densities at 3 times magnification.

...pendently at each depth. The probability-ratio profiles, plotted to the right of each marginal profile, indicate the relative probability as a function of depth. This figure also shows the marginal profiles for the SSP-node and subbottom-interface depths.

The marginal SSP probability density is relatively uniform over depth in scenario 1, indicating that little structure is resolved by the data. The node depth PDF
Table 3.3: Localization results and mean residual error standard deviations ($\sigma_w$) for inverted simulated calls. Mean location and 2SD are given as easting and northing pairs. Note that the marginal probability density contours for whale locations for calls 2 and 3 are not elliptical so results for these calls should be considered in the context of the marginal location probability densities (see Fig. 3.2)

<table>
<thead>
<tr>
<th>Call</th>
<th>Scenario</th>
<th>Mean Location (km)</th>
<th>2SD (km)</th>
<th>$\sigma_w$ (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>2.77,3.40</td>
<td>0.32,0.53</td>
<td>11.2</td>
</tr>
<tr>
<td>1</td>
<td>6</td>
<td>3.01,3.01</td>
<td>0.13,0.11</td>
<td>11.7</td>
</tr>
<tr>
<td>1</td>
<td>7</td>
<td>2.75,3.44</td>
<td>0.32,0.54</td>
<td>11.6</td>
</tr>
<tr>
<td>1</td>
<td>8</td>
<td>2.78,3.32</td>
<td>0.32,0.51</td>
<td>11.8</td>
</tr>
<tr>
<td>1</td>
<td>9</td>
<td>2.79,3.29</td>
<td>0.30,0.32</td>
<td>11.9</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>5.98,3.61</td>
<td>3.34,4.40</td>
<td>15.3</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>6.76,3.95</td>
<td>0.65,1.03</td>
<td>15.6</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>5.92,3.46</td>
<td>2.01,2.93</td>
<td>18.7</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>6.83,3.94</td>
<td>2.13,3.72</td>
<td>19.5</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>−2.23,−0.98</td>
<td>0.53,0.34</td>
<td>12.4</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
<td>−2.00,−0.99</td>
<td>0.02,0.02</td>
<td>12.4</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>−3.70,2.64</td>
<td>0.67,0.44</td>
<td>14.0</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>−3.92,2.94</td>
<td>0.13,0.08</td>
<td>14.6</td>
</tr>
</tbody>
</table>

is uniform over most of the water column but decreases to zero near the bottom (over the prior bounds for water depth). The marginal distribution for the number of SSP nodes and PDF for the water depth are approximately uniform (not shown). Higher-order modes, which have smaller mode function wavelengths (in depth), are required for resolving finer-scale SSP structure. The geoacoustic probability profiles agree well with the true profile given their uncertainties. Subbottom sound speed and density are resolved within their prior bounds; however, the resolution for density within the prior bounds is primarily due to the joint prior bound with sound speed.

The corresponding results for scenario 6 show some narrowing of the SSP probability density in the lower portion of the water column but the overall shape of the SSP is not resolved. The geoacoustic profiles are similar to those of scenario 1. This suggests there is little benefit to inverting dispersion data from multiple whale calls in terms of environmental resolution; however, there could be more benefit if multiple whale calls cover different frequency ranges and/or more modes are present.

Table 3.4 lists the mean recorder clock offsets relative to reference recorder A and the estimated (2SD) uncertainties. The single call inversions (scenarios 1–5, and 7–9) provide estimated clock offsets with uncertainties that vary between 8 and 739 ms.
Figure 3.3: Normalized marginal probability densities for simulated whale call source IF in scenarios 1–5 (panels a–e) and scenario 6 (f–j). True source IF are shown with + symbols.

Clock offset uncertainties are correlated with distance from the reference recorder (e.g., offset uncertainties for B, the closest recorder to A, were typically lowest) and anticorrelated with the number of recorders that detected the call. Each detection provides a source-receiver range estimate, and having more range estimates better constrains the whale location, which in turn improves clock offset estimates. The multi-call inversion (scenario 6) produced significantly reduced clock offset uncertainties compared to the single-call inversions. Each whale call constrains the clock offsets
in different ways and to different degrees. The multi-call inversion requires that all data are fit simultaneously, which requires an effective averaging of the clock offset estimates. The benefit comes from having multiple whale calls at locations spread out among the hydrophone cluster (inverting multiple calls from a single location.
Table 3.4: True and estimated mean relative recorder clock offsets (relative to recorder A) and 2SD uncertainties (s) for the simulation scenarios. Note that estimated clock offset for scenario 3 has been adjusted to account for the difference in reference recorders (D vs. A in scenarios 3 and 6, respectively) using the true relative clock offset (−8.2 s) to allow direct comparison with results in other scenarios.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>( \Delta_B )</th>
<th>( \Delta_C )</th>
<th>( \Delta_D )</th>
<th>( \Delta_E )</th>
<th>( \Delta_F )</th>
<th>( \Delta_G )</th>
</tr>
</thead>
<tbody>
<tr>
<td>True</td>
<td>14.1</td>
<td>18.3</td>
<td>8.2</td>
<td>-2.3</td>
<td>-20.8</td>
<td>-3.4</td>
</tr>
<tr>
<td>1</td>
<td>14.09,0.018</td>
<td>18.25,0.065</td>
<td>-2.32,0.252</td>
<td>-20.85,0.063</td>
<td>-3.27,0.162</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>14.08,0.042</td>
<td>18.22,0.157</td>
<td>7.88,0.569</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>-2.88,0.739</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>14.11,0.008</td>
<td>18.31,0.014</td>
<td>8.22,0.025</td>
<td>-20.80,0.253</td>
<td>-3.25,0.283</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>14.10,0.039</td>
<td>18.28,0.105</td>
<td>8.14,0.184</td>
<td>-20.78,0.166</td>
<td>-3.39,0.117</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>14.10,0.004</td>
<td>18.30,0.004</td>
<td>8.20,0.010</td>
<td>-2.27,0.227</td>
<td>-20.80,0.014</td>
<td>-3.40,0.009</td>
</tr>
<tr>
<td>7</td>
<td>14.09,0.018</td>
<td>18.24,0.067</td>
<td>-2.31,0.258</td>
<td>-20.86,0.063</td>
<td>-3.26,0.165</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>14.09,0.017</td>
<td>18.25,0.063</td>
<td>-2.35,0.252</td>
<td>-20.84,0.066</td>
<td>-3.29,0.159</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>14.09,0.014</td>
<td>18.26,0.049</td>
<td>-2.36,0.227</td>
<td>-20.85,0.054</td>
<td>-3.30,0.117</td>
<td></td>
</tr>
</tbody>
</table>

would not improve clock offset estimates to this extent). The clock offset uncertainty reduction from a multi-call localization approach increases with the number of calls detected on a given recorder provided the magnitude of the offset uncertainties for single-call inversions are relatively consistent. For example, the uncertainty for \( \Delta_C \) decreases by a factor of 3.5 (relative to the smallest uncertainty from the single-call inversions) but the uncertainty for \( \Delta_E \), which is only estimated in scenarios 1 and 3, only decreases by a factor of 1.1; data in scenario 3 do not add much information because uncertainty is significantly higher than that in scenario 1. The clock offset uncertainties for scenarios 7–9 show some improvement compared to scenario 1, but the improvement is much less than that from joint inversion. This indicates that prior environmental knowledge does not significantly improve clock offset estimates, provided the baseline inversion treats the environment as unknown.

Figure 3.5 shows the fit to the data achieved in scenario 1 including the synthetic (noisy) arrival times, 5th and 95th percentiles for predicted arrival times calculated from a random sample of 5000 models from the PPD, and the (error-free) theoretical arrival times calculated from Eq. (3.1). The inversion sampled models that produce predicted times in good agreement with the synthetic noisy arrival-time data. Fits to the data for other scenarios were similar and are not shown here for brevity; however, the mean standard deviations for residuals in all simulated scenarios are summarized in Table 3.3 and were within 2.8 ms of the true values in Table 3.2.
3.4 Bowhead whale-call data

Long-term underwater acoustic recordings were collected by JASCO Applied Sciences from August to October 2013 as part of an acoustic measurement program designed, in part, to record marine-mammal calls over a large area of the Chukchi
The recordings were made using 28 of JASCO’s Autonomous Multichannel Acoustic Recorders (AMARs), each equipped with a single Geospectrum M8E hydrophone (nominal sensitivity $-164$ dB re $1 \text{ V/µPa}$). Most of the recorders were spaced tens of kilometres apart; however, a cluster of closely-spaced recorders was centred around Shell’s 2012 drilling location to quantify sound levels from oil and gas exploration activities. Seven recorders (denoted by JASCO as BGA–BGE, BGH, and BGJ, but herein renamed as A–G, respectively) were deployed within 8 km of the drill site ($71^\circ18.5'N, 163^\circ12.7'W$) at nominal distances of 0.5, 1, 2, 4, and 8 km (three AMARs were deployed at 2-km range at different azimuths) and recorded 24-bit samples at a 64 kHz sampling rate. The water depths at the seven AMAR locations ranged between 46.0 and 48.7 m, so based on this relatively flat bathymetry, the environment is approximated as range-independent with an unknown (effective) water depth.

Bowhead whales passed the AMAR cluster during their annual fall migration from the Beaufort and Chukchi Seas to the Bering Sea. The AMARs recorded thousands of bowhead calls and many of the calls were detected on multiple AMARs in the cluster. Some of these calls were at low frequencies (35–97 Hz) and contained significant energy in at least two dispersive modes. For this study, mode arrival times for nine bowhead calls recorded on up to all seven AMARs (A–G) were estimated as described in Section 3.2.1. The same call was identified by listening to the recordings and observing similar TF characteristics of the call. The calls spanned a 3.25 min period on 11 October; I do not expect the relative AMAR clock offsets to change significantly over this short period. Table 3.5 lists the recorders, frequency ranges, and number of mode arrival times ($N$) over all recorders, modes, and frequencies for each call. Figure 3.6 shows spectrograms of the nine calls and Fig. 3.7 shows spectrograms for call 1 for recordings on all seven AMARs. The relative modal dispersion that is clearly visible in Fig. 3.7 indicates that the whale was closest to AMAR D or E (since these recordings show the least dispersion).

Whale call inversions used the same environmental prior bounds as in the simulation study (see Table 3.1), except the effective water depth bounds were expanded to $[35, 55]$ m and water sound speed bounds were $[1439, 1465]$ m/s based on historical SSP measurements in the area. Location, source IF, and error standard deviation prior bounds were the same as in the simulation study.
Figure 3.6: Spectrograms of bowhead whale calls recorded on AMAR A for all calls considered. Call numbers are vertically centred to the left of modes 1 and 2 of each call. Data picks (see method described in Sec. 3.2.1 and illustrated in Fig. 3.1) are shown with + and × symbols. Note that calls 3–8 are received within an ~8 s period.

3.5 Inversion results

The trans-D Bayesian inversion was applied to each of the nine bowhead whale calls independently (scenarios 1–9) and then jointly for one multi-call inversion (scenario 10). The inversions were carried out on a parallel computer cluster with each inversion using 32 (2.1 GHz) central processing unit cores. The independent inversions took approximately 24 hours to reach convergence and the joint inversion, with many more parameters to estimate, took approximately 72 hours. Figure 3.8 shows the two-dimensional marginal probability densities for whale locations for all scenarios, with the recorders that detected calls shown with × symbols. Each call probability density is normalized by its maximum value to more clearly illustrate the density shapes. Inset plots at 3 times magnification are shown in some panels to illustrate small probability density shapes. Most probability contours are approximately elliptical; however, the PDF in scenario 9 is curved and wider than the others. The probability densities for calls 3–8 overlap substantially, so it is not possible to conclude if the calls are coming from a single whale or multiple whales. The PDFs for the multi-call inversion are substantially narrower than their corresponding single-call inversion PDF, similar
to findings in the simulation study. The most-probable locations for calls 1–8 are consistent (within uncertainties) between the single- and multi-call inversions, but the location for call nine moves a few kilometres from the peak of the single-call inversion PDF; this is discussed below with respect to the relative recorder clock offsets. Table 3.6 lists the localization results and uncertainties for all bowhead whale calls considered.

Figure 3.9 shows the normalized marginal probability densities for the source IF. The left panels show source IF for the individual-call inversions and the right panels

Table 3.5: Inverted Bowhead whale call parameters.

<table>
<thead>
<tr>
<th>Call</th>
<th>AMARs</th>
<th>Frequency range (Hz)</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A–G</td>
<td>47–81</td>
<td>129</td>
</tr>
<tr>
<td>2</td>
<td>A–D, F, G</td>
<td>35–85</td>
<td>101</td>
</tr>
<tr>
<td>3</td>
<td>A, B, D–G</td>
<td>54–70</td>
<td>41</td>
</tr>
<tr>
<td>4</td>
<td>A–G</td>
<td>43–70</td>
<td>90</td>
</tr>
<tr>
<td>5</td>
<td>A, B, D–G</td>
<td>54–66</td>
<td>39</td>
</tr>
<tr>
<td>6</td>
<td>A–G</td>
<td>50–66</td>
<td>53</td>
</tr>
<tr>
<td>7</td>
<td>A, B, D–G</td>
<td>54–66</td>
<td>45</td>
</tr>
<tr>
<td>8</td>
<td>A–G</td>
<td>50–66</td>
<td>56</td>
</tr>
<tr>
<td>9</td>
<td>A–C, E–G</td>
<td>74–97</td>
<td>54</td>
</tr>
</tbody>
</table>
Figure 3.8: Marginal probability densities for bowhead whale location(s) for scenarios 1–10 (described in text). Probability densities for scenario 10 are compact and are shown as a binary image for clarity. Receivers that recorded the call(s) in each scenario are indicated with × symbols. Inset plots show the corresponding probability densities at 3 times magnification.

show the corresponding source IF for the joint inversion. The shapes of the source IF are well resolved for all calls and most of the mismatch is attributed to uncertainty in whale location and relative recorder clock offset which produces strongly correlated source IF over frequency. The probability densities are much more tightly constrained in the joint inversion due to the smaller uncertainty of whale location and relative clock offset (the latter is discussed later in this section).
Table 3.6: Localization results and mean residual error standard deviations ($\sigma_w$) for inverted bowhead calls. Mean location and 2SD are given as easting and northing pairs.

<table>
<thead>
<tr>
<th>Call</th>
<th>Scenario</th>
<th>Mean Location (km)</th>
<th>2SD (km)</th>
<th>$\sigma_w$ (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>3.83,3.58</td>
<td>0.21,0.33</td>
<td>10.9</td>
</tr>
<tr>
<td>1</td>
<td>10</td>
<td>3.93,3.42</td>
<td>0.03,0.02</td>
<td>12.0</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>−3.38,−4.57</td>
<td>0.52,0.63</td>
<td>12.7</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>−3.07,−4.12</td>
<td>0.08,0.14</td>
<td>16.8</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>3.28,0.15</td>
<td>0.42,0.41</td>
<td>10.5</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>3.32,−0.21</td>
<td>0.03,0.02</td>
<td>10.0</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>3.33,−0.33</td>
<td>0.17,0.21</td>
<td>9.5</td>
</tr>
<tr>
<td>4</td>
<td>10</td>
<td>3.33,−0.21</td>
<td>0.03,0.02</td>
<td>11.4</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>2.97,0.01</td>
<td>0.25,0.33</td>
<td>9.7</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>3.33,−0.22</td>
<td>0.03,0.02</td>
<td>9.7</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>3.49,−0.24</td>
<td>0.28,0.33</td>
<td>10.9</td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>3.33,−0.23</td>
<td>0.03,0.02</td>
<td>16.2</td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>3.31,−0.50</td>
<td>0.36,0.55</td>
<td>11.7</td>
</tr>
<tr>
<td>7</td>
<td>10</td>
<td>3.31,−0.22</td>
<td>0.03,0.02</td>
<td>11.6</td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>3.43,−0.08</td>
<td>0.22,0.26</td>
<td>8.3</td>
</tr>
<tr>
<td>8</td>
<td>10</td>
<td>3.33,−0.21</td>
<td>0.03,0.03</td>
<td>19.6</td>
</tr>
<tr>
<td>9</td>
<td>9</td>
<td>6.80,1.16</td>
<td>1.56,0.77</td>
<td>7.0</td>
</tr>
<tr>
<td>9</td>
<td>10</td>
<td>5.38,3.53</td>
<td>0.03,0.04</td>
<td>11.2</td>
</tr>
</tbody>
</table>

Figure 3.10 shows the marginal probability profiles for the SSP and geoacoustic parameters for scenarios 1 and 10. The corresponding results for single-call inversions 2–9 (not shown) are similar to those of scenario 1 but vary somewhat in the upper sediment layer thickness and sound speed (although the profiles are consistent within their estimated uncertainties).

In scenario 1, little SSP structure is resolved by the data and the distribution of the number of SSP nodes is uniform (not shown). The limited SSP resolution, particularly with depth, is likely due to the large wavelengths of the low-order mode functions. The node depth PDF is uniform over the water column but decreases to zero over the prior bounds for effective water depth. The marginal distribution for the number of subbottom interfaces (not shown) is peaked at zero and decreases for increasing numbers of interfaces; little subbottom structure is resolved by the single-call data. Subbottom sound speed and density are resolved within their prior bounds; however, the resolution for density is only due to the joint prior bound with sound speed.
Figure 3.9: Normalized probability densities of source IF for calls 1–9 inverted independently (a–i) and jointly (j–r).

The corresponding results for the multi-call inversion suggest some SSP structure, though the upper and lower portions of the profile are very uncertain. Considering the simulation study did not include any data processing or theory error and found that data were not able to resolve even relatively simple SSP structure, it is unlikely that the relatively fine SSP structure suggested in Fig. 3.10 is real. A non-Gaussian error
Figure 3.10: Marginal probability profiles for water SSP and subbottom sound speed and density, together with their corresponding node/interface depth profiles and depth normalization profiles. Top and bottom panels show results from scenarios 1 (call 1) and 10 (calls 1–9), respectively. Plot bounds are the prior bounds for SSP and geoacoustic parameters, though subbottom sound speed and density are further constrained by a joint prior PDF.

process might have contributed to the fine-scale SSP result. Still, the sound speed at mid-depth in the water column is approximately 1450 m/s which is reasonable for this Arctic region in the fall. The geoacoustic profiles are similar to those of call 1 but the prominent interface depth is constrained between approximately 15
Figure 3.11: Top: Marginal PDF for subbottom sound speed in the top 5 mbsf from inversion of airgun modal dispersion and bowhead whale-call data (scenario 10). Bottom: Marginal PDF for effective water depth from separate (S1–S9) and joint (S10) inversions, with the water depths measured during AMAR deployments indicated by the shaded region.

and 28 m below the seafloor (mbsf), below which the parameters are very uncertain. Figure 3.11 compares the top 5 mbsf subbottom sound speed PDF from scenario 10 to that from a recent geoacoustic inversion based on dispersion of airgun signals (with 5 modes) at a site \(\sim 16\) km away from AMAR A. The probability densities peak at different bottom sound speeds but the PDF from the bowhead whale call inversion has heavy tails that overlap with the higher-resolution PDF from the airgun modal dispersion inversion.

Figure 3.11 also shows the marginal probability densities for effective water depth and the shaded region indicates the range of water depths measured during AMAR deployments. The probability densities for scenarios 1–9 overlap with the water depth measurements but vary in width and most-probable depth. The PDF for scenario 10 is more constrained than the ensemble of probability densities from single-call inversions and has standard deviation of 1.7 m.

The environmental properties estimated in the inversion can be used to predict received levels (RL) which are useful in the context of underwater noise environmental impact assessments. In such assessments, the maximum RL over all depths in the water column is often considered as a function of range to estimate distances
to sound-level thresholds relevant to the protection of marine mammals. RL can be calculated using environmental parameters from either the prior or posterior probability densities, and the RL uncertainty differences illustrate the information gained by inverting the modal-dispersion data. Figure 3.12 shows the normalized probability density for maximum-over-depth RL for a 0 dB source at 2 m depth for 70 Hz using environmental samples from the prior and posterior environmental probability densities of scenario 10 (sediment attenuation for all layers and the halfspace in each sample were independently chosen from a uniform distribution bounded by 0 and 0.2 dB per wavelength). The information content of the data has significantly constrained the predicted RL at any given range, and, more importantly, the range at which levels are reached.

Table 3.7 lists the mean relative AMAR clock offsets (to reference AMAR A) and the estimated uncertainties. The single call inversions provide estimated clock offsets with uncertainties that varied between 8 and 728 ms. Clock offset uncertainties are correlated with distance from the reference recorder and strongly reflect localization uncertainty (e.g., offset uncertainties on AMARs F and G for call nine are relatively large which is reflective of the large position uncertainty perpendicular to the main axis of the AMAR cluster). The multi-call inversion (scenario 10) produced significantly reduced clock offset uncertainties compared to the corresponding single-call inversions with estimated uncertainties of 3 to 26 ms (a reduction of up to 96%).

The fit to the data achieved in scenario 1 is shown in Fig. 3.13 including the picked
Table 3.7: Estimated relative AMAR clock offsets and 2SD uncertainties (s) for the bowhead whale call inversions.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>$\Delta_B$</th>
<th>$\Delta_C$</th>
<th>$\Delta_D$</th>
<th>$\Delta_E$</th>
<th>$\Delta_F$</th>
<th>$\Delta_G$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>24.04,0.008</td>
<td>97.84,0.022</td>
<td>53.49,0.090</td>
<td>54.34,0.214</td>
<td>53.13,0.046</td>
<td>45.91,0.079</td>
</tr>
<tr>
<td>2</td>
<td>24.07,0.015</td>
<td>97.86,0.034</td>
<td>53.59,0.065</td>
<td>53.19,0.105</td>
<td>45.92,0.153</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>24.04,0.028</td>
<td>53.75,0.284</td>
<td>54.50,0.432</td>
<td>52.99,0.177</td>
<td>45.88,0.047</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>24.04,0.015</td>
<td>97.80,0.054</td>
<td>53.47,0.135</td>
<td>54.34,0.188</td>
<td>53.20,0.090</td>
<td>45.86,0.018</td>
</tr>
<tr>
<td>5</td>
<td>24.05,0.024</td>
<td>53.47,0.203</td>
<td>54.09,0.254</td>
<td>53.03,0.149</td>
<td>45.88,0.034</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>24.04,0.023</td>
<td>97.84,0.081</td>
<td>53.62,0.218</td>
<td>54.56,0.308</td>
<td>53.18,0.136</td>
<td>45.87,0.027</td>
</tr>
<tr>
<td>7</td>
<td>24.04,0.038</td>
<td>53.33,0.259</td>
<td>54.22,0.313</td>
<td>53.27,0.240</td>
<td>45.84,0.029</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>24.05,0.017</td>
<td>97.88,0.063</td>
<td>53.70,0.161</td>
<td>54.59,0.224</td>
<td>53.12,0.108</td>
<td>45.90,0.025</td>
</tr>
<tr>
<td>9</td>
<td>24.02,0.016</td>
<td>97.75,0.054</td>
<td>53.60,0.728</td>
<td>53.62,0.203</td>
<td>45.54,0.101</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>24.04,0.003</td>
<td>97.84,0.003</td>
<td>53.54,0.009</td>
<td>54.39,0.026</td>
<td>53.16,0.007</td>
<td>45.87,0.005</td>
</tr>
</tbody>
</table>

arrival times and the 5th and 95th percentiles for estimated arrival times, calculated from a random sample of 5000 models from the PPD. The inversion sampled models that produce predicted times in excellent agreement with the picked times. Fits to the data for other scenarios were similar and are not shown here for brevity; however, the standard deviations for the residuals in all scenarios are quantified in Table 3.6. The call standard deviations generally increased somewhat for the multi-call scenario because all calls had to be fit with a single environmental model and set of relative clock offset parameters.

### 3.6 Summary and conclusion

This chapter presented Bayesian inversion of low-frequency bowhead whale-call modaldispersion data (both simulated and measured) received at a cluster of asynchronous hydrophones. Mode arrival times were determined from time-frequency analysis of calls after filtering individual modes using a modified warping procedure that accounted for a non-impulsive source. The arrival times were then used in the inversion to estimate the whale location, source instantaneous frequency, water sound-speed profile, subbottom geoacoustic properties, and relative recorder clock offsets, all with estimated uncertainties. A trans-dimensional framework was applied for the water-column SSP and subbottom geoacoustic layering properties to account for uncertainty in model parameterization that would be difficult to account for in a fixed-dimensional inversion (particularly for the SSP).
Figure 3.13: Mode arrival times for whale call 1 (× symbols) on recorders A–G, and the 5th and 95th percentile predicted arrival times calculated from a random sample of models from the PPD (horizontal lines).

A simulation study characterized the ability of the inversion to estimate the unknown parameters. Joint inversion of modal-dispersion data from multiple calls was found to substantially decrease whale location and recorder clock offset uncertainties.
compared to single-call inversions. Exact prior knowledge of the SSP and/or geoa-
coustic properties was found to produce a relatively small improvement in localization
and clock offset uncertainties. The inverted data provided little information on the
SSP and water depth which may be due to the low frequencies and low-order modes
(1 and 2) used for the simulation. The estimates of the geoaoustic profiles, whale
call source IF, and relative recorder clock offsets were consistent with the true values
within the estimated uncertainties.

Inversion results for bowhead whale calls recorded in the Chukchi Sea showed
similar effects to the simulation study. The localization and relative recorder clock
offset results improved substantially when including multiple calls in the same inver-
sion. The SSP and subbottom density were not resolved but the estimated effective
water depth was constrained in the multi-call inversion and agreed with water depth
measurements. The resolution of seabed sound speed was much less than that found
in a previous Chukchi Sea study of modal dispersion inversion of airgun data which
exploited the impulsive nature of the source and involved a higher modal content (up
to five modes compared to only two in the whale-call data). Nevertheless, the en-
vironmental information provided by the bowhead whale-call modal-dispersion data
was found to significantly reduce uncertainty in predicted received levels (transmis-
sion loss) for the measurement location by applying environmental knowledge from
the PPD rather than from the prior.

Overall, modal-dispersion data and the trans-D inversion approach are shown to
be capable of estimating locations of bowhead whales several kilometres from an
asynchronous hydrophone cluster to accuracies of 30–160 m in an uncertain range-
independent environment. This localization accuracy is sufficient for determining if
marine mammals are exposed to sound levels above specific thresholds (so that miti-
gation strategies can be implemented). The inversion also resolved relative recorder
clock offset to uncertainties less than 30 ms. This synchronization is sufficient for
localizing marine mammals using other types of calls that are not suitable for mode
arrival time estimation (e.g., using time-difference-of-arrival data). Whale tracking
and marine mammal density estimation may be possible using such an approach since
it can be applied to a much larger data set of marine mammal vocalizations. Per-
forming modal dispersion-based localization and synchronization at multiple times
throughout a long-duration recording could provide information on relative recorder
clock drift rates.
Chapter 4

Bowhead whale localization using time-difference-of-arrival data from asynchronous recorders

This chapter estimates bowhead whale locations and uncertainties using nonlinear Bayesian inversion of the time-difference-of-arrival (TDOA) of whale calls recorded on omni-directional asynchronous recorders in the Chukchi Sea, Alaska. A Y-shaped cluster of seven autonomous ocean-bottom hydrophones, separated by 0.5–9.2 km, was deployed for several months over which time their clocks drifted out of synchronization. Hundreds of recorded whale calls are manually annotated with time-frequency bounds and associated between recorders. The TDOA between all hydrophone pairs are calculated from filtered waveform cross-correlations and depend on the whale locations, hydrophone locations, relative recorder clock offsets, and effective waveguide sound speed. The inversion estimates all of these parameters and their uncertainties as well as data error statistics. The problem is highly nonlinear and a linearized inversion did not produce physically-realistic results. Whale location uncertainties can be low enough to allow tracking of migrating whales that vocalize repeatedly over several minutes. Estimates of clock drift rates are obtained from inversions of TDOA data over two weeks and agree with corresponding estimates obtained from long-time averaged ambient noise cross-correlations. The inversion is computationally efficient and suitable for application to large data sets of manually- or automatically-detected whale calls.
4.1 Introduction

Localizing marine mammals is important for estimating their distributions and movement. Passive acoustic monitoring can be used to infer the presence and location of vocalizing marine mammals over long time periods using autonomous underwater recorders to record calls from animals over large areas. Many localization techniques rely on recorder synchronization but the clocks in low-power underwater recorders are often susceptible to temperature changes and tend to drift out of synchronization with respect to each other over long-duration deployments. This chapter presents a non-linear Bayesian inversion for localizing bowhead whales in the Chukchi Sea using call time-difference-of-arrival (TDOA) data derived from calls recorded on asynchronous seabed recording systems.

TDOA localization methods have been developed and used extensively for synchronized recorders.\(^9\)\(^\text{--}^\text{11}\),\(^72\)\(^\text{--}^\text{88}\) The localization problem is more difficult with unsynchronized recorders and difficulties are further compounded if the recorder locations and/or water sound speed are uncertain.\(^89\) A linear clock drift between deployment and recovery is often assumed,\(^90\) but this may not accurately reflect the true clock drift especially during periods of rapid temperature change (e.g., upon deployment and recovery). Sabra \textit{et al.}\(^91\) showed that ambient noise can be used to synchronize and locate array elements using cross-correlations if the local sound speed is known and the noise sources are distributed uniformly in azimuth. This technique has been successfully applied to small-aperture arrays;\(^73\) however, the large averaging times required for wide-aperture arrays can preclude synchronization if the clocks drift significantly over the duration required to build the time-domain Green’s function (derivative of the cross-correlation between receivers). Equipping recorders with global positioning system (GPS) devices can provide accurate timing and position information\(^92\)\(^\text{--}^\text{95}\) but requires a GPS receiver at the sea surface which may not be practical/possible in all environments (e.g., ice-covered waters). Recorders with chip-scale atomic clocks can stay adequately synchronized but have been expensive and require more power.

A previous study involving an unsynchronized wide-aperture array used a non-linear Bayesian inversion to estimate bowhead whale locations and recorder clock offsets using modal-dispersion data.\(^37\) That approach was based on extracting dispersion data (arrival times as a function of frequency) for multiple water-borne acoustic modes using a warping time-frequency analysis,\(^22\) and inverting the data for whale
locations, clock offsets, the instantaneous frequency function of each whale call, and environmental models (sound-speed profile of the water column and sound-speed and density profiles of the seabed). Sound propagation was modelled using a normal-mode code and the inversion used trans-dimensional Markov-chain Monte Carlo sampling\textsuperscript{32} to account for the unknown number of points and layers in the sound-speed profile and seabed, respectively. Although that method was quite accurate, the computational expense of the propagation model and environmental inversion (as well as the manual effort in data processing) prohibited the method from being applied to large numbers of whale calls. In this chapter, I use a much simpler and faster (but less accurate) propagation/environmental model and a nonlinear Bayesian inversion to estimate bowhead whale locations using whale-call TDOA data (the inversions were two to four orders of magnitude faster per whale localization). Acoustic propagation is modelled as straight acoustic paths in the horizontal plane with an unknown effective sound speed. The nonlinear inversion considers the whale locations, relative recorder clock offsets, sound speed, and recorder locations as unknown parameters (with varying levels of prior information) that are all estimated simultaneously. The inversion also rigorously estimates residual error statistics and quantitative uncertainties for all parameters. I note that a corresponding linearized Bayesian inversion I developed was even faster but often did not produce physically-realistic results, indicating that the inverse problem is strongly nonlinear.

The nonlinear inversion is applied here to batches of bowhead whale-call TDOA data (both simulated and measured) occurring over time periods which are short enough that the clocks do not drift significantly (approximately 30 minutes). A simulation study investigates how uncertainty probability density functions (PDF) for whale locations change with the number of recorders that detected each call and the source-receiver geometry, as well as the degree to which the other parameters are constrained. The measurement study considers bowhead whale-call TDOA data obtained from recordings of an underwater sound measurement program in the Chukchi Sea, Alaska.\textsuperscript{18} Although the low-frequency bowhead calls propagate as normal modes in the shallow-water environment, dispersive (call spreading) effects are of much less significance than the propagation time from source to receiver. Hundreds of bowhead whale calls were manually annotated and associated from recordings of seven seabed-mounted recorders. The inversion results showed the recorder geometry was suitable for bowhead whale localization and estimating relative recorder clock offsets including long-term drift rates. Whale location uncertainties are often small enough to asso-
ciate calls with distinct whales and track repetitively-calling whales (or whale groups) with reasonable swim speed. I also show an example of possible whale responses to hearing another whale’s call (a known behaviour of bowhead whales\textsuperscript{96,97}).

4.2 Bowhead whale-call data

Long-term underwater acoustic recordings were collected by JASCO Applied Sciences from August to October, 2013, as part of an acoustic measurement program designed, in part, to record marine-mammal calls over a large area of the Chukchi Sea.\textsuperscript{18} The recordings were made using 28 of JASCO’s Autonomous Multichannel Acoustic Recorders (AMARs) which drifted out of synchronization with each other over the deployment period. Each recorder was equipped with a single Geospectrum M8E hydrophone (nominal sensitivity $-164$ dB re 1 V/µPa) and recorded 24-bit samples at a 64 kHz sampling rate. Most recorders were spaced tens of kilometres apart; however, a cluster of closely-spaced recorders was centred around Shell’s 2012 drilling location to quantify sound levels from oil and gas exploration activities. Seven recorders (denoted by JASCO as BGA–BGE, BGH, and BGJ, but herein renamed as A–G, respectively) were deployed within 8 km of the drill site ($71^\circ18.5'$N, $163^\circ12.7'$W) at nominal distances of 0.5, 1, 2, 4, and 8 km (three AMARs were deployed at 2-km range at different azimuths). Approximate AMAR locations were recorded upon deployment using GPS. The water depths at the seven AMAR deployment locations varied between 46.0 and 48.7 m.

Bowhead whales passed the AMAR cluster during their annual fall migration from the Beaufort and Chukchi Seas to the Bering Sea. The AMARs recorded thousands of bowhead calls (mostly at frequencies below 400 Hz) and many of the calls were detected on multiple AMARs in the cluster. The bowhead whale calls and other acoustic events (e.g., seismic pulses) were used to approximately synchronize the recorders by listening to the recordings and observing time-frequency characteristics of the events. Bowhead whale calls were detected manually and assigned start and end times relative to the corresponding recorder’s clock, as well as lower and upper frequencies. For this study, I manually made 1926 annotations of 347 unique bowhead whale calls recorded on AMARs A–G during six half-hour time windows between 27 September and 11 October. The same call was identified on multiple AMAR recordings by listening to the recordings and observing corresponding spectrograms of the call. For each call, corresponding detections on all recorders were associated
Figure 4.1: Spectrograms of bowhead whale calls recorded on AMARs A–G on 3 Oct. Times are given in minutes and seconds after midnight for each AMAR clock. Note that the relative recorder clock offsets are much larger than any physically-realistic propagation effect but it is still possible to (approximately) time-align the recordings by assigning the same unique call name to each annotation. Figure 4.1 shows an example of spectrograms from each AMAR during a 90-s period on 3 October.
4.3 Theory

4.3.1 Data processing

Call waveforms were band-pass filtered within their lower and upper frequencies and then cross-correlated with detections of the same call from other recorders. In this chapter, I consider whale calls recorded at up to seven recorders which yields up to 21 cross-correlation functions per call. The envelopes of the normalized cross-correlation functions were computed (most calls were 0.5–2.1 s long) and the TDOAs were determined by the time delay of the envelope’s maximum. The TDOAs were sorted in descending order by the maximum values of the envelopes (typically in the range 0.3–0.8) and the first two and up to six linearly independent TDOAs were saved for the inversion (linearly dependent TDOAs were discarded). This was done because using linearly dependent TDOA is inconsistent with the assumptions of independent data errors (described in Sec. 4.3.3) and could result in underestimating uncertainties in the whale locations. It also reduced the influence of call dispersion on TDOA data (not accounted for in the propagation model), as higher cross-correlation maxima favoured similarly dispersed calls which yielded more-accurate TDOA data.

4.3.2 Bayesian inversion

The call arrival times depend on the whale and receiver locations, time of the call, and relative recorder clock offsets. Using a simple straight-path time-of-flight propagation model, the arrival time for call $w$ at recorder $i$ is

$$t_{wi} = \tau_w + \frac{\sqrt{(x_w - X_i)^2 + (y_w - Y_i)^2}}{c} + \Delta_i,$$

where $\tau_w$ is the time of the whale call, $x_w$ and $y_w$ are the easting and northing coordinates of the whale, $X_i$ and $Y_i$ are the coordinates of the recorder, $c$ is the effective waveguide sound speed (discussed below), and $\Delta_i$ is the recorder clock offset relative to a reference recorder. The bowhead whale calls analyzed for this chapter propagate as normal modes in the shallow-water environment. The sound speed $c$ is therefore an effective average modal group speed (less than the water sound speed) weighted by the frequency and modal content of the calls (the latter is also dependent on source depth). Considering TDOAs for a whale call recorded at receivers $i$ and $j$
removes the dependence on whale call time, as given by

\[ t_{wi} - t_{wj} = \frac{\sqrt{(x_w - X_i)^2 + (y_w - Y_i)^2}}{c} - \frac{\sqrt{(x_w - X_j)^2 + (y_w - Y_j)^2}}{c} + \Delta_i - \Delta_j. \]  

(4.2)

The Bayesian inversion estimates the unknown model parameters \( \mathbf{m} = [x_1, \ldots, x_W, y_1, \ldots, y_W, X_1, \ldots, X_R, Y_1, \ldots, Y_R, \Delta_2, \ldots, \Delta_R, c]^T \), where \( W \) is the number of whale calls, \( R \) is the number of recorders (with recorder 1 as the reference recorder so \( \Delta_1 = 0 \)). In addition, the error standard deviation is also considered unknown and treated as described in Sec. 4.3.3. The inversion is carried out by sampling the posterior probability density (PPD) of the model parameters given the measured data and prior information with Metropolis-Hastings sampling,28,29 a Markov-chain Monte Carlo algorithm. Parallel tempering40–43 and parameter rotation38 are used to efficiently sample potentially multi-modal PPD structure which involve highly-correlated parameters. Parameter rotation is implemented for all model parameters using eigenvalue decomposition of the model covariance matrix (estimated using all previous MCMC samples) and perturbing the current model along a randomly-selected eigenvector using symmetric Gaussian proposal densities with variance given by corresponding eigenvalues. The model transition acceptance probability is applied after perturbing the current model and depends on the prior, proposal, and likelihood ratios. Uniform (bounded) prior probability densities are used for all model parameters and symmetric (Cauchy) probability densities are used for the proposals, reducing the model transition acceptance probability to the likelihood ratio (Sec. 4.3.3).

The upper (prior) bound for sound speed was set to be the maximum expected water sound speed in the area during September and October.80,98,99 The minimum sound speed was approximately the lowest group speed of mode 3 as estimated using environmental properties from a previous inversion of bowhead whale modal-dispersion data recorded on the same hydrophones.37 Mode 3 was the highest-order mode observed in all annotated calls. Recorder locations (easting and northing) were allowed to vary by up to 50 m from their GPS-based deployment locations to account for recorder location uncertainty. The intent is not so much to localize the recorders as to quantitatively account for deployment location uncertainties in the whale localization uncertainties. Relative recorder clock offsets were allowed to vary by up to 5 s from the median of all TDOAs for each recorder.
4.3.3 Likelihood

The likelihood function is defined by the residual error PDF. Measurement, data-processing, and theory errors comprise residual errors and their PDFs are often unknown. Residual errors for model \( m \) are given by \( d - d(m) \), where \( d \) and \( d(m) \) are the measured and predicted (TDOA) data, respectively. I assume residual errors are independent and Gaussian-distributed in this chapter, the validity of which is checked \textit{a posteriori}. For \( N \) data, the corresponding likelihood function is

\[
L(m) = \frac{1}{(2\pi)^{N/2}\sigma^N} \exp \left[ -\frac{|d - d(m)|^2}{2\sigma^2} \right],
\]

where \( \sigma \) is the error standard deviation. Setting \( \partial L/\partial \sigma = 0 \) leads to a maximum-likelihood estimate for the error standard deviation \( \sigma \):

\[
\hat{\sigma}(m) = \left[ |d - d(m)|^2/N \right]^{1/2}.
\]

Equation (4.4) expresses \( \sigma \) in terms of the data and other unknown model parameters, allowing implicit sampling of \( \sigma \) by sampling explicitly over the parameters in \( m \).\(^{79}\)

4.4 Simulation study

This section illustrates the capabilities and limitations of the TDOA localization in a simulation study based on bowhead whale recordings in the Chukchi Sea (described in Sec. 4.2). The simulation considered 12 calls recorded on up to seven asynchronous recorders (A–G). The recorder locations were taken from coordinates of the deployed recorder cluster\(^{18}\) to investigate how the source-receiver geometry affects location uncertainty. TDOAs were simulated using Eq. (4.2) with true model parameters listed in Table 4.1. Data were simulated for a minimum of three and up to all seven recorders, depending on the call, and linearly-dependent data (combinations of receiver pairs) were removed on the basis of larger path length differences from source to receiver. This was done to simulate the expected effect of decreasing peak cross-correlation values between recorded calls in a dispersive waveguide. Gaussian-distributed independent zero-mean random errors with standard deviation 0.12 s were added to the true TDOA data. The synthetic (noisy) data were inverted for the unknown parameters with prior bounds listed in Table 4.1. Approximately 400,000 samples were drawn from the PPD via Metropolis-Hastings sampling, after a suitable
burn-in period.

Table 4.1: True model parameters and corresponding prior bounds for the simulation study. Priors given with ± indicate bounds relative to the true parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>True value(s)</th>
<th>Prior bounds</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c$ (m/s)</td>
<td>1400</td>
<td>[1300,1465]</td>
</tr>
<tr>
<td>$\Delta B-G$ (s)</td>
<td>$[-51,-53,-5,31,11,-59]$</td>
<td>±5</td>
</tr>
<tr>
<td>$x_w$ (km)</td>
<td>See Fig. 4.2</td>
<td>$[-30,30]$</td>
</tr>
<tr>
<td>$y_w$ (km)</td>
<td>See Fig. 4.2</td>
<td>$[-30,30]$</td>
</tr>
<tr>
<td>$X_{A-G}$ (m)</td>
<td>See Fig. 4.2</td>
<td>±50</td>
</tr>
<tr>
<td>$Y_{A-G}$ (m)</td>
<td>See Fig. 4.2</td>
<td>±50</td>
</tr>
</tbody>
</table>

Figure 4.2 shows the two-dimensional (2D) marginal probability densities for whale locations and the true locations for all 12 simulated calls. The localization results depend strongly on the whale location relative to the receivers that recorded its call (indicated by filled diamonds). The probability densities are constrained in both easting and northing for calls 1, 4, 7, 10, and 12 whereas PDFs for calls 2, 3, 8, 9, and 11 are constrained in bearing but not range from the recorders. The probability densities for calls 3 and 6 are the least constrained, being symmetric about the main recorder axis since the off-axis recorders F and G did not receive these calls. Generally, the location uncertainty decreases with the number of recorders that detected the call. The PDF for call 12 is multi-modal with the southeastern mode having higher-probability than the northwestern mode; however, the true call location is within the northwestern mode. Resolving this multi-modal PPD structure illustrates the usefulness of the uncertainty analysis provided by the nonlinear Bayesian inversion approach. A linearized inversion would miss the northwestern mode, and multi-modal marginal distributions for other calls.

Figure 4.3 shows normalized marginal probability densities for effective waveguide sound speed, relative recorder clock offsets, and residual error standard deviation. In all cases the marginal densities are peaked near the true values. The sound speed is not particularly well resolved within the prior bounds but the relative recorder clock offsets are estimated with uncertainties of a few tenths of seconds. Marginal probability densities for recorder locations were approximately uniform (not shown), indicating that the data do not resolve recorder locations within the prior bounds; however, recorder location uncertainties are accounted for in the whale location uncertainties.
Figure 4.2: Normalized marginal probability densities of simulated whale locations for calls 1–12. *A priori* recorder locations (simulated GPS deployment positions) are shown with diamond symbols; filled diamonds indicate recorders with TDOA data, open diamonds represent recorders without an associated call. The intersection of the dashed lines indicates true whale locations. Receivers A–G are identified for call 1.

Figure 4.4 shows a sample of the fit to the data for the first four calls with the synthetic (noisy) TDOA data and the 5th and 95th percentiles for estimated TDOAs, calculated from a random sample of 5000 models from the PPD. The data index on the $x$-axis represents TDOA data from different recorder pairs. The observed and estimated TDOAs were reduced by the difference of the clock offset estimates [taken from the most-probable or maximum *a posteriori* (MAP) model sample] so the percentile differences were perceptible. The inversion sampled models that produced predicted TDOA data in excellent agreement with the measured data. The data fits
Figure 4.3: Normalized marginal probability densities for effective sound speed, relative recorder clock offsets, and residual error standard deviation for the simulation. True values are indicated with dashed lines.

Figure 4.4: Simulated (×) and predicted (−) TDOA data (s) for simulated whale calls 1–4, reduced by the difference in relative recorder clock offsets from the MAP model. Predicted data are shown for the 5th and 95th percentiles of TDOA data from a random sample of the PPD.

to other calls were qualitatively similar and are not shown for brevity.
4.5 Chukchi Sea whale localization results

The Bayesian inversion was applied to six batches of bowhead whale-call TDOA data from different half-hour periods of the recordings (referred to as scenarios S1–S6, Table 4.2). I do not expect the relative recorder clock offsets to change significantly over the half-hour periods. The inversions were carried out on a desktop computer using a single 4.4 GHz central processing unit. Convergence was reached after collecting approximately 200,000 PPD samples which took between 1 and 10 hr depending on the scenario. The inversions were found to produce approximately Gaussian-distributed data residuals (Fig. 4.5) that were independent of time.

Table 4.2: Start dates and times for the six half-hour time windows analyzed for Chukchi Sea bowhead whale calls.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Start Date</th>
<th>Start Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>2013-09-27</td>
<td>00:30:00</td>
</tr>
<tr>
<td>S2</td>
<td>2013-09-27</td>
<td>01:00:00</td>
</tr>
<tr>
<td>S3</td>
<td>2013-09-27</td>
<td>01:30:00</td>
</tr>
<tr>
<td>S4</td>
<td>2013-10-03</td>
<td>00:00:00</td>
</tr>
<tr>
<td>S5</td>
<td>2013-10-06</td>
<td>00:00:00</td>
</tr>
<tr>
<td>S6</td>
<td>2013-10-11</td>
<td>03:39:00</td>
</tr>
</tbody>
</table>

Figure 4.5: Histograms of residuals \([d - d(m)]\) for scenarios 1–6. Dashed lines indicate Gaussian distributions that are scaled by the residual standard deviation and the number of data for the corresponding scenarios.
Figure 4.6 shows the MAP whale locations for the six scenarios. Many of the 2D marginal probability densities for whale locations overlap, making them difficult to display on the same plot. For brevity, I only show a few (12) examples of localization marginals to illustrate the variety of PDF shapes in Fig. 4.7. Location uncertainty tends to increase with distance from the centre of the AMAR cluster. When the off-axis recorders do not record a call, the probability densities are symmetric about the cluster axis (panels d, j, and l). These three PPDs illustrate the potentially strong non-linearity of the inverse problem. Furthermore, the marginal densities can be multi-modal (panel d); resolving such probability densities required parallel tempering to provide sufficient sampling of all modes. The direction of arrival for calls at long ranges (panels b and h, and to a lesser degree, panels e, f, and i) is adequately determined but the range to the cluster is poorly constrained.

Although true whale locations are unknown, the nine whale calls analyzed using modal dispersion data in Chapter 3 were also analyzed using TDOA data in S6 for this chapter, so the localization results can at least be compared. Figure 4.8 shows the marginal PDFs for the whale locations in S6 that correspond to the nine calls in Chapter 3 (Fig. 3.8). In general, the TDOA-based locations agree and have uncertainties comparable to or larger than those of the modal dispersion-based estimates. One ex-
Figure 4.7: Normalized marginal probability densities of bowhead whale locations for 12 selected calls. *A priori* AMAR locations (GPS deployment positions) are shown with diamond symbols; filled diamonds indicate AMARs with corresponding annotations, open diamonds represent AMARs without associated call annotations.

ample where the TDOA data provides significantly less location information is for call 2; the range to the array is uncertain here but is well resolved by the modal-dispersion data in Fig. 3.8. Also note that the TDOA-based location for call 9 corresponds best with the dispersion-based location from the joint (multi-call) inversion.

The numerous whale location estimates close to AMARs A, F, and G in S1–3 shown in Fig. 4.6 form a roughly north–south oriented line. The call times can be estimated by rearranging Eq. (4.1) for $\tau_w$ using the call annotation time for $t_{wi}$, resulting in slightly different estimates from each AMAR. For the following analysis, I set the times for each call to the mean of the call times estimated from each AMAR. Figure 4.9 shows the whale easting and northing vs. time for S1–3. The locations
Figure 4.8: Normalized marginal probability densities of bowhead whale locations from S6 for the same calls as analyzed using modal dispersion data in Chapter 3. Call numbers on each panel correspond to call numbers in Chapter 3. Marginal densities for pairs of calls (3-4, 5-6, 7-8) are duplicated here because the annotations for the TDOA analysis encompassed both calls, treating the call pairs as single calls. The easting and northing extents are identical to those in Fig. 3.8 to allow direct comparison between the figures. Note that the marginal density for call 2 extends away from the AMARs to the boundary formed by the minimum easting and northing prior (-30 km).

estimated from periodic bursts of calls may indicate a whale (or whale group) travelling southward at approximately 3 km/hr, a reasonable (although somewhat slow) speed for migrating bowhead whales.66

The estimated whale locations, call times, and sound speed can be used to examine possible whale response to receiving other calls (i.e., a responder whale that makes a call after hearing a caller whale’s call). I illustrate two examples of this with different levels of uncertainty in Fig. 4.10. The left panels show normalized 2D probability
densities for the acoustic wavefront location of the caller’s call at the time of the responder’s call. Contours of the whale location probability densities and a priori recorder locations are also shown. The right panels show the normalized probability densities for the response delays (i.e., response call time after receiving the initial call). The upper panels show a caller/responder pair where the response delay is well constrained to just over 1 s. The lower panels show a caller/responder pair where the response delay PDF peaks at a few seconds but is quite wide and extends to negative delays, indicating that the responder may have called before hearing the first call. Most of the potential caller/responder calls I examined had relatively large uncertainties in response delays (larger than those in the lower panels of Fig. 4.10) which precluded a probabilistic analysis of the response delay for large numbers of call pairs.

Table 4.3 lists the mean sound speed, relative recorder clock offsets, and residual error standard deviations with uncertainties for S1–6, as well as clock offset estimates from a modal-dispersion inversion\textsuperscript{37} for a shorter time window within that of S6. Figure 4.11 shows the corresponding marginal probability densities for S6 (corresponding figures for S1–5 are omitted for brevity). The average effective waveguide sound speed and two-standard deviations (2SD) were 1403 and 35 m/s, respectively. The sound speed corresponds approximately with the average mode group speeds expected for the measurement environment for the frequencies of the annotated bowhead whale calls (1436 and 1383 m/s for modes 1 and 2, respectively). The clock drifts are approximately linear over the scale of days (also see Fig. 4.12). The estimated clock offsets
Figure 4.10: Normalized PDFs for (left) wavefront location from a caller whale at the time a (potential) responder makes a call, and (right) response delay of the responder. Contours of the marginal PDFs for whale locations are also shown on the left panels. Top and bottom rows show examples from pairs of calls in S6 and S4, respectively.

in S6 are similar to but not consistent (within uncertainties) with those in Warner et al.\textsuperscript{37} using whale-call dispersion inversion. The latter estimates are likely more accurate because the normal-mode modelling of dispersive propagation is more accurate and dispersion data are more informative than the straight-path time-of-flight model and TDOA data used in this chapter.

Figure 4.12 shows the mean clock offset estimates from the whale call inversion vs. time compared with point estimates obtained from cross-correlations of ambient noise.\textsuperscript{91} For the latter, long-time (1–4 days) ambient noise cross-correlation functions (NCF) were estimated by averaging NCFs calculated from sequential five-minute recordings. Such long time-averages were required to build the NCF due to the relatively large recorder separations; however, over these long durations, the clocks drifted relative to each other. To account for this, relative clock drift rates were estimated from the clock offset inversion results (they varied from approximately 11 to 54 ms/hr) and the cross-correlations were calculated after delaying each five-minute noise segment of the non-reference recorder using drift rates of approximately ±10 ms/hr from the inversion estimates with 1 ms/hr increments. The acoustic noise segments were band-pass filtered between 50 and 250 Hz and clipped to reduce the
Table 4.3: Estimated effective waveguide sound speed, relative AMAR clock offsets, and residual error standard deviations, all with corresponding 2SD uncertainties for the bowhead whale call inversions. Clock offset estimates from a previous study (Warner et al.\textsuperscript{37}) during a smaller time window of S6 are also included.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>c (m/s)</th>
<th>$\Delta_B$ (s)</th>
<th>$\Delta_C$ (s)</th>
<th>$\Delta_D$ (s)</th>
<th>$\Delta_E$ (s)</th>
<th>$\Delta_F$ (s)</th>
<th>$\Delta_G$ (s)</th>
<th>$\sigma$ (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1454.18</td>
<td>20.42,0.055</td>
<td>79.70,0.074</td>
<td>44.17,0.099</td>
<td>42.45,0.162</td>
<td>42.20,0.088</td>
<td>37.93,0.159</td>
<td>0.10,0.010</td>
</tr>
<tr>
<td>2</td>
<td>1421.49</td>
<td>20.42,0.052</td>
<td>79.66,0.058</td>
<td>44.01,0.098</td>
<td>42.19,0.347</td>
<td>42.35,0.092</td>
<td>37.96,0.097</td>
<td>0.10,0.009</td>
</tr>
<tr>
<td>3</td>
<td>1322.42</td>
<td>20.42,0.055</td>
<td>79.54,0.069</td>
<td>43.87,0.116</td>
<td>42.32,0.431</td>
<td>42.70,0.090</td>
<td>38.19,0.082</td>
<td>0.13,0.035</td>
</tr>
<tr>
<td>4</td>
<td>1422.25</td>
<td>21.93,0.058</td>
<td>87.30,0.051</td>
<td>48.05,0.068</td>
<td>47.35,0.100</td>
<td>46.94,0.058</td>
<td>41.33,0.063</td>
<td>0.13,0.007</td>
</tr>
<tr>
<td>5</td>
<td>1429.45</td>
<td>22.73,0.069</td>
<td>91.24,0.075</td>
<td>50.18,0.113</td>
<td>49.33,0.101</td>
<td>43.10,0.075</td>
<td>43.10,0.075</td>
<td>0.14,0.012</td>
</tr>
<tr>
<td>6</td>
<td>1370.31</td>
<td>24.09,0.043</td>
<td>97.97,0.046</td>
<td>53.79,0.097</td>
<td>54.76,0.202</td>
<td>53.37,0.063</td>
<td>46.01,0.047</td>
<td>0.13,0.011</td>
</tr>
<tr>
<td>Ref. [37]</td>
<td>N/A</td>
<td>24.04,0.003</td>
<td>97.84,0.003</td>
<td>53.54,0.009</td>
<td>54.39,0.026</td>
<td>53.16,0.007</td>
<td>45.87,0.005</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Figure 4.11: Normalized marginal probability densities for effective sound speed, relative recorder clock offsets, and residual error standard deviation estimated from the bowhead-whale call TDOA data in S6.

The influence of transient noise events (e.g., bowhead whale calls). Only some NCFs (time period and drift rate combinations) showed the expected double-peak structure (at $\pm$ the acoustic travel time between receivers) and were suitable for estimating clock offset, likely because vessel noise significantly violated the uniform noise source distribution assumption for some time segments. For each time period that resulted in the double-peak structure, only the NCF with strongest double peaks over all trial drift rates was saved for analysis. Clock offset estimates were obtained from the average of the lags corresponding to the two peaks of the derivative of the NCF.
Figure 4.12: Relative recorder clock offset vs. time estimated from the TDOA inversion (+) and using ambient noise (○).

Figure 4.13 shows an example of the derivative of the NCF obtained from a one-day averaged NCF on 7 October, 2013 with AMARs A and B, assuming a relative clock drift rate of 11 ms/hour for AMAR B. Although the function is not perfectly symmetric about the average of the peak lags, the relative recorder clock offset can still be estimated to sufficient accuracy for comparison with the whale-call inversion results. The two-way travel-time (TWTT) corresponds to an effective waveguide sound speed of approximately 1330 m/s based on the GPS-based AMAR separation distance of 486 m which is lower than the sound speed estimated in S5 (Table 4.3). This discrepancy may be due to inaccurate AMAR locations and/or the different frequency/modal content between the coherent ambient noise and the bowhead whale calls affecting the average mode group speed. The clock offsets from all suitable NCF derivatives are shown in Fig. 4.12 with circles.

Finally, the fit to the TDOA data achieved by the Bayesian inversion is illustrated in Fig. 4.14 for the first four calls in S1 with the observed TDOAs and the 5th and 95th percentiles for estimated TDOAs, calculated from a random sample of 5000 models from the PPD. The data index on the x-axis represents TDOA data from different AMAR pairs. The observed and estimated TDOAs were reduced by the difference of the MAP clock-offset estimates so the percentile differences are perceptible. The inversion sampled models that produced predicted TDOAs that are in good agreement with the measured data. The data fits to other calls and scenarios were qualitatively similar and are not shown for brevity; however, Table 4.3 lists the residual error
Figure 4.13: Time derivative of the one-day time-averaged NCF between AMARs A and B from 7 Oct., 2013. Dotted lines indicate peak times of the envelope of the derivative of the NCF and the dashed line indicates the relative recorder clock offset (i.e., average of the two peak times).

Figure 4.14: Measured (×) and predicted (−) TDOA data (s) for bowhead-whale calls 1–4 in S1, reduced by the difference in relative recorder clock offsets from the MAP model. Predicted data are shown for the 5th and 95th percentiles of TDOA data from a random sample of the PPD.

standard deviation statistics for all scenarios. The estimated error standard deviations varied from about σ = 0.10 to 0.14 s.

4.6 Summary and conclusion

This chapter presented Bayesian inversion of bowhead-whale call time-difference-of-arrival data from recordings on an asynchronous hydrophone cluster in the Chukchi Sea. Calls were first manually detected, annotated, and associated between recorders, and then TDOAs were calculated by cross-correlating filtered waveforms. Linearly-dependent data with lower peak cross-correlation values were not included in the
inversion. This data filtering was necessary for obtaining rigorous uncertainty estimates in the Bayesian inversion (which assumed independent errors) and also reduced the influence of modal dispersion on TDOA data that was not accounted for in the straight-path time-of-flight propagation model. The TDOA data were used to estimate the whale locations, effective waveguide sound speed, relative recorder clock offsets, receiver locations, data error statistics, and their uncertainties.

A simulation study based on the recorder geometry of the Chukchi Sea acoustic measurement program illustrated the degree to which model parameters could be estimated. Sound speed and receiver locations were poorly resolved within their prior bounds but clock offsets and whale locations were estimated with relatively small uncertainties. The source-receiver geometry had a large effect on whale location uncertainties and the PPD showed nonlinear effects including multi-modal structure and left-right ambiguities for whale locations in some cases.

The inversion of bowhead whale-call TDOA data from recordings in the Chukchi Sea showed similar effects to the simulation study. Whale location uncertainty was generally smaller for calls originating closer to the centre of the receiver cluster. Some calls were well localized in two dimensions whereas other calls were well resolved in bearing but poorly resolved in range to the cluster. Several bowhead whale locations estimated from TDOA data agreed well with estimates using modal-dispersion data, although the location uncertainties were typically larger for the TDOA data. A sequence of calls received over a one-hour period were localized and likely represent the track of a whale (or whale group) travelling at approximately 3 km/hr. Examples of possible whale responses were also presented but response delay uncertainties were typically large. Relative recorder clock offsets were estimated at several times spanning a two-week period and showed approximately linear drift rates. Estimated clock offsets agreed with estimates obtained by long-time cross-correlations of ambient noise.

Overall, the inversion approach applied in this chapter is capable of estimating marine-mammal locations with uncertainties as small as 70 m (standard deviation) from recordings of calls made on a large-aperture array of unsynchronized recorders. The method requires diversity of whale locations and minimal clock drift during the analysis window. The approach can be used to estimate marine mammal spatial density or to track individuals (or groups). The inversion is suitable to automatically detected and associated marine-mammal calls, allowing analysis of large data sets.
Chapter 5

Summary and Discussion

This thesis developed hydroacoustic inversion methods to estimate bowhead whale locations and estimate environmental properties, including fully nonlinear uncertainty estimates. Bowhead whales migrate through the Chukchi Sea, Alaska, where there has recently been substantial oil and gas exploration activity. There is concern that anthropogenic noise could injure marine mammals or disturb their behaviour. Localizing marine mammals and quantifying their sound-exposure levels is therefore important for understanding their interaction with anthropogenic noise. Accurate environmental models are required for predicting sound propagation but are often unknown to sufficient detail for modelling sound at the low frequencies that are often associated with anthropogenic noise sources. This thesis develops remote-sensing techniques to estimate environmental properties and whale locations over the scale of several kilometres. The methods are applicable to acoustic data recorded on asynchronous recorders which are relatively inexpensive and easy to deploy (compared to cabled systems or multichannel arrays), and are widely used to monitor large areas.

A nonlinear Bayesian framework is used for all inversions in this thesis. In a Bayesian approach, probability is considered to represent the degree of belief and the unknown parameters are considered random variables. The solution to the inverse problem consists of properties of the posterior probability density which combines the data and prior information. The PPD is sampled numerically using a Markov-chain Monte Carlo method (and in cases where the model parameterization is unknown, a reversible-jump MCMC method). Relatively uninformative bounded uniform prior probability densities are used so the information in the data primarily determines parameter uncertainties and resolved model structure.

The thesis considered three distinct but closely related data sets/inversion ap-
proaches. The first involved estimating environmental parameters from airgun modal-dispersion data in a trans-dimensional inversion. Airgun modal dispersion is quantified from single-channel autonomous recorder data using time-frequency analysis and inverted for the SSP and subbottom properties. A nonlinear resampling technique (warping) is used to improve the modal-dispersion resolution. The inversion is trans-D in terms of the number of water-column SSP nodes, subbottom layers, and first-order auto-regressive error parameters (modelling correlated errors). Estimated uncertainties for environmental properties include uncertainties associated with the uncertainty in model parameterization. A simulation study showed the inherent limitations of the data processing method can lead to autocorrelated errors of mode arrival times and can comprise a significant component of the total errors. Inversion of measured data yielded a SSP in excellent agreement with direct measurements (carried out with a CTD probe) and seafloor sound speeds in agreement with an independent headwave analysis.

The second data set/inversion in this thesis involved estimating bowhead whale locations and environmental parameters using modal-dispersion data. Bowhead whale-call dispersion data are quantified from asynchronous recorder data and inverted for the whale locations, environmental properties, source instantaneous frequency, and relative recorder clock offsets. A modified mode-warping technique is used to quantify modal-dispersion data from non-impulsive sources. The inversion is trans-D in terms of the SSP and subbottom layering in the same way as the airgun dispersion-based environmental characterization described above. A simulation study showed inaccurate environmental knowledge did not preclude localization as long as the environmental parameters were treated as unknown and estimated in the inversion (i.e., the data have sufficient information to constrain both the source locations and environmental parameters). Inversions of simulated and measured data showed that whale-location uncertainties decreased substantially in joint (multi-call) inversions. Estimated environmental-parameter uncertainties were larger than for airgun modal-dispersion data; however, the environmental knowledge gained by the whale-call inversions significantly reduced the uncertainties of predicted received levels as a function of range. In particular, the uncertainties in predicting the source range to a specified sound-level threshold were reduced significantly by applying environmental knowledge from the PPD rather than from the prior.

The third data set/inversion in this thesis also involved estimating bowhead whale locations but used time-difference-of-arrival data. Bowhead whale call TDOA data
were derived from asynchronous recorder data by cross-correlation and inverted for the whale locations, relative recorder clock offsets, effective waveguide sound speed, and recorder locations. A straight-path time-of-flight propagation model was used to predict TDOA data for bowhead-whale calls. The computational efficiency of this approach to data processing and propagation modelling allowed the corresponding inversion to be applied to many more whale calls than the modal dispersion-based localization. A simulation study showed nonlinear uncertainty estimates of whale locations were highly dependent on source-receiver geometry. In some cases, accurate whale locations were estimated; in others the whale’s bearing, but not range, could be estimated accurately. Some localization uncertainties were multi-modal due to symmetries in the source-receiver geometry, indicating strong nonlinearity of the inverse problem. Inversions of measured data provided estimates of relative recorder clock drift rates that agreed with independent estimates from ambient noise cross-correlations. Location estimates of a repeatedly-calling whale (or whale group) suggest the track of a whale travelling at a speed of approximately 3 km/hr. An example of possible bowhead whale response to receiving another whale’s call is shown.

All three inversion methods assume range-independent environments. The methods could be adapted for range-dependent environments by using a range-dependent forward propagation model in the inversions. This would increase the computational expense of the inversion but should provide accurate results if the range-dependence is known. It may be possible to include uncertainty in environmental range-dependence but this would significantly increase the computational expense and complexity of the algorithms.

Amplitude information is not used in this thesis since dispersion and TDOA data are independent of mode and bowhead whale call sound levels except in the sense that signals must not attenuate into the background before reaching the recorders. Environments with high sediment shear wave speeds may attenuate mode amplitudes, reducing the information in mode arrival time data. It may be possible to utilize amplitude information in a joint amplitude/arrival-time inversion but this would require treating additional parameters as unknowns (e.g., sediment attenuation or source depth). In deep-water environments where modes propagate in the deep sound channel with relatively low attenuation, the modal dispersion methods may work particularly well for localization and characterizing the SSP.

Rigorous uncertainty estimates are important for interpreting results of parameter estimation problems (e.g., inversions), and are critical when independent or “ground-
truth” information is unavailable. The Bayesian inversions developed and applied in this thesis provide rigorous parameter uncertainty estimates and account for uncertainties in model parameterization (when parameterization is unknown a priori). The airgun modal-dispersion inversion provides high-resolution environmental property estimates that are representative over a large area and can be used to accurately predict sound-exposure levels at marine-mammal locations. The bowhead-whale call dispersion inversion provides highly accurate whale location estimates and a passive-acoustic method for obtaining environmental information that could be used in a noise impact assessment prior to anthropogenic activity. The bowhead-whale call TDOA inversion provides a fast (but less precise) method for localizing relatively large numbers of whales using calls recorded on widely-distributed asynchronous recorders, allowing investigation into the effects of anthropogenic noise on marine-mammal behaviour.

In summary, the work in this thesis provides a significant contribution in terms of inversion approaches for passive whale localization and environmental characterization. A number of the inversion methods applied here (e.g., trans-D inversion, parallel tempering) have not been used previously in marine-mammal localization. The Bayesian formulation allows uncertain quantities (e.g., environmental properties, clock offsets, source IF, receiver locations) to be included in the localization inversion as unknown parameters constrained by available prior information. The whale localization uncertainties therefore account for the uncertainties of such parameters. Further, the Bayesian approach provides probabilistic estimates (combining data and prior information) for the environment, clock offsets, etc., some of which are of interest in their own right. The PPD over environmental properties is applied here in a forward-modelling application to produce probabilistic information on sound-exposure levels. The Bayesian approach quantifies the information content in an inverse problem, and the application here to different data sets (modal dispersion and TDOA) compares their accuracy for whale localization, which can be considered relative to the ease/efficiency of the data processing and inversion to evaluate the practical applicability to large data sets. Finally, it should be noted that the methods developed here are not limited to bowhead whale localization or environmental characterization in the Arctic, but could be applied generally in passive localization and/or environmental characterization applications.
Appendix A

Trans-dimensional inversion formulation

A.1 Trans-dimensional Bayesian inversion

This section develops a trans-dimensional (trans-D) Bayesian inversion for modal dispersion\textsuperscript{58,59}. Let $d$ be a random variable of $N$ observed data and let $m_k$ be a vector of $M_k$ model parameters for a physical system of interest, where $k \in K$ indexes the form of the system representation. Green\textsuperscript{32} showed that Bayes’ rule can then be written

$$P(k, m_k|d) = \frac{P(k)P(m_k|k)P(d|k, m_k)}{\sum_{k' \in K} \int_{\mathcal{M}} P(k')P(m_{k'}|k')P(d|k', m_{k'})dm_{k'}}. \quad (A.1)$$

Equation (A.1) represents a single hierarchical model of the physical system spanning several multi-dimensional subspaces. $P(k)$ is the prior distribution for $k$ which indexes the number of subbottom interfaces, number of nodes defining the water-column SSP, and state of the first-order auto-regressive [AR(1)] error model (described in Secs. A.3, A.4, and A.5, respectively). $P(m_k|k)$ is the prior probability density function (PDF) for the $M_k$ model parameters. $P(d|k, m_k)$ is the conditional data error PDF; however, for fixed (measured) data $d$, this probability is interpreted as the likelihood of the model parameters, $L(k, m_k)$.

The trans-D posterior probability density (PPD) $P(k, m_k|d)$ in Eq. (A.1) can be approximated in a Markov-chain Monte Carlo (MCMC) simulation that can transi-
tion (jump) between system representations specified by \( k \) for models of dimension \( M_k \). A reversible-jump MCMC (rjMCMC) algorithm\textsuperscript{32} is used to sample the PPD while maintaining detailed balance for unbiased sampling.\textsuperscript{100} Transitions from the current model \((k, m_k)\) to a new model \((k', m'_{k'})\) are proposed from a proposal density \( Q(k', m'_{k'}|k, m_k) \) (i.e., the probability of proposing the new model given the current model) and accepted with probability given by the Metropolis-Hastings-Green criterion

\[
\alpha = \min \left[ 1, \frac{P(k', m'_{k'})}{P(k, m_k)} \left( \frac{L(k', m'_{k'})}{L(k, m_k)} \right)^{1/T} \frac{Q(k, m_k|k', m'_{k'})}{Q(k', m'_{k'}|k, m_k)} |J| \right], \quad (A.2)
\]

where \(|J|\) is the determinant of the Jacobian for the diffeomorphism from \((k, m_k)\) to \((k', m'_{k'})\) and \(T\) is the sampling temperature which can be considered unity here but is varied in the method of parallel tempering (described below). The rjMCMC algorithm used here is the birth-death scheme,\textsuperscript{31} which has been used in several trans-D geoacoustic inversion studies.\textsuperscript{42,53,58} For the trans-D geoacoustic profile, I implement this scheme by adding or removing subbottom interfaces which define homogeneous layers with sound speed and density. For a birth step, a new subbottom interface is inserted at a random depth selected from a uniform prior. The physical properties of the layer above the new interface are chosen randomly from the prior PDF. For a death step, an existing interface is randomly selected and removed. The physical parameters of the new thicker layer are chosen from the layer below the removed interface.

This birth/death scheme differs from that used in most trans-D geoacoustic inversion work. Previous studies have used symmetric proposal probability densities centred around the current parameter values, so that high-likelihood models will be proposed if the current model has high likelihood and the proposal PDF width is relatively small.\textsuperscript{53} However, this can cause the proposal and prior ratios in Eq. (A.2) to be small which decreases the acceptance probability. Dosso \textit{et al.}\textsuperscript{59} showed that birth acceptance rates could be much higher by proposing from the prior compared to proposing close to the current model (the formulation is also simpler). I performed inversions using both schemes and found the acceptance rate was approximately four times higher when proposing from the prior than when using Gaussian proposals, resulting in faster PPD convergence.

In the water column, I implement the birth-death scheme by adding or removing SSP nodes which define a piecewise \( 1/c_w^2 \) linear profile. Birth steps involve inserting a node with a depth and sound speed selected randomly from bounded uniform prior
PDFs. For a death step, an existing node is randomly selected and removed. New parameter values are not needed for this step because the water SSP effectively heals by joining the SSP above and below the removed node. The acceptance probability for the birth and death moves for either the water column or subbottom is given by Eq. (A.2). These birth/death schemes ensure $|J|$ is unity.\(^{32}\)

Achieving efficient dimension jumps and complete sampling of potentially multimodal structure within fixed-dimensional subspaces is a challenge in trans-D inversion.\(^{42,59,101}\) One strategy is to use parallel tempering\(^{41–43,102,103}\) which applies a sequence of interacting Markov chains that sample the PPD at different temperatures $T$ [Eq. (A.2)]. The acceptance probability $\alpha$ increases with $T$ which allows more low-likelihood models to be accepted. Thus, higher-temperature chains sample the parameter space more freely, bridging potentially multimodal PPD structure or jumping dimension more readily. Lower temperature chains sample local PPD structure more efficiently. Chains with $T \neq 1$ do not provide unbiased sampling; however, the efficient exploration of the space provided by high temperature chains can be combined with unbiased $T = 1$ chains by allowing chains to probabilistically swap models according to the Metropolis-Hastings criterion: a swap of models between chains of temperatures $T$ and $T'$ is accepted with probability

$$p = \min \left[ 1, \left( \frac{L(k', m_{k'})}{L(k, m_k)} \right)^{(1/T-1/T')} \right].$$

(A.3)

Although the computational expense of the inversion increases linearly with the number of parallel-tempering chains, the rate of PPD convergence may substantially outweigh this factor for suitably-chosen temperatures.\(^{43,102}\) The chain temperatures are usually taken from a geometric sequence with swaps allowed between arbitrary chain pairs.\(^{102}\) For this thesis, 10 rjMCMC chains were used with $T_i = 1.2^i$, $i = 0, \ldots, 9$.

There is no definitive test for convergence of Markov-chain sampling to the PPD\(^{101}\) so it has been suggested that sampling should be conducted for some time after the PPD ceases to change significantly with new samples.\(^{104}\) This can result in large sample populations which can take up large computer disk space and result in long post-processing times. Chain thinning\(^{105}\) is used to reduce the correlation between samples and represent the PPD more efficiently, but it is difficult to know a priori how much to thin. The new method of fixed-length thinning\(^{60}\) overcomes this by adaptively thinning samples based on a fixed number of desired PPD samples. New
samples are probabilistically added to the PPD sample population by overwriting randomly selected existing samples while ensuring the probability of any two samples existing in the population is identical. The acceptance probability for the \( i \)th model in the chain is

\[
\alpha_i = \begin{cases} 
1, & i \leq N_{\text{tot}} \\
\frac{\alpha_{i-1} N_{\text{tot}}}{\alpha_{i-1} + N_{\text{tot}}}, & i > N_{\text{tot}}
\end{cases}
\]

where \( N_{\text{tot}} \) is the total number of samples in the desired population.

### A.2 Likelihood

The likelihood function is dependent on the residual error statistics. These errors result from measurement, data-processing, and theory errors, the statistics of which are often unknown. The errors may have an autocorrelated component that I model using an AR(1) process.\(^{53,106}\) The total data residuals for model \( m_k \) are given by

\[
r_i = d_i - d_i(m_k) - d_i(a),
\]

where

\[
d_i(a) = a(d_{i-1} - d_{i-1}(m_k))
\]

is the AR(1) process, \( d(m_k) \) are the predicted data, and \( a \) is the AR(1) coefficient. The residual errors are assumed Gaussian distributed and \( a \) is restricted between \(-0.6\) and \(0.999\). The validity of these error model assumptions are checked \textit{a posteriori}. For \( N \) data with Gaussian-distributed errors the likelihood function is

\[
L(k, m_k) = \frac{1}{(2\pi)^{N/2}|C_d|^{1/2}} \exp \left[ -\frac{1}{2}(d - d(m_k) - d(a))^T C_d^{-1}(d - d(m_k) - d(a)) \right],
\]

where \( C_d \) is a diagonal data covariance matrix [given that error covariances are represented by the AR(1) process]. Errors are assumed independent between modes and between pulses, but potential correlation over frequency for a given mode \( m \) and pulse \( p \) is characterized by the AR(1) coefficient \( a_{mp} \). Further, the error standard deviation \( (\sigma_{mp}) \) is assumed constant over frequency but potentially changes between pulses and modes. Let \( d_{mp} \) represent a vector of modal arrival times at \( N_{mp} \) frequencies. The
likelihood function is the product

\[ L(k, m_k, \sigma, a) = \prod_{p=1}^{P_{\text{tot}}} \prod_{m=1}^{M_p} \frac{1}{(2\pi \sigma_{mp}^2)^{N_{mp}/2}} \exp \left[ -\frac{||d_{mp} - d_{mp}(m_k) - d_{mp}(a_{mp})||^2}{2\sigma_{mp}^2} \right], \]

(A.7)

where \( P_{\text{tot}} \) is the total number of pulses considered and \( M_p \) is the number of modes considered for pulse \( p \). Setting \( \partial L/\partial \sigma_{mp} = 0 \) leads to a maximum-likelihood estimate for \( \sigma_{mp} \):

\[ \hat{\sigma}_{mp}(m_k) = \frac{||d_{mp} - d_{mp}(m_k) - d_{mp}(a_{mp})||^2 / N_{mp}}{1/2}. \]

(A.8)

Substituting Eq. (A.8) into Eq. (A.7) and neglecting multiplicative constants gives

\[ L(k, m_k, a) = \exp \left[ -\sum_{p=1}^{P_{\text{tot}}} \sum_{m=1}^{M_p} N_{mp} \log_e ||d_{mp} - d_{mp}(m_k) - d_{mp}(a_{mp})|| \right], \]

(A.9)

which provides an efficient treatment of unknown \( \sigma_{mp} \) without explicitly sampling additional parameters.\(^{42}\)

### A.3 Prior and proposal ratios—geoacoustics

Markov-chain moves for the geoacoustic parameters that do not change model dimension (i.e., number of subbottom layers) have unity prior and proposal ratios in Eq. (A.2) because I use a uniform prior \( P(m_k) \) and a symmetric (Gaussian) proposal PDF centred at the current parameter value. For moves that change dimension, the prior and proposal ratios are not unity. The prior PDF can be written

\[ P(k, m_k) = P(k)P(m_k|k) = P(k)P(z|k)P(c_b, \rho|k), \]

(A.10)

where \( z \) represents the set of subbottom interface depths, \( c_b \) and \( \rho \) represent layer sound speeds and densities, and \( k \) is taken here to represent the number of subbottom interfaces. The prior distribution for \( k \) is uniform from the assigned minimum to the maximum number of interfaces (0 and 10 for Chapter 2, respectively). The prior distribution for the depth partition (the set of interface depths) \( z \) is a Dirichlet distribution given by\(^{59,60}\)

\[ P(z|k) = k! z_b^{-k}, \]

(A.11)
where \( z_b \) is a fixed maximum interface depth (50 m for this thesis), below which the data are insensitive and structure cannot be resolved, and the prior PDF for \( z_i \) is uniform over \([0, z_b]\). Intuitively, this distribution can be thought of as a uniform prior \((1/z_b)\) for each of the \( k \) interfaces with the factorial term accounting for the number of interface ordering permutations. The subbottom sound speed \( c_b \) and density \( \rho \) are bound by a joint prior PDF representing an empirical relationship based on a compilation of sediment samples to constraint models to physical speed and density combinations. Density is constrained between bounds \( \rho_{\text{low}} \) and \( \rho_{\text{high}} \) (taken to be 1.3 and 2.5 g/cm\(^3\), respectively) and sound speed (m/s) is constrained between empirical functions \( c_{\text{low}}(\rho) \) and \( c_{\text{high}}(\rho) \):

\[
c_{\text{low}}(\rho) = (1.54 - 0.907\rho + 0.3659\rho^{1.88})1500.4 \quad (A.12)
\]

\[
c_{\text{high}}(\rho) = (1.60 - 0.907\rho + 0.3695\rho^{2.01})1501.4. \quad (A.13)
\]

The joint prior PDF is therefore

\[
P(c_b, \rho | k) = \begin{cases} 
A_{c\rho}^{-1}\left(k+1\right), & \rho_{\text{low}} \leq \rho_i \leq \rho_{\text{high}} \quad \forall i \\
0, & \text{else},
\end{cases} \quad (A.14)
\]

where \( A_{c\rho} \) is the prior bound area,

\[
A_{c\rho} = \int_{\rho_{\text{low}}}^{\rho_{\text{high}}}[c_{\text{high}}(\rho) - c_{\text{low}}(\rho)]d\rho. \quad (A.15)
\]

Using equations (A.11) and (A.14), the prior ratios for birth and death moves are

\[
\begin{align*}
\frac{P(k', m'_{k'})}{P(k, m_k)} & = \begin{bmatrix} P(k', m'_{k'}) \\ P(k, m_k) \end{bmatrix}_\text{birth} = \frac{k+1}{z_bA_{c\rho}}, \\
\frac{P(k', m'_{k'})}{P(k, m_k)} & = \begin{bmatrix} P(k', m'_{k'}) \\ P(k, m_k) \end{bmatrix}_\text{death} = \frac{z_bA_{c\rho}}{k}. \quad (A.16)
\end{align*}
\]

The proposal ratio for moves that jump dimension can be broken down into

\[
\frac{Q(k, m_k|k', m'_{k'})}{Q(k', m'_{k'}|k, m_k)} = \frac{Q(k|k', m'_{k'})Q(z|k', m'_{k'})Q(c_b, \rho|k', m'_{k'})}{Q(k'|k, m_k)Q(z'|k, m_k)Q(c_b', \rho'|k, m_k)}. \quad (A.18)
\]

The proposal ratio for \( k \) cancels because \( Q(k) \) is symmetric. Using the depth partition prior in Eq. (A.11) and drawing subbottom sound speed and density in birth steps
from the joint prior [Eq. (A.14)] results in proposal ratios

\[
\frac{Q(k, m_k | k', m_{k'})}{Q(k', m_{k'} | k, m_k)} = \frac{z_b A_{cp}}{k + 1},
\]

(A.19)

\[
\frac{Q(k, m_k | k', m_{k'})}{Q(k', m_{k'} | k, m_k)} = \frac{k}{z_b A_{cp}}.
\]

(A.20)

The prior and proposal ratios cancel in the acceptance probability equation, leaving

\[
\alpha = \min \left[ 1, \frac{L(k', m_{k'})}{L(k, m_k)} \right].
\]

(A.21)

Equation (A.21) is therefore applicable in birth, death, and parameter perturbation steps for the geoacoustic parameters.

A.4 Prior and proposal ratios—sound-speed profile

The water-column SSP parameterization consists of sound speeds defined at the surface and seafloor, and sound speeds and depths defined at an unknown number of nodes within the water column (between 0 and 15 nodes are used in Chapter 2). A uniform prior is used for the number of nodes and for all speeds and depths, and proposals for parameter perturbations are based on a symmetric (Gaussian) PDF centred at the current parameter value. This ensures that most terms of the prior and proposal ratios in Eq. (A.2) cancel; however, in contrast to the geoacoustic layer-stack model, the prior distribution for the SSP node-depth partition does not generally cancel.

Markov-chain moves that do not change the dimension of the SSP have unity prior and proposal ratios, except for moves that change the water depth. The prior distribution for the node depth partition \(P(z|k)\) is of the same form as in Eq. (A.11) except that \(z_b\) is now the water depth and \(k\) is the number of water-column nodes. It is straightforward to show that the acceptance probability for birth, death, and perturbation moves for the SSP becomes

\[
\alpha = \min \left[ 1, \frac{\left( \frac{z_b}{z_b'} \right)^k L(k', m_{k'})}{L(k, m_k)} \right],
\]

(A.22)

which reduces to the likelihood ratio for moves where \(z_b\) remains constant.
A.5 Trans-dimensional AR model

A trans-D algorithm is also applied to the residual error model\(^{53}\) where index \(k\) takes one of two values: \(k = 0\) indicates an error model without an auto-regressive component and \(k = 1\) indicates an AR(1) process with coefficient \(a \in [-0.6, 0.999]\). Let \(a_k\) represent the AR(1) parameter for a particular mode and pulse. Three moves are possible and are chosen with equal probability: birth of the AR(1) parameter, death of the AR(1) parameter, or a perturbation to \(a_1\). If \(k = 0\), only a birth move is possible and the prior probabilities \(P(a'_1)\) and \(P(a_0)\) are \(1/\Delta a\) and 1, respectively (here \(\Delta a\) is the width of the uniform prior PDF for \(a\)); therefore, the prior ratio is \(P(a'_1)/P(a_0) = 1/\Delta a\). The proposal probability is \(Q(a'_1|a_0) = 1/\Delta a\) and the reverse step is \(Q(a_0|a'_1) = 1/2\) since the state \(a'_1\) could arise from either a birth or perturbation. The proposal ratio is \(Q(a_0|a'_1)/Q(a'_1|a_0) = \Delta a/2\). The birth acceptance probability is therefore

\[
\alpha_{\text{birth}} = \min \left[ 1, \frac{1}{2} \frac{L(a'_1)}{L(a_0)} \right]. \tag{A.23}
\]

If \(k = 1\), either death or perturbation moves are possible. For a death move, the prior probabilities \(P(a'_0)\) and \(P(a_1)\) are 1 and \(1/\Delta a\), respectively; therefore, the prior ratio \(P(a'_0)/P(a_1) = \Delta a\). The proposal probability is \(Q(a'_0|a_1) = 1/2\) and the reverse-step probability is \(Q(a_1|a'_0) = 1/\Delta a\). The proposal ratio is \(Q(a_1|a'_0)/Q(a'_0|a_1) = 2/\Delta a\). The death acceptance probability is therefore

\[
\alpha_{\text{death}} = \min \left[ 1, \frac{2}{\Delta a} \frac{L(a'_0)}{L(a_1)} \right]. \tag{A.24}
\]

For a perturbation move, the prior ratio is unity and since symmetric (Gaussian) perturbation probability densities are used, the proposal ratio is also unity. The acceptance probability is simply the likelihood ratio

\[
\alpha_{\text{perturb}} = \min \left[ 1, \frac{L(a'_1)}{L(a_1)} \right]. \tag{A.25}
\]
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