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**ABSTRACT**

Parameter estimation is a long-lasting topic in queueing systems and has attracted considerable attention from both academia and industry. In this thesis, we design a parameter estimation framework for a tandem queueing system that collects end-to-end measurement data and utilizes the finite mixture model for the maximum likelihood (ML) estimation. The likelihood equations produced by ML are then solved by the iterative expectation-maximization (EM) algorithm, a powerful algorithm for parameter estimation in scenarios involving complicated distributions.

We carry out a set of experiments with different parameter settings to test the performance of the proposed framework. Experimental results show that our method performs well for tandem queueing systems, in which the constituent nodes’ service time follow distributions governed by exponential family. Under this framework, both the Newton-Raphson (NR) algorithm and the EM algorithm could be applied. The EM algorithm, however, is recommended due to its ease of implementation and lower computational overhead.
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Chapter 1

Introduction

Finite mixture models are widely used in various fields where data can be considered as a combination of different groups. When dealing with such models, parameter estimation, also known as the decomposition of the components, is always of great importance, since it is the parameters that capture the underlying structure of the whole system. Statistical tools like the maximum likelihood estimation are usually utilized to estimate the parameters based on the sample data.

One application of finite mixture models is to infer the performance of the servers in a queuing network, where only the end-to-end information is available. For each packet passing through the network, we use the total service time as the sample data, which can be viewed as the sum of service time at each single queue along the path. The service rate of each individual server can then be estimated based on this end-to-end information using the finite mixture model.

There are many practical applications where such a problem may arise from. We provide several examples to reveal the practical meaning of solving the above problem.

1.1 Motivating Examples

Network function virtualization (NFV) and software-defined networking (SDN), as shown in Figure 1.1 and Figure 1.2, are two promising technologies for telco operators that can reduce the growing capital expenditure (CAPEX) and operating expenditure (OPEX). For such networks, resource management should be flexible enough to make the network dynamically adjust its capacity to meet the actual demands. As a basic
principle, we need to assure network service performance by estimating the real-time service rate of all the virtualized functions, locating the elements with serious congestion, and reallocating resource to these elements at the VM level. The challenge is that monitoring the performance of individual virtualized functions is not easy: they usually work as an application in virtual machines (VM), but the performance metrics of VM is from the hypervisor that only provides VM-level performance such as the utilization of vCPU and vMemory. In this case, we can only infer the performance of virtualized functions from end-to-end measurement, i.e., from the time when a packet enters a chain of virtualized functions to the time when the packet leaves the service chain. In this scenario, the mixture model can be used to model the total service time of the packets obtained by end-to-end measurements, based on which we try to infer the service rate of each virtual function.

Figure 1.1: NFV architecture [43]
Figure 1.2: Virtualized environment representation [17]

Figure 1.3: ISP’s price vs. service speed [33]
Another area where the parameter estimation problem may arise is network quality of service (QoS) monitoring. Internet service providers (ISPs) always provide different service levels based on price, as shown in Figure 1.3 and Figure 1.4. Recently, a new type of ISPs, called virtual ISPs, start to gain more and more customers. A virtual ISP does not have its own network infrastructure, but depends on other traditional ISPs, also called physical ISPs (as they have own network infrastructure), to offer service to its customers. The virtual ISP pay its supporting physical ISPs for the offered service. To guarantee QoS to its customers, the virtual ISP needs to make sure its supporting physical ISPs actually provide the promised network capacity. However, physical ISPs normally do not share the performance monitoring data at link-level to the virtual ISP. In this case, the virtual ISP can monitor the end-to-end performance, based on which it can estimate the performance of physical ISPs. To be more specific, the total service time of the packets passing a particular chain of physical ISPs is captured and used to train the mixture model and estimate the service rate of each physical ISP.

1.2 Contributions of this Thesis

As shown in the above examples, we need a framework to infer the internal parameters based on some end-to-end measurement data. This task could be well handled by incorporating a finite mixture model.

In this thesis, we provide a parameter estimation framework that uses end-to-end performance of a network of tandem queues to estimate the service rate of each server.
The thesis includes contributions on (1) mathematical model of measurement data, (2) algorithms for parameter estimation of finite mixture model, and (3) simulation of tandem queuing system and analysis of simulation results.

1.2.1 Model the End-to-end Measurement Data

We propose a scheme to record the data from end-to-end measurements and model the data with a variant of finite mixture model. For packets passing through a network of queues, we collect the total service time of each packet spent in the network. According to the nature of a tandem queuing system, we make adjustments to the finite mixture model and apply it to our service time data. Then the parameters of this model directly reflect the service rate of each server in the queuing system.

1.2.2 Parameter Estimation of Mixture Model

A great deal of effort has been spent on deriving an effective parameter estimation algorithm. For finite mixture model, the iterative Expectation Maximization algorithm provides a convenient way for solving the likelihood equation. Many researchers have applied this algorithm to their mixture model, and works on this topic always adopt model whose component densities belong to the same parametric family.

In our work, however, the packets’ service time of each server in a tandem queue may follow to different distributions, some to exponential and some to normal for example. From this point, a modified iterative EM algorithm is developed for our specific mixture model whose component densities could come from the entire exponential family.

1.2.3 Simulation Experiments of Tandem Queuing System

Another important theme of this thesis is building a simulation platform of tandem queuing system in R, a programming language popular in statistics and machine learning. Experiments are carried out to collect the end-to-end measurement data. We then implement our algorithm in R and apply it to the total service time data to estimate the service rate of the servers. We perform simulation experiments of different scenarios to test the feasibility of the proposed framework.
1.3 Outline

Chapter 1 contains some real-world applications that motivate our research in the parameter estimation of finite mixture model. Main contributions of our thesis are listed with brief descriptions.

Chapter 2 begins with brief introduction of each component that will appear in our parameter estimation framework, including queueing system, finite mixture model, ML estimation, and EM algorithm. We then provide a summary of the previous work in this field.

Chapter 3 introduces the details of our new research, which is also the main contribution of this thesis. It begins with descriptions of data acquisition, the mixture model, formulation of ML estimation, and the EM algorithm. Illustrative examples are then provided to show how the framework is applied to specific queueing systems.

Chapter 4 reports the results of our simulation experiments conducted with different settings. Details of the experimental setup are provided in this chapter. It also contains the analysis of evaluation results. To be specific, it discusses the evaluation of the proposed framework and the comparison of performances between different algorithms.

Chapter 5 summarizes the thesis and provides future work along the line of this thesis research.
Chapter 2

Background and Related Work

In the preceding chapter, a glimpse at our parameter estimation problem was provided in the motivating examples. In order to estimate the available resource at each node (router, for example) for a particular packet flow, we model the computer network using tandem queuing network and then apply the finite mixture model to the total service time of the packets passing through the network. The parameters of the mixture model are the service rates at each node in the network of queues that reflect the actual resource obtained by the packet flow.

This chapter will first briefly go over the concepts of network of queues and finite mixture model which are used to model the data in our work. Then the maximum likelihood estimation and the EM algorithm will be introduced as techniques for solving the parameter estimation problem in the finite mixture model. Previous works in parameter estimation of different types of queueing system will be summarized in the end.

2.1 Networks of Queues

Network of queues is a classical model for computer networks which provides a general framework to model the limited resource at each node in a computer network. Queueing may occur at each node when the arrival rate of packets exceeds the processing rate of the node and the packets need to wait in the buffer before being transmitted. The processing rate of nodes here is an abstract concept that describes the overall function of real-world packet processing such as extracting destination address from the packet header, routing table look-up, input-output port switching
and so forth [18][26].

2.1.1 Single Queueing System

As shown in Figure 2.1, the simplest queueing model is a single queueing system with one queue and one server. In the computer networking context, the items moving through the queueing system are packets of data of a particular flow passing through the nodes and lines of such networks [35]. The queue is used to model the buffer available to the flow while the server is used to model the actual capacity obtained by this flow.

![Figure 2.1: Single queueing system](image)

The M/M/1 queueing system is the basic queueing system which assumes that the arrival process is Poisson process and the service time of the server is an exponentially distributed random variable. However, in real-world applications, service time doesn’t always follow exponential distribution and some other probability distributions may be used to describe the servers’ performance.

In our work, according to the property of service time, we resort to a M/G/1 system to model the nodes in the network, with an extra assumption that the distribution of service time belongs to the exponential family, due to their simplicity and their power to model real-world systems.

2.1.2 Tandem Open Network

A two-stage tandem network consisting of two nodes is shown in Figure 2.2. The two servers in the system have independent service rates. We use two random variables $V_1$ and $V_2$ to denote the service time of each server. Then the total service time of
each packet passing through this network could be denoted by $X = V_1 + V_2$. Based on this, for a general tandem open network consisting of $n$ nodes, the total service time of each packet passing through this system could be denoted by $X = V_1 + V_2 + ... + V_n$. Our task is to infer the service rate of each node based on the total service time. This could be considered as a variant of finite mixture model.

![Figure 2.2: Tandem open network with two servers](image)

### 2.2 Finite Mixture Model and Parameter Estimation

In statistics, a finite mixture model describes the presence of two or more subpopulations within the overall population, which is supposed to be a convex combination of a couple of probability density functions [44][29]. This model is a composition of several distributions and the decomposition of mixture distribution evolves estimating the parameters of each component.

#### 2.2.1 Model Description

Here we follow the notations in [41] and [44] to describe the standard finite mixture model.

Suppose we have a random variable $X$ of which the density function has the following form

$$g(x, \Psi) = \sum_{j=1}^{k} \pi_j (x, \theta_j).$$
Then $X$ is said to follow a finite mixture distribution with $k$ components and

$$\Psi = (\pi_1, \ldots, \pi_k, \theta_1, \ldots, \theta_k).$$

The components of the mixture model are denoted by $f(x, \theta_j), j = 1, \ldots, k$ where $\theta_j$ is parameter of each component and $\pi_j$ is the weight of each component.

In our application, for a tandem network of two nodes, the total service time was denoted by $X = V_1 + V_2$. We consider it as a variant of the standard mixture model which has equal weight for each component. The random variables $V_1$ and $V_2$, which denote the service time at Node 1 and Node 2, respectively, follow two independent distributions $f_{V_1}(v_1, \phi_1)$ and $f_{V_2}(v_2, \phi_2)$. Our task is to estimate the parameters $\phi_1$ and $\phi_2$ based on the sample data of the mixture model $X$.

2.2.2 ML Estimation

The maximum likelihood estimation can be used so solve the above parameter estimation problem and it’s believed to have advantage over the other estimation methods like the minimum $\chi^2$ and the Bayes’s estimators [22][15][44].

Maximum likelihood estimation is a standard and general parameter estimation method in statistics [31][38]. Suppose $x = (x_1, x_2, \ldots, x_n)$ is the sample of a random variable $X$ whose density function is denoted by $f(x, \phi)$. The likelihood function is the multiplication of the probability function for each sample data, which is written as

$$L(\phi, x) = \prod_{s=1}^{n} f(x_s, \phi).$$

Given the data $x$, the likelihood function is a function of the parameter $\phi$. The principle of maximum likelihood estimation is to find a density function that makes the sample most likely to follow this distribution. In other words, we need a value of the parameter that can maximize the likelihood function. In many applications, for computational convenience, the log-likelihood function

$$\log L(\phi, x) = \sum_{s=1}^{n} \log f(x_s, \phi)$$
is used to get the estimate. The same result can be obtained by maximizing either of
these two functions, since they are monotonically related to each other.

The maximum likelihood estimate of parameter $\phi$ is then described as

$$\hat{\phi} = \arg \max_{\phi} \log L (\phi, x).$$

Suppose $\hat{\phi}$ exists, it must satisfy the following likelihood equation

$$\frac{\partial \log L (\phi, x)}{\partial \phi} = 0.$$

The maximum likelihood estimate can be obtained by solving this likelihood equation.

To summarize, the MLE can be acquired by taking the following three steps.

1. Multiplying the probability function to obtain likelihood function.
2. Calculating the derivative of the log-likelihood function with respect to $\phi$ and
   setting it to 0.
3. Solving the likelihood equation for $\hat{\phi}$.

In some applications, the likelihood function is quadratic, leading to a linear
likelihood equation that is easy to solve. However, in many cases, obtaining a closed-
form solution of the likelihood equation could be rather difficult and an iterative
method should be applied to obtain the maximum likelihood estimates.

Two typical examples of such iterative algorithms are the Newton-Raphson method
and the expectation-maximization (EM) algorithm. In our work, we use the latter to
estimate the parameter since it’s easy to implement and numerically stable.

### 2.2.3 EM Algorithm

In this section, we first briefly introduce the idea of the EM algorithm and then
discuss the formulation of the EM algorithm.

The expectation-maximization (EM) algorithm [16][32][12] is widely used in a
variety of situations where the model depends on incomplete data. It provides an
intuitive method to estimate the parameters given the existence of “missing data”. In
each iteration, the missing values are replaced by estimated values and the parameters
are then estimated which will be used as true values in the next iteration.

To some extent, we can say that the most essential part of the EM algorithm is the incomplete data which makes it possible to build an iterative procedure alternating between an expectation (E) step and a maximization (M) step. In different situations, incomplete data may result from literal missing data or unobservable variables by definition.

In the conventional sense, “missing data” is a part of the complete data that should be observed but was not. Consider a random vector $y$ whose joint density function is denoted by $f(y, \theta)$. Suppose $f(y, \theta)$ has a quadratic formula and thus has linear derivative with respect to the unknown parameter $\theta$. If data of the whole vector is observed, we can directly write out the log-likelihood function based on the density function $f(y, \theta)$ and obtain the MLE of $\theta$ by solving the likelihood equation, which will maximize the log-likelihood function.

Now suppose there exists missing data. For simplicity, we assume one element of the original vector is missing so that the complete data can be denoted as $y = (y_{obs}, y_{mis})$. This time the likelihood function cannot be directly evaluated or maximized due to the lack of knowledge of $y_{mis}$.

As described above, the EM algorithm can be used in this scenario. In the very beginning, we make a guess for the unknown parameter $\theta$. So the density function will have determinate formula with the parameter initialized by a constant $\theta_0$. Based on this density function and $y_{obs}$, we can “fill in” the missing part and then obtain the likelihood function of complete data. Clearly, in this E-step, we are actually calculating the conditional expectation of the complete-data log-likelihood

$$E_{\theta_0} (\log L (\theta, y) | y_{obs}).$$

(2.1)

This function will have both the current guess $\theta_0$ which is a constant value, and the variable $\theta$ which is the unknown parameter to be estimated in the M-step.

In the next step, the derivative of $E_{\theta_0} (\log L (\theta, y) | y_{obs})$ is calculated with respect to $\theta_0$ and is set to 0. By solving this likelihood equation, we can obtain the current guess $\theta_1$ for the unknown parameter. And this $\theta_1$ will be used in the E-step of next iteration. We then iterate through this two steps until convergence.

Let’s take the exponential distribution as an example to illustrate the idea shown
above. Suppose

\[ f(y, \theta) = \theta e^{-\theta y}, \]

where \( \theta \) is the unknown parameter. The complete data vector \( y \) consists of \( N \) independent realizations denoted by \( y_1, y_2, ..., y_N \). When the complete data is available, the log-likelihood function is

\[
\log L(\theta, y) = \log \left( \prod_{i=1}^{N} f(y_i, \theta) \right) \\
= \log \left( \theta^N e^{-\theta(y_1 + \cdots + y_N)} \right) \\
= N \log(\theta) - \theta \sum_{i=1}^{N} y_i. \tag{2.2}
\]

By maximizing Eq.(2.2), an MLE of the parameter \( \theta \) can be directly achieved as

\[
\hat{\theta} = \frac{N}{\sum_{i=1}^{N} y_i}.
\]

However, when there exists missing data, the EM algorithm needs to be incorporated in the standard ML method. We denote the observed data as \( y_{\text{obs}} = (y_1, y_2, ..., y_{N-1}) \) and the complete data as \( y = (y_{\text{obs}}, y_N) \). By calculating Eq.(2.1), we get the E-step of the first iteration as

\[
E_{\theta_0} \left( N \log(\theta) - \theta \sum_{i=1}^{N} y_i | y_{\text{obs}} \right) = N \log(\theta) - \theta \left( \sum_{i=1}^{N-1} y_i + \theta_0 \right). \tag{2.3}
\]

In order to maximize Eq.(2.3), the derivative is calculated with respect to \( \theta \) and is set to 0, which leads to

\[
\frac{N}{\theta} - \sum_{i=1}^{N-1} y_i + \theta_0 = 0.
\]

Thus, the current guess of the parameter \( \theta \) is obtained by solving the above equation.
as
\[
\theta_1 = \frac{N}{\sum_{i=1}^{N-1} y_i + \theta_0}.
\]

This temporary value of parameter \( \theta \) will then be used as a true value in the E-step of the next iteration.

The example shown above involves literal missing data that leads to the incomplete data in the EM algorithm. However, in some other cases, “missing data” is not obvious and formulating an incomplete-data problem becomes a challenge.

In [16] and [34], one example is given where the observed data \( y = (125, 18, 20, 34) \) followed multinomial distribution with cell probabilities \( \left( \frac{1}{2} + \frac{1}{4}\theta, \frac{1}{4}(1 - \theta), \frac{1}{4}(1 - \theta), \frac{1}{4}\theta \right) \).

To formulate this problem into an incomplete-data framework, the first cell was split into two. Then the cell probabilities became \( \left( \frac{1}{2}, \frac{1}{4}\theta, \frac{1}{4}(1 - \theta), \frac{1}{4}(1 - \theta), \frac{1}{4}\theta \right) \) and the complete data was correspondingly denoted as \( y = (y_1, y_2, y_3, y_4, y_5) \). This time the observed data could be viewed as \( (y_1 + y_2, y_3, y_4, y_5) \) which is a function of the complete data.

The most common example seems to be using EM algorithm for clustering data [2][20] shown in Figure 2.3. In this scenario, the EM algorithm is used to solve the parameter estimation problem of finite mixture model that we stated in Section 2.2.1. For the given data set, a finite Gaussian mixture model is applied to fit the data. Each of the components represents a cluster and has mean and covariance matrix to be estimated. In this case, the essential part of EM algorithm, the unobserved data, is viewed as latent variables that describe from which component a particular data was generated.

We can find standard process for using EM to solve parameter estimation problems of Gaussian mixture model in many machine learning textbooks due to its extensive application in data clustering. In our work, as stated in the preceding section, a variant of the standard finite mixture model was taken to fit the sum of service time data. However, we cannot simply model the service time with Gaussian distribution. Hence the EM algorithm for Gaussian mixture model needs modifications before applied to our parameter estimation problem. The details of formulating our problem into incomplete data framework will be described in Chapter 3.
2.3 Previous Work

In a queueing system, the elements supporting the underlying processes are represented by random variables with their corresponding distributions so that the parameter estimation problems in a queueing system are actually statistical inference problems [9].

The first attempt to estimate parameters in a single queue using a maximum likelihood estimation was carried out by Clarke in [13]. He studied an M/M/1 queue and recorded the busy intervals and free intervals along the time axis. Then the maximum likelihood estimates were derived for the parameters involved – arrival rate and service rate. This work was later extended in [1] using different data collection procedures. In [3] and [4], the Bayesian techniques were applied in parameter estimation problems in Markovian queues. Later, both maximum likelihood estimate and the Bayesian method were discussed in [30] for an M/M/1 queueing system, in which data was collected by recording the number of customers appearing at several observation instants. Meanwhile, parameter estimation problems for M/M/1 queues...
during working vacations were solved by MLE in [25].

In addition, more research has been carried out to estimate the parameters in more complex queueing system. Goyal and Harris applied the maximum likelihood theory on the parameter estimation problem in a non-Markovian queueing system where the distributions of service times are state dependent [19]. Later, Basawa did a series of work investigating the parameter estimation problems in GI/G/1 queueing systems. Various estimation methods were discussed, including moment estimate [8] and maximum likelihood estimate [5]. In [40] and [39], Thiruvaiyaru and Basawa extended the maximum likelihood estimate for parameter estimation so that it could be applied in Jackson networks. In his later work, Basawa also tried other data collection methods to estimate the parameters in queueing system. In [10], he and Bhat recorded queue lengths and waiting time data while in [7] they recorded waiting time or system time of consecutive customers as well as idle time of servers.

In the next chapter, based on Basawa’s previous work, we extend his framework for single M/G/1 system by incorporating finite mixture model, so that it can be used for parameter estimation problems in tandem queueing system.
Chapter 3

Parameter Estimation for Tandem Queueing Network

In this chapter, a parameter estimation framework is developed for a two-stage tandem queueing system, with service time of each server following exponential family distributions. Examples will be provided for specific service distributions (exponential service and log-normal service). Then we will show this framework can be extended to a general tandem queueing system with $n$ servers. A three-stage tandem M/M/1 queueing system is used to illustrate its feasibility.

3.1 Data Collection Procedure

A two-stage tandem queueing system was introduced in Section 2.1.2. From the motivation part, we have seen that the parameter we care about in this queueing system is the service rate, which is the reciprocal of service time at each server. Let $V_1$ and $V_2$ denote the service times at each server, respectively. Our purpose is to estimate the parameters of these two random variables, whose densities belong to exponential families.

![Figure 3.1: Two-stage tandem queueing system](image-url)
3.2 Model of Service time

Let \( V_1^n \) and \( V_2^n \) denote the service times that the \( n \)th packet spend in the two servers of this system, respectively. Suppose the total waiting time \( \{W^n\} \) and total system time \( \{Y^n\} \) are available, we then have

\[
Y^n = W^n + V_1^n + V_2^n.
\]

Let \( X^n = V_1^n + V_2^n \), we can get

\[
X^n = Y^n - W^n. \tag{3.1}
\]

Thus we can construct the i.i.d process \( \{X_n\} \) via Eq.(3.1) based on the \( \{W^n\} \) and \( \{Y^n\} \) processes we have collected.

3.2.1 The Exponential Family of Distributions

The probability density functions of \( V_1 \) and \( V_2 \) are assumed to belong to the exponential family. Let

\[
\begin{align*}
    f_{V_1} (v_1) &= h_1 (v_1) \exp \left[ T_1 (v_1) \phi_1 - K_1 (\phi_1) \right] \\
    f_{V_2} (v_2) &= h_2 (v_2) \exp \left[ T_2 (v_2) \phi_2 - K_2 (\phi_2) \right]
\end{align*}
\]

where \( \phi_1 \) and \( \phi_2 \) are the parameters of the distributions, \( T_1 (v_1) \) and \( T_2 (v_2) \) are sufficient statistics, \( K_1 (\phi_1) \) and \( K_2 (\phi_2) \) are log normalizers.

For log normalizer \( K (\phi) \), we have

\[
K (\phi) = \log \int h (v) \exp (T (v) \phi)
\]

which ensures the integration of density is one.

Another property of exponential family is the moments of the sufficient statistics
**Table 3.1: Examples of exponential family distributions**

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Density Function</th>
<th>$T(x)$</th>
<th>$K(\phi)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exponential</td>
<td>$\phi e^{-\phi x}$</td>
<td>$-x$</td>
<td>$-\log \phi$</td>
</tr>
<tr>
<td>Lognormal</td>
<td>$\frac{1}{x \sqrt{2\pi}} \exp\left(-\frac{(\log x - \phi)^2}{2}\right)$</td>
<td>$\log x$</td>
<td>$\phi^2/2$</td>
</tr>
<tr>
<td>Beta$(\phi, 1)$</td>
<td>$\phi x^{\phi-1}$</td>
<td>$\log x$</td>
<td>$-\log \phi$</td>
</tr>
<tr>
<td>Gamma</td>
<td>$\frac{\phi(x)^{k-1} e^{-\phi x}}{\Gamma(k)}$ (k known)</td>
<td>$-x$</td>
<td>$-k \log \phi$</td>
</tr>
</tbody>
</table>

can be obtained by the derivatives of log normalizer, that is

\[
\frac{d}{d\phi} K(\phi) = E(T(v)),
\]

\[
\frac{d^2}{d\phi^2} K(\phi) = Var(T(v)).
\]

In Table 3.1, we provide some examples of non-negative exponential family [6].

### 3.2.2 Density of the Sum

Let $X = V_1 + V_2$. Then $X$ represents the total service time a packet experienced in the tandem queueing system.

Given the density functions of $V_1$ and $V_2$, we know that the density function of the sum is the convolution of the two components. The density function of $X$ is then given by

\[
f_X(x) = \int_{-\infty}^{\infty} f_{V_1}(v_1) f_{V_2}(x-v_1) dv_1, \quad x \geq v_1 > 0.
\]

(3.2)

Since $V_1 = X - V_2$, the density function of $X$ can also be written as

\[
f_X(x) = \int_{0}^{\infty} f_{V_1}(x-v_2) f_{V_2}(v_2) dv_2, \quad x \geq v_2 > 0.
\]

(3.3)
3.3 The Likelihood Function

We use Eq.(3.2) as the density function of $X$. Based on the sample data $(x_1, \ldots, x_N)$, we can get the likelihood function $L_N(v_1, v_2) = \prod_{i=1}^{N} f_X(x_i)$. The ML estimation of $\phi_1$ and $\phi_2$ can be obtained by solving the following equations:

\[
\frac{\partial \log L_N}{\partial \phi_1} = \sum_{i=1}^{N} \frac{\partial f_X(x_i)}{\partial \phi_1} = 0 \quad \text{and} \quad \frac{\partial \log L_N}{\partial \phi_2} = \sum_{i=1}^{N} \frac{\partial f_X(x_i)}{\partial \phi_2} = 0. \tag{3.4}
\]

Similar to Eq.(3.7)-Eq.(3.10) in Basawa’s paper [6], we have

\[
\frac{\partial f_X(x)}{\partial \phi_1} = \int_{0}^{\infty} \left( \frac{\partial f_{V_1}(v_1)}{\partial \phi_1} \right) f_{V_2}(x - v_1) dv_1 \\
= \int_{0}^{\infty} [T_1(v_1) - K_1'(\phi_1)] f_{V_1}(v_1) f_{V_2}(x - v_1) dv_1, \tag{3.5}
\]

\[
\frac{\partial f_X(x)}{\partial \phi_2} = \int_{0}^{\infty} \left( \frac{\partial f_{V_2}(x - v_1)}{\partial \phi_2} \right) f_{V_1}(v_1) dv_1 \\
= \int_{0}^{\infty} [T_2(x - v_1) - K_2'(\phi_2)] f_{V_1}(v_1) f_{V_2}(x - v_1) dv_1.
\]

Substituting Eq.(3.5) into Eq.(3.4), we solve the equation and get

\[
K_1'(\phi_1) = \frac{1}{N} \sum_{i=1}^{N} \frac{\int_{0}^{\infty} T_1(v_1) f_{V_1}(v_1) f_{V_2}(x_i - v_1) dv_1}{\int_{0}^{\infty} f_{V_1}(v_1) f_{V_2}(x_i - v_1) dv_1}, \tag{3.6}
\]

\[
K_2'(\phi_2) = \frac{1}{N} \sum_{i=1}^{N} \frac{\int_{0}^{\infty} T_2(x_i - v_1) f_{V_1}(v_1) f_{V_2}(x_i - v_1) dv_1}{\int_{0}^{\infty} f_{V_1}(v_1) f_{V_2}(x_i - v_1) dv_1}. \tag{3.7}
\]

Since Eq.(3.3) is equivalent to Eq.(3.2), then Eq.(3.5) can be equivalently written as
\[ \frac{\partial f_X(x)}{\partial \phi_1} = \int_0^\infty \left( \frac{\partial f_{V_1}(x - v_2)}{\partial \phi_1} \right) f_{V_2}(v_2) \, dv_2 \]

\[ = \int_0^\infty \left[ T_1(x - v_2) - K_1'(\phi_1) \right] f_{V_1}(x - v_2) f_{V_2}(v_2) \, dv_2, \quad (3.8) \]

\[ \frac{\partial f_X(x)}{\partial \phi_2} = \int_0^\infty \left( \frac{\partial f_{V_2}(v_2)}{\partial \phi_2} \right) f_{V_1}(x - v_2) \, dv_2 \]

\[ = \int_0^\infty \left[ T_2(v_2) - K_2'(\phi_2) \right] f_{V_1}(x - v_2) f_{V_2}(v_2) \, dv_2. \]

Therefore, Eq.(3.6) and Eq.(3.7) are respectively equivalent to

\[ K_1'(\phi_1) = \frac{1}{N} \sum_{i=1}^N \int_0^\infty \frac{T_1(x - v_2) f_{V_1}(x_i - v_2) f_{V_2}(v_2) \, dv_2}{f_{V_1}(x_i - v_2) f_{V_2}(v_2) \, dv_2}, \quad (3.9) \]

\[ K_2'(\phi_2) = \frac{1}{N} \sum_{i=1}^N \int_0^\infty \frac{T_2(v_2) f_{V_1}(x_i - v_2) f_{V_2}(v_2) \, dv_2}{f_{V_1}(x_i - v_2) f_{V_2}(v_2) \, dv_2}. \quad (3.10) \]

From here on, we just use the equations derived from Eq.(3.2), which takes \( V_1 \) as the independent variable.

For a certain distribution, the exponential distribution for example, the actual formula of the log normalizer \( K(\phi) \) could be found in Table 3.1. Then the parameters of the distribution could be calculated directly from the value of \( K(\phi) \) or \( K'(\phi) \) equivalently.

### 3.4 EM Algorithm

If the complete sample of \( V_1 \) and \( V_2 \) is available, as \( \{(v_1^i, v_2^i), i = 1, \ldots, N\} \), based on which we will have the complete likelihood

\[ L^c(\phi_1, \phi_2) = \left( \prod_{i=1}^N f_{V_1}(v_1^i) \right) \left( \prod_{i=1}^N f_{V_2}(v_2^i) \right). \quad (3.11) \]
From the properties of the exponential families, the likelihood equations corresponding to the complete likelihood can be directly obtained as

\[ K_1' (\phi_1) = E (T_1 (V_1)) = \frac{1}{N} \sum_{i=1}^{N} T_1 (v_1^i), \]

\[ K_2' (\phi_2) = E (T_2 (V_2)) = \frac{1}{N} \sum_{i=1}^{N} T_2 (v_2^i). \]  

(3.12)

It’s quite straightforward to solve this problem given the complete data. Nevertheless, in our problem, the only observed sample is \((x_i, i = 1, \ldots, N)\) where \(x_i = v_1^i + v_2^i\). The observed data is a function of the two variables and we consider it as a scenario that involves “missing data”. Therefore we need to use the conditional expectations of \(T_1 (V_1)\) and \(T_2 (V_2)\) with respect to the sample \(x_i\) in Eq.(3.12). The likelihood equations are then seen to be

\[ K_1' (\phi_1) = \frac{1}{N} \sum_{i=1}^{N} E (T_1 (V_1) | X = x_i), \]  

(3.13)

\[ K_2' (\phi_2) = \frac{1}{N} \sum_{i=1}^{N} E (T_2 (V_2) | X = x_i). \]

We now proceed to calculate the conditional expectations in Eq.(3.13)

\[ E (T_1 (V_1) | X = x) = \int_0^\infty T_1 (v_1) f_{V_1|X} (v_1 | x) dv_1 \]

\[ = \int_0^\infty -v_1 f_{V_1|X} (v_1 | x) dv_1 \]

\[ = - \int_0^\infty v_1 \frac{f_{V_1,X} (v_1, x)}{f_X (x)} dv_1. \]  

(3.14)

Here we suppose \(V_1\) and \(V_2\) are independent and both follow exponential distribution, then

\[ V_1, V_2 \sim f_{V_1,V_2} (v_1, v_2) = f_{V_1} (v_1) f_{V_2} (v_2) = \phi_1 \phi_2 e^{-\phi_1 v_1 - \phi_2 v_2}. \]

Let \(Y_1 = g_1 (V_1, V_2) = V_1\) and \(Y_2 = g_2 (V_1, V_2) = V_1 + V_2\). Since the mapping from
(V_1, V_2) to (Y_1, Y_2) is one-to-one, the system \( \begin{align*} y_1 &= g_1(v_1, v_2) \\ y_2 &= g_2(v_1, v_2) \end{align*} \) can be inverted to get \( \begin{align*} v_1 &= h_1(y_1, y_2) = y_1 \\ v_2 &= h_2(y_1, y_2) = y_2 - y_1 \end{align*} \).

We define the Jacobian matrix \( J_h = \begin{bmatrix} \frac{\partial h_1}{\partial y_1} & \frac{\partial h_1}{\partial y_2} \\ \frac{\partial h_2}{\partial y_1} & \frac{\partial h_2}{\partial y_2} \end{bmatrix} \). The absolute value of the determinant of \( J_h \) is \(|J_h| = \begin{vmatrix} 1 & 0 \\ -1 & 1 \end{vmatrix} = 1\).

Then we can get the joint density of \( V_1 \) and \( X \) as

\[
 f_{V_1, X}(v_1, x) = f_{Y_1, Y_2}(y_1, y_2) = f_{V_1, V_2}(h_1(y_1, y_2), h_2(y_1, y_2)) \times |J_h| = \phi_1 \phi_2 e^{-\phi_1 v_1 - \phi_2 (x - v_1)}. 
\]

Back to Eq. (3.14), we have

\[
 E(T_1(V_1)|X = x) = -\frac{1}{f_X(x)} \int_0^\infty v_1 \phi_1 \phi_2 e^{-\phi_1 v_1 - \phi_2 (x - v_1)} dv_1 
\]

\[
 = -\int_0^\infty v_1 \phi_1 \phi_2 e^{-\phi_1 v_1 - \phi_2 (x - v_1)} dv_1 
\]

\[
 = \int_0^\infty f_{V_1}(v_1) f_{V_2}(x - v_1) dv_1 
\]

\[
 = -\phi_1 \phi_2 e^{-\phi_2 x} \int_0^x v_1 e^{(-\phi_1 + \phi_2) v_1} dv_1 
\]

\[
 = \phi_1 \phi_2 e^{-\phi_2 x} \int_0^x e^{(-\phi_1 + \phi_2) v_1} dv_1 
\]

\[
 = -\phi_1 \phi_2 e^{-\phi_1 v_1} \int_0^x e^{(\phi_1 + \phi_2) v_1} dv_1 
\]

\[
 = -\phi_2 e^{-\phi_1 v_1} \int_0^x e^{(\phi_1 - \phi_2) v_1} dv_1 
\]

\[
 = \frac{1}{\phi_2 - \phi_1} - \frac{x}{1 - e^{(\phi_1 - \phi_2) x}}. 
\] (3.15)
Similarly, we calculate the conditional expectation of \( T_2(V_2) \) as

\[
E(T_2(V_2)|X = x) = \int_0^\infty T_2(x - v_1) f_{V_1|X}(v_1|x) \, dv_1
\]

\[
= \frac{1}{f_X(x)} \int_0^\infty (v_1 - x) \phi_2 e^{-\phi_1 v_1 - \phi_2 (x - v_1)} \, dv_1
\]

\[
= \phi_1 \phi_2 e^{-\phi_2 x} \int_0^\infty (v_1 - x) e^{(-\phi_1 + \phi_2) v_1} \, dv_1
\]

\[
= \int_0^x (v_1 - x) e^{(-\phi_1 + \phi_2) v_1} \, dv_1
\]

\[
= \frac{x}{e^{(\phi_2 - \phi_1)x} - 1} - \frac{1}{\phi_2 - \phi_1}.
\] (3.16)

Based on this, our EM algorithm is then described as follows.

**Step 1. (E step)** Let \((\phi_1^0, \phi_2^0)\) be the initial value of \((\phi_1, \phi_2)\). The conditional expectations of \( T_1(V_1) \) and \( T_2(V_2) \) are then calculated using \( \phi_1^0, \phi_2^0 \) and the sample data \( x \) based on Eq.(3.15) and Eq.(3.16).

**Step 2. (M step)** From the likelihood equation Eq.(3.13) and the formula of \( K(\phi) \) according to the particular distribution, we can directly obtain \((\phi_1^1, \phi_2^1)\).

**Step 3.** Use \((\phi_1^1, \phi_2^1)\) obtained in M step as the starting value and repeat the E step and M step until convergence.

### 3.5 Modified EM Algorithm

From the previous section we see that in the EM algorithm, conditional expectation of \( T_1(V_1) \) and \( T_2(V_2) \) need to be calculated based on the density functions of the variables. However, in some cases, due to the complexity of the density function, the calculation of conditional expectation could be rather difficult and time-consuming. Thus, we use a modified EM algorithm where the conditional expectation is replaced by their empirical approximation.

Based on Eq.(3.2), we have

\[
E(T_1(V_1)|X = x) = \frac{\int_0^\infty T_1(v_1) f_{V_1}(v_1) f_{V_2}(x - v_1) \, dv_1}{\int_0^\infty f_{V_1}(v_1) f_{V_2}(x - v_1) \, dv_1},
\]

\[
E(T_2(V_2)|X = x) = \frac{\int_0^\infty T_2(x - v_1) f_{V_1}(v_1) f_{V_2}(x - v_1) \, dv_1}{\int_0^\infty f_{V_1}(v_1) f_{V_2}(x - v_1) \, dv_1}.
\] (3.17)
Regarding the numerators and denominators as the expectations of functions of \( v_1 \), we then have

\[
E(T_1(V_1)|X = x) = \frac{E(T_1(v_1) f_{V_2}(x - v_1))}{E(f_{V_2}(x - v_1))},
\]

\[
E(T_2(V_2)|X = x) = \frac{E(T_2(x - v_1) f_{V_2}(x - v_1))}{E(f_{V_2}(x - v_1))}.
\]

(3.18)

Here instead of calculating the theoretical expectation, we use Monte Carlo method to calculate the mean value. The details of this modified EM algorithm are described below.

**Step 1.** Let \((\phi_0^1, \phi_0^2)\) be the initial value of \((\phi_1, \phi_2)\). Simulate i.i.d. observations \((v^0_{1j}, j = 1, \ldots, m)\) from \( f_{V_1}(v_1; \phi^0_1) \) that satisfy \( v^0_{1j} \leq x_i \). Compute the numerical mean value for the expectations as follow.

\[
\hat{E}(T_1(V_1)|X = x_i) = \frac{\sum_{j=1}^m T_1(v^0_{1j}) f_{V_2}(x_i - v^0_{1j}; \phi^0_2)}{\sum_{j=1}^m f_{V_2}(x_i - v^0_{1j}; \phi^0_2)},
\]

\[
\hat{E}(T_2(V_2)|X = x_i) = \frac{\sum_{j=1}^m T_2(x_i - v^0_{1j}) f_{V_2}(x_i - v^0_{1j}; \phi^0_2)}{\sum_{j=1}^m f_{V_2}(x_i - v^0_{1j}; \phi^0_2)}.
\]

(3.19)

**Step 2.** Calculate \( K'_1(\phi_1) \) and \( K'_2(\phi_2) \) by solving \( K'_1(\phi_1) = \frac{1}{N} \sum_{i=1}^N \hat{E}(T_1(V_1)|X = x_i) \) and \( K'_2(\phi_2) = \frac{1}{N} \sum_{i=1}^N \hat{E}(T_2(V_2)|X = x_i) \). Then we can find \((\phi^1_1, \phi^1_2)\) according to the form of \( K'_1(\phi_1) \) and \( K'_2(\phi_2) \).

**Step 3.** Use \((\phi^1_1, \phi^1_2)\) obtained in Step 2 as the starting value to calculate the probability distribution function of \( V_1 \) and \( V_2 \). Repeat the process until the estimations of \( \phi_1 \) and \( \phi_2 \) converge.

If we take \( V_2 \) as the independent variable, just replace Eq.(3.19) in the EM algorithm by
\[
\hat{E} [T_2 (V_2) | X = x_i] = \frac{\sum_{j=1}^{m} T_2 (v_{2j}^0) f_{V_1} (x_i - v_{2j}^0; \phi_1^0)}{\sum_{j=1}^{m} f_{V_1} (x_i - v_{2j}^0; \phi_1^0)} ,
\]
\[
\hat{E} [T_1 (V_1) | X = x_i] = \frac{\sum_{j=1}^{m} T_1 (x_i - v_{2j}^0) f_{V_1} (x_i - v_{2j}^0; \phi_1^0)}{\sum_{j=1}^{m} f_{V_1} (x_i - v_{2j}^0; \phi_1^0)} ,
\]
(3.20)

### 3.6 Illustrative Examples

#### 3.6.1 Parameter Estimation of Exponential Service Times

In this section, we consider a queueing system in which both of the two servers have exponential service times. The density functions respectively are

\[
f_{V_1} (v_1) = \phi_1 e^{-\phi_1 v_1},
\]
\[
f_{V_2} (v_2) = \phi_2 e^{-\phi_2 v_2}.
\]

Estimate the parameters of $V_1$ and $V_2$ through a normal EM algorithm has been discussed in Section 3.4. We now proceed to show how to formulate the modified EM algorithm.

For exponential distributions, we can get the sufficient statistics and log normalizer from Table 3.1 as

\[
T(v) = -v,
\]
\[
K(\phi) = -\log \phi.
\]
(3.21)

Substituting Eq.(3.21) in Eq.(3.19), we have

\[
\hat{E} (T_1 (V_1) | X = x_i) = \frac{\sum_{j=1}^{m} (-v_{1j}) \phi_2 e^{-\phi_2 (x_i - v_{1j})}}{\sum_{j=1}^{m} \phi_2 e^{-\phi_2 (x_i - v_{1j})}},
\]
\[
\hat{E} (T_2 (V_2) | X = x_i) = \frac{\sum_{j=1}^{m} - (x_i - v_{1j}) \phi_2 e^{-\phi_2 (x_i - v_{1j})}}{\sum_{j=1}^{m} \phi_2 e^{-\phi_2 (x_i - v_{1j})}}.
\]
(3.22)
In the first iteration, let $\phi_0^1$ and $\phi_0^2$ be the initial values of the parameters. Then we can get the density functions as

\begin{align*}
  f_{V_1}(v_1) &= \phi_0^1 e^{-\phi_0^1 v_1}, \\
  f_{V_2}(v_2) &= \phi_0^2 e^{-\phi_0^2 v_2}.
\end{align*}

(3.23)

Based on Eq.(3.23), we simulate a set of observations $(v_{1j}^0, j = 1, \ldots, m)$ for each $x_i$ that satisfy $v_{1j}^0 \leq x_i$ and substitute them in Eq.(3.22). The values of $K_1'(\phi_1)$ and $K_2'(\phi_2)$ are then calculated by solving Eq.(3.13).

From Eq.(3.21), we can get

\[ K'(\phi) = -\frac{1}{\phi}. \]

(3.24)

Therefore, the current estimation of the parameters can be obtained by solving

\begin{align*}
  \phi_1^1 &= -\frac{1}{K_1'(\phi_1)}, \\
  \phi_2^1 &= -\frac{1}{K_2'(\phi_1)}. 
\end{align*}

(3.25)

In the second iteration, let $\phi_1^1$ and $\phi_2^1$ be the initial values and repeat the process described in the first iteration, we will get $\phi_1^2$ and $\phi_2^2$. After several iterations the result will converge and we will obtain the estimates of $\phi_1$ and $\phi_2$.

### 3.6.2 Interchangeability of the Service Time

Note that the scheme described in the previous section itself cannot finally determine the values of the parameters of $V_1$ and $V_2$. The reason is that within the whole scheme, $V_1$ and $V_2$ are interchangeable. We get two estimates from the EM algorithm but we don’t know whether the larger one represents $V_1$ or $V_2$. Only with some prior knowledge like $V_1 > V_2$ for example, can we make a final conclusion.

This problem can also be seen in the moment estimation. Suppose $a$ and $b$ are

\footnote{The convergence of the EM algorithm has been proved in [16]}
known values and
\[ E(X) = E(V_1 + V_2) = E(V_1) + E(V_2) = \frac{1}{\phi_1} + \frac{1}{\phi_2} = a, \]
\[ D(X) = D(V_1 + V_2) = D(V_1) + D(V_2) = \frac{1}{\phi_1^2} + \frac{1}{\phi_2^2} = b. \]

We get two possible solutions without any prior knowledge:
\[ \phi_1 = \frac{2}{a + \sqrt{2b - a^2}}, \quad \phi_2 = \frac{2}{a - \sqrt{2b - a^2}} \]
or
\[ \phi_1 = \frac{2}{a - \sqrt{2b - a^2}}, \quad \phi_2 = \frac{2}{a + \sqrt{2b - a^2}} \]

3.6.3 Different Types of Service Times

As discussed in Section 3.2, the service time is modeled by exponential family of distributions, thus our mixture model of total service time may contain components following different types of distributions.

Here is another example to illustrate our modified EM algorithm where service times of the two servers follow exponential distribution and lognormal distribution, respectively. We then have the density functions as
\[
\begin{align*}
    f_{V_1}(v_1) &= \frac{1}{v_1 \sqrt{2\pi}} e^{-\left(\log v_1 - \phi_1\right)^2/2}, \\
    f_{V_2}(v_2) &= \phi_2 e^{-\phi_2 v_2}.
\end{align*}
\]

(3.26)

For lognormal distributions, we get
\[
\begin{align*}
    T(v) &= \log v, \\
    K(\phi) &= \phi^2/2.
\end{align*}
\]

(3.27)
Applying Eq.(3.21) and Eq.(3.27) in Eq.(3.19), we have

\[ \hat{E}(T_1(V_1) | X = x_i) = \frac{\sum_{j=1}^{m} \log v_{1j} \phi_2 e^{-\phi_2(x_i - v_{1j})}}{\sum_{j=1}^{m} \phi_2 e^{-\phi_2(x_i - v_{1j})}}, \]

\[ \hat{E}(T_2(V_2) | X = x_i) = \frac{\sum_{j=1}^{m} \log (x_i - v_{1j}) \phi_2 e^{-\phi_2(x_i - v_{1j})}}{\sum_{j=1}^{m} \phi_2 e^{-\phi_2(x_i - v_{1j})}}. \]

(3.28)

In the first iteration, we use the initial values of the parameters \((\phi_1^0, \phi_2^0)\) in Eq.(3.26) and generate the observations \((v_{1j}^0, j = 1, \ldots, m)\) just as what we did in the first example. For lognormal distributions, we can get \(K'(\phi) = \phi\) from Eq.(3.27). In the end of this iteration, based on the values of \(K'_1(\phi_1)\) and \(K'_1(\phi_1)\), we can calculate the parameters by solving

\[ \phi_1^1 = -\frac{1}{K'_1(\phi_1)}, \]

\[ \phi_2^1 = K'_2(\phi_2). \]

(3.29)

The current estimation of the parameters is then used in the next iteration as the initial value. The whole process repeats until convergence.

### 3.7 Tandem Queueing System with n Nodes

In this section of this chapter, we consider the parameter estimation problem for a tandem queueing system consisting of n nodes in series, shown in Figure 3.2.
3.7.1 PDF of the Sum of n Independent Random Variables

We have discussed in our previous section how to derive the probability distribution function of the sum of two independent variables. Here we use a recursive method to derive the distribution of the sum of $n$ mutually independent random variables.

Let $X = V_1 + V_2 + \cdots + V_n$. The probability distribution function of $X$ can be recursively derived using the results of the probability density function of the sum of two independent variables [37]. The details are described as follows.

**Step 1.**
We first set

$$Y_2 = V_1 + V_2.$$  

The distribution of $Y_2$ can be easily obtained by calculating the convolution of the PDFs of $V_1$ and $V_2$.

**Step 2.**
Then we set

$$Y_3 = Y_2 + V_3,$$  

and calculate the distribution of $Y_3$.

**Step 3.**
Repeat the previous process and finally we will get the distribution of $X$ based on

$$X = Y_n = Y_{n-1} + V_n.$$  

3.7.2 Tandem Queueing System with Three Servers

In the following, we use a tandem queueing system consisting of three servers as an example to illustrate how parameters are estimated using our general framework for $n$ servers.

As described in Section 3.2, data of total service time $X$ is acquired by the difference of total system time and total waiting time. This variable $X$ is considered as the sum of $V_1$, $V_2$ and $V_3$, which represent the service times of each server, respectively.

We first calculate the density function of $X$. 
Let $Y = V_2 + V_3$, the density function of $Y$ is then written as
\[ f_Y(y) = \int_0^y f_{V_2}(v_2) f_{V_3}(y - v_2) dv_2. \]  
(3.30)

Since $X = V_1 + Y$, we can get the density function of $X$ as
\[
\begin{align*}
 f_X(x) &= \int_0^x f_{V_1}(v_1) f_Y(x - v_1) dv_1 \\
 &= \int_0^x f_{V_1}(v_1) \int_0^{x-v_1} f_{V_2}(v_2) f_{V_3}(x - v_1 - v_2) dv_2 dv_1.
\end{align*}
\]  
(3.31)

Based on Eq.(3.31), we get
\[
\begin{align*}
 E(T_1(v_1) | X = x) &= \frac{\int_0^x f_{V_1}(v_1) \int_0^{x-v_1} f_{V_2}(v_2) f_{V_3}(x - v_1 - v_2) dv_2 dv_1}{\int_0^\infty f_{V_1}(v_1) \int_0^{x-v_1} f_{V_2}(v_2) f_{V_3}(x - v_1 - v_2) dv_2 dv_1} \\
 &= \frac{\int_0^x \int_0^{x-v_1} T_1(v_1) f_{V_2}(v_2) f_{V_3}(x - v_1 - v_2) dv_2 dv_1}{\int_0^\infty \int_0^{x-v_1} f_{V_2}(v_2) f_{V_3}(x - v_1 - v_2) dv_2 dv_1}.
\end{align*}
\]

\[
\begin{align*}
 E(T_2(v_2) | X = x) &= \frac{\int_0^x f_{V_2}(v_2) f_{V_3}(x - v_1 - v_2) dv_2 dv_1}{\int_0^\infty f_{V_2}(v_2) f_{V_3}(x - v_1 - v_2) dv_2 dv_1} \\
 &= \frac{\int_0^x \int_0^{x-v_1} T_2(v_2) f_{V_3}(x - v_1 - v_2) dv_2 dv_1}{\int_0^\infty \int_0^{x-v_1} f_{V_3}(x - v_1 - v_2) dv_2 dv_1}.
\end{align*}
\]

\[
\begin{align*}
 E(T_3(v_3) | X = x) &= \frac{\int_0^x f_{V_3}(x - v_1 - v_2) dv_2 dv_1}{\int_0^\infty f_{V_3}(x - v_1 - v_2) dv_2 dv_1} \\
 &= \frac{\int_0^x \int_0^{x-v_1} T_3(v_3) f_{V_1}(v_1) f_{V_3}(x - v_1 - v_2) dv_2 dv_1}{\int_0^\infty \int_0^{x-v_1} f_{V_1}(v_1) f_{V_3}(x - v_1 - v_2) dv_2 dv_1}.
\end{align*}
\]

Based on the modified EM algorithm, we use the Monte Carlo method to calculate the integration appeared in Eq.(3.32). The details are described as follows:

**Step 1.** Let $(\phi_1^0, \phi_2^0, \phi_3^0)$ be the initial value of $(\phi_1, \phi_2, \phi_3)$. Simulate i.i.d. observations $(v_{1j}, j = 1, \ldots, m)$ from $f_{V_1}(v_1; \phi_1^0)$ and $(v_{2j}, j = 1, \ldots, m)$ from $f_{V_2}(v_2; \phi_2^0)$ that satisfy $v_{1j}^0 + v_{2j}^0 < x_i$. Then $(v_{3j}, j = 1, \ldots, m)$ can be represented as $x_i - v_{1j}^0 - v_{2j}^0$. The
conditional expectations of $T_1$, $T_2$ and $T_3$ are calculated using Monte Carlo method as

$$
\hat{E}(T_1 | X = x_i) = \frac{\sum_{j=1}^{m} T_1(v_{1j}^0) f_{V_3}(x_i - v_{1j}^0 - v_{2j}^0; \phi_3^0)}{\sum_{j=1}^{m} f_{V_3}(x_i - v_{1j}^0 - v_{2j}^0; \phi_3^0)},
$$

$$
\hat{E}(T_2 | X = x_i) = \frac{\sum_{j=1}^{m} T_2(v_{2j}^0) f_{V_3}(x_i - v_{1j}^0 - v_{2j}^0; \phi_3^0)}{\sum_{j=1}^{m} f_{V_3}(x_i - v_{1j}^0 - v_{2j}^0; \phi_3^0)},
$$

$$
\hat{E}(T_3 | X = x_i) = \frac{\sum_{j=1}^{m} T_3(x_i - v_{1j}^0 - v_{2j}^0) f_{V_3}(x_i - v_{1j}^0 - v_{2j}^0; \phi_3^0)}{\sum_{j=1}^{m} f_{V_3}(x_i - v_{1j}^0 - v_{2j}^0; \phi_3^0)}.
$$

Calculate $K_1'(\phi_1)$, $K_2'(\phi_2)$ and $K_3'(\phi_3)$ by solving

$$
K_1'(\phi_1) = \frac{1}{N} \sum_{i=1}^{N} \hat{E}(T_1 | X = x_i),
$$

$$
K_2'(\phi_2) = \frac{1}{N} \sum_{i=1}^{N} \hat{E}(T_2 | X = x_i),
$$

$$
K_3'(\phi_3) = \frac{1}{N} \sum_{i=1}^{N} \hat{E}(T_3 | X = x_i).
$$

(3.32)

Then we can obtain the current estimation of $(\phi_1^0, \phi_2^0, \phi_3^0)$ according to Eq.(3.32).

**Step 2.** Use the value $(\phi_1^0, \phi_2^0, \phi_3^0)$ obtained in Step 1 as the starting value to calculate the probability distribution function of $V_1$, $V_2$ and $V_3$. Repeat the process until the estimations of $\phi_1, \phi_2$ and $\phi_3$ converge.

To further illustrate this framework, let’s take exponential distribution as an example. Suppose $V_1, V_2, V_3$ are independent random variables and follow exponential distributions with parameter $\phi_1, \phi_2$ and $\phi_3$, respectively. According to our modified EM algorithm, we simulate $(v_{1j}^0, j = 1, \ldots, m)$ and $(v_{2j}^0, j = 1, \ldots, m)$ based on

$$
f_{V_1}(v_1) = \phi_1^0 e^{-\phi_1^0 v_1},
$$

$$
f_{V_2}(v_2) = \phi_2^0 e^{-\phi_2^0 v_2},
$$

where $(\phi_1^0, \phi_2^0, \phi_3^0)$ is the initial value of the parameters to be estimated.
Then the conditional expectations are computed by

\[
\hat{E}(T_1(V_1)|X = x_i) = \frac{\sum_{j=1}^{m} (-v_{1j}^0) \phi_3^0 e^{-\phi_3^0(x_i-v_{1j}^0-v_{2j}^0)}}{\sum_{j=1}^{m} \phi_3^0 e^{-\phi_3^0(x_i-v_{1j}^0-v_{2j}^0)}},
\]

\[
\hat{E}(T_2(V_2)|X = x_i) = \frac{\sum_{j=1}^{m} (-v_{2j}^0) \phi_3^0 e^{-\phi_3^0(x_i-v_{1j}^0-v_{2j}^0)}}{\sum_{j=1}^{m} \phi_3^0 e^{-\phi_3^0(x_i-v_{1j}^0-v_{2j}^0)}},
\]

\[
\hat{E}(T_3(V_3)|X = x_i) = \frac{\sum_{j=1}^{m} (x_i - v_{1j}^0 - v_{2j}^0) \phi_3^0 e^{-\phi_3^0(x_i-v_{1j}^0-v_{2j}^0)}}{\sum_{j=1}^{m} \phi_3^0 e^{-\phi_3^0(x_i-v_{1j}^0-v_{2j}^0)}}.
\]

Based on Eq.(3.32), we can get the values of \((K_i'(\phi), i = 1, 2, 3)\) and this result can be further used to obtain the estimate of \((\phi_{1j}^1, \phi_{2j}^1, \phi_{3j}^1)\) since

\[
\phi_{1j}^1 = -\frac{1}{K'_1(\phi_1)},
\]

\[
\phi_{2j}^1 = -\frac{1}{K'_2(\phi_1)},
\]

\[
\phi_{3j}^1 = -\frac{1}{K'_3(\phi_1)}.
\]

In the next iteration, the current estimate \((\phi_{1j}^1, \phi_{2j}^1, \phi_{3j}^1)\) is used as the initial value to simulate \((v_{1j}^1, j = 1, \ldots, m)\) and \((v_{2j}^1, j = 1, \ldots, m)\), which makes it possible to build the iterative procedure\(^2\). The final estimate of parameter will be obtained when the procedure converges.

### 3.7.3 Interchangeability of Service Time in Tandem Queueing Network

The interchangeability of service time we discussed in Section 3.6.2 is also true for a tandem queueing network with more than two servers.\(^3\)

In our work, a tandem queueing network is comprised of several nodes whose service times follow exponential family distributions. In order to estimate the service rate of each server, basically we are going to estimate the parameters of several random variables based on their sum data. Since the service times at each server

\(^2\)We don’t need to simulate \((v_{1j}^1, j = 1, \ldots, m)\) since it can be represented as \(x_i - v_{1j}^1 - v_{2j}^1\).

\(^3\)The interchangeability of service time doesn’t imply that servers in the queueing network are interchangeable.
are independent and share equal weight when constructing the sum data, they are interchangeable, thus we need extra knowledge to make a final conclusion.

### 3.8 Comparison with Basawa’s Work

In this section, we compare our work with the previous research [7] by Basawa. In [7], the author investigated the parameter estimation problem based on a sample of the differences of two positive random variables $U$ and $V$, where $U$ and $V$ follow exponential family distributions. In other words, given the data of $V - U$, the parameters of $U$ and $V$ could be estimated through a modified EM algorithm involving Monte Carlo simulation. Instead of working on the differences of two variables, our work needs to solve parameter estimation problem based on a sample of the sum of two random variables $V_1$ and $V_2$ whose densities belong to exponential family. Inspired by Basawa’s work, we use a very similar way to formulate the ML estimation. With modifications, the EM algorithm stated in [7] can be applied to solve the likelihood equations in our work.

One of the differences between these two works is the scalability. The work done in [7] is applied to a single queueing system but not queueing network with more than one node. In contrast, as described in the preceding section, our framework can solve the parameter estimation problem based on sum data of more than two random variables, and thus can be applied to a tandem queueing network with several nodes.

Another difference is that the work in [7] estimates both arrival rate and service rate of a queue while our work only focuses on the service rate estimation. Besides, the method proposed in [7] collects system time data or waiting time data together with the servers idle time to obtain the sample data of the differences. In our work, we collect both system time and waiting time data but no need for idle time data.

### 3.9 Further Discussion

Same as Basawa’s work [7], we assume that waiting times are available. This assumption is generally true and is justified that the waiting time in a queue is easy to render a direct measurement [14].

Clearly, this assumption may be too strong, as it requires the involvement of intermediate nodes. In scenarios where only end-to-end delay is available, our method can be still applied to obtain the system time at each individual node, if we re-define
the service time at each node to also include the waiting time at the node. Note that in the traditional meaning, system time of a node is equal to the waiting time in the queue plus the service time of the node. In other words, the re-defined “service time” is the same as the system time in the traditional meaning.

Nevertheless, this re-definition of service time poses a constraint of our method. The distribution of the re-defined service time may not belong to exponential family anymore, and only few limited queueing systems have such a property, e.g., M/M/1 system. Indeed, this limitation roots from the widely-known difficulty in the network of queue: the input and the output of a node may not follow the same distribution, making it extremely hard to adopt a unified model to analyze the system time of all nodes. We cannot avoid this problem, and we conclude that our method can only be applied in scenarios where total waiting time is available or in scenarios where the distribution of system times of each node belong to the exponential family.
Chapter 4

Experiments

In this chapter, we carry out simulation experiments and analyze the simulation results. We will first describe how our data is acquired from a two-stage queueing system simulated in R. Based on the data, the parameters of each server are estimated by our EM algorithm as well as the Newton-Raphson algorithm. The results of each experiment and the analysis in detail are presented in the second part of this chapter.

4.1 Data Acquisition

4.1.1 Simulation of the Queueing System

As described in the previous chapter, we need to collect the total service time and total waiting time of each package passing through a tandem queueing system. In our work, instead of building a real computer network, we use simulation to study this discrete-event system [24][28].

Figure 4.1: Queueing system with two queues and two servers
The essential part of a discrete-event simulation is the maintenance of the event list. In our problem, the event list is a list of scheduled events consisting of three types of events: arrival, departure and intermediate. Different from a single-server queue, the intermediate events are defined to represent the customer’s departure from the first server and the arrival at the second server in a two-stage queueing system. We use a data frame to store the event list with each row representing an arrival event, an intermediate event or an departure event. The events are stored in the order of time so that the earliest event will always be handled first.

<table>
<thead>
<tr>
<th>Event Time</th>
<th>Event Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.97</td>
<td>arrival</td>
</tr>
<tr>
<td>1.19</td>
<td>intermediate</td>
</tr>
<tr>
<td>1.52</td>
<td>arrival</td>
</tr>
<tr>
<td>1.60</td>
<td>intermediate</td>
</tr>
<tr>
<td>1.61</td>
<td>departure</td>
</tr>
<tr>
<td>1.89</td>
<td>departure</td>
</tr>
</tbody>
</table>

Table 4.1: An example of event list

The operation of the queueing system is implemented with the main loop. In each iteration, the head event which is the first event with earliest time is pulled off the event list. The system clock is updated to reflect the event’s occurrence. Then based on the type of this head event, different operations may be triggered.

1. If the head event is marked with arrival, a next arrival event is created based on the system’s inter-arrival time and inserted into the event list. In the meanwhile, the status of the first queue is checked:
   - If it’s empty, the arrival event is directly processed so that an intermediate event is created and inserted into the event list.
   - Otherwise, it enters the first queue and wait to be served.

2. If the head event is marked with intermediate, we need to deal with both of the first queue and the second queue:
• For the first queue, the event is removed. If the queue is still not empty, another intermediate event will be scheduled and inserted into the event list, which represents the next departure from the first queue.

• For the second queue, we check its status. If the second queue is not empty, the head event entered the queue and wait to be served. If the queue is empty, a departure event is scheduled and inserted into the event list.

3. If the head event is marked with departure, it will be removed from the second queue. The status of the second queue is then checked:

• If it’s not empty, another departure event will be created and inserted into the event list.

4.1.2 Sampling Plans

For each packet passing through the queueing system, the total system time and total waiting time are recorded. This accounting job is done by incorporating three global vectors: $sysTimeVec$, $waitTimeVec1$ and $waitTimeVec2$. The capacities of all these vectors are equal to the number of the packets.

We use $sysTimeVec$ to record the total time that each packet spent in the queueing system. The total system time of the $ith$ packet is stored in $sysTimeVec[i]$, which locates at the $ith$ position in the vector.

The value of $sysTimeVec[i]$ is initialized with 0 when the arrival event of the $ith$ packet occurs. Later when the departure event of this packet is scheduled, $sysTimeVec[i]$ will be updated by the difference between the departure time and the arrival time. As described in the previous section, in our simulation, the departure event may be scheduled in two scenarios:

• When the packet enters the second queue and find the server idle, it will get served immediately and the departure event will be scheduled.

• When the packet enters the second queue and find the server busy, it will wait in the queue until the packet before it departs. This time, the departure event of the $ith$ packet is scheduled when the departure of the $(i - 1)th$ packet occurs.

The two vectors $waitTimeVec1$ and $waitTimeVec2$ are used to record the packets’ waiting time in each server respectively. For the $ith$ packet, $waitTimeVec1[i]$ is
initialized with 0 when the arrival event occurs. If the first queue is empty, the packet gets served immediately and the value of \textit{waitTimeVec1\[i\]} remains 0. Otherwise, it will wait in the queue until the \((i-1)th\) packet’s departure from the first queue. When the \((i-1)th\) packet leaves the first queue, the intermediate event of this customer is scheduled and \textit{waitTimeVec1\[i\]} will be updated with the difference of the current time and the arrival time.

As the intermediate event of the \(i\)th packet occurs, the value of \textit{waitTimeVec2\[i\]} is initialized with 0. If the second server is idle, \textit{waitTimeVec2\[i\]} will be set to 0. Otherwise, we will start timing from the time that the packet enters the second queue to the time that the departure event is scheduled. And this time period will be assigned to \textit{waitTimeVec2\[i\]}.

### 4.2 Parameter Estimation Experiments

Based on the data representing the total service time of each customer, we carry out parameter estimation experiments using our modified EM algorithm. We also test the Newton-Raphson method.

#### 4.2.1 Newton-Raphson Method

Let’s first have a brief review of the Newton-Raphson method, which is always considered as a standard approach to solve the likelihood function in an ML estimation.

Newton-Raphson method, also known as Newton’s method, is an optimization algorithm for finding approximations to the roots of real-valued functions[46]. For a function \(f(x)\), based on an initial value \(x_0\), we can get a better guess of the root as

\[
x_1 = x_0 - \frac{f(x_0)}{f'(x_0)},
\]

where \(f'\) is the function’s derivative. Then the process can be repeated by calculating

\[
x_{n+1} = x_n - \frac{f(x_n)}{f'(x_n)}
\]

until we get an estimate of the root that is accurate enough.

Newton-Raphson method can also be applied to multivariate systems. Suppose
that we have an $N$ dimensional multivariate equation system as
\[
\begin{cases}
f_1(x_1, \cdots, x_N) = f_1(x) = 0 \\
f_2(x_1, \cdots, x_N) = f_2(x) = 0 \\
\vdots \\
f_N(x_1, \cdots, x_N) = f_N(x) = 0,
\end{cases}
\]
where $x = (x_1, \cdots, x_N)^T$. For convenience, we can also define a vector of functions as
\[
f(x) = (f_1(x), f_2(x), \cdots, f_N(x))^T.
\]
Based on the Newton-Raphson method, we will have
\[
x_{n+1} = x_n - J(x_n)^{-1}f(x_n),
\]
where $J(x)$ is an $N$-dimensional matrix defined as
\[
J(x) = \frac{d}{dx}f(x) = \begin{bmatrix}
\frac{\partial f_1}{\partial x_1} & \cdots & \frac{\partial f_1}{\partial x_N} \\
\vdots & \ddots & \vdots \\
\frac{\partial f_N}{\partial x_1} & \cdots & \frac{\partial f_N}{\partial x_N}
\end{bmatrix}.
\]
We can also get the matrix form of this iteration:
\[
\begin{bmatrix}
x_1 \\
\vdots \\
x_N
\end{bmatrix}^{n+1} = \begin{bmatrix}
x_1 \\
\vdots \\
x_N
\end{bmatrix}^n - J(x_n)^{-1} \begin{bmatrix}
f_1(x_n) \\
\vdots \\
f_N(x_n)
\end{bmatrix}.
\]
For our problem, in order to estimate the service times' parameters $\phi_1$ and $\phi_2$, we want to use the Newton-Raphson method to obtain the roots of the likelihood equations
\[
\frac{\partial \log L_N}{\partial \phi_1} = \sum_{i=1}^{N} \frac{\partial f_X(x_i)}{\partial \phi_1} = 0 \quad \text{and} \quad \frac{\partial \log L_N}{\partial \phi_2} = \sum_{i=1}^{N} \frac{\partial f_X(x_i)}{\partial \phi_2} = 0.
\]
Based on the solution obtained in the $i$th iteration, we can get a better estimate in
the \((i + 1)th\) iteration as

\[
\begin{pmatrix}
\phi_{1}^{i+1} \\
\phi_{2}^{i+1}
\end{pmatrix} = \left( \begin{pmatrix}
\phi_{1}^{i} \\
\phi_{2}^{i}
\end{pmatrix} \right) - \left[ \begin{array}{cc}
\frac{\partial^{2} \log L_{N}}{\partial \phi_{1}^{2}} & \frac{\partial^{2} \log L_{N}}{\partial \phi_{1} \partial \phi_{2}} \\
\frac{\partial^{2} \log L_{N}}{\partial \phi_{2} \partial \phi_{1}} & \frac{\partial^{2} \log L_{N}}{\partial \phi_{2}^{2}}
\end{array} \right] \left( \begin{pmatrix}
\frac{\partial \log L_{N}}{\partial \phi_{1}} \\
\frac{\partial \log L_{N}}{\partial \phi_{2}}
\end{pmatrix} \right).
\]

This process is continued until an estimate is obtained that is accurate enough.

Since the Newton-Raphson method is popular in solving likelihood equations, it has been implemented in many R packages. In our simulation code, a package named \texttt{maxLik}[21][42] is used for estimating the parameters.

### 4.2.2 Simulation Results

Experiments are carried out to evaluate the performance of the parameter estimation framework. In each experiment, we use both modified EM algorithm and Newton-Raphson method to estimate the parameters of each server in the queueing system.

For each experiment, the simulated queueing system is set up using the following parameters:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arrival rate</td>
<td>0.4</td>
</tr>
<tr>
<td>Mean service rate of server1</td>
<td>1.4</td>
</tr>
<tr>
<td>Mean service rate of server2</td>
<td>0.9</td>
</tr>
</tbody>
</table>

Table 4.2: True values of the parameters

The initial mean service rates of server1 and server2 are set to 1.5 and 1 respectively, which can be considered as a prior knowledge of the system. This is similar to a real world scenario where we are informed with one set of service rates, however, the true values of service rates are different. Note that the arrival rate can be set to any value as long as the system is stable. It only affects the waiting time of packets in the queueing system and has nothing to do with the parameter estimation since our model depends only on total service time.

For the modified EM algorithm, we need to generate random numbers in the E-step, which will cause uncertainty in the estimation result of the parameters \(\phi_{1}\) and \(\phi_{2}\). For example, in Experiment 1 described below, after running the modified EM algorithm for 100 times, the variances of estimates are \(7.9026e-4\) and \(1.1396e-4\) for \(\phi_{1}\) and \(\phi_{2}\), respectively. Thus, in our experiments, each estimation process is repeated 100 times and the mean value is taken as the final estimate.
We also define the normalized error of our estimates as
\[
error = \frac{\left| \phi - \hat{\phi} \right|}{\phi}
\] 
(4.1)

which will be used for measuring the performance of the estimation result.

A. Feasibility Study of the Framework

In the first two experiments, we want to demonstrate the feasibility of our proposed parameter estimation framework. We first build a queueing system consisting of two servers. The servers are set to follow exponential distributions with mean service rates specified in Table 4.2. We generate \( N = 1000 \) observations from the queueing system and use \( m = 500 \) for the expectation calculation in Eq.(3.19) to estimate the parameters. The estimation result is shown in Figure 4.2.

We then change the second server to follow lognormal distribution with the same mean service rate. The result in Figure 4.3 shows that the EM algorithm works well for the cases that the service time follows either exponential distribution or lognormal distribution.
Figure 4.2: Parameter estimation of exponential service rates

Figure 4.3: Parameter estimation of exponential and lognormal service rates
In the second experiment, we want to test the feasibility of our framework in processing mixture data generated from three components. This time the mixture data is obtained as the sum of three exponential components with $\phi_1 = 3, \phi_2 = 2, \phi_3 = 1$. The estimation results are shown in Figure 4.4.

Figure 4.4: Parameter estimation of queueing system with three exponential servers

Through these two experiments, we demonstrate the feasibility of our parameter estimation framework: build a mixture model, derive the likelihood equation then use the modified EM algorithm to solve it (can use Newton-Raphson method as well). The simulation results show that this framework works properly in estimating parameters of different distributions from exponential family and can be potentially applied to queueing systems with $N$ (more than three) servers.
B. Influence of the Size of Observations

In this experiment, we compare the performance of the parameter estimation framework with observations of different lengths. A two-stage queueing system is built and both the service times of the two servers are set to follow exponential distributions. We use $m = 500$ for the approximation of integration. Different set of observations are obtained from the queueing system with the lengths set to $N = 100, 300, 500, 700, 1000, 2000$, respectively. Estimation results are shown in Table 4.3 and Table 4.4.

<table>
<thead>
<tr>
<th>Length</th>
<th>EM(m=500)</th>
<th>NR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Value</td>
<td>Error</td>
</tr>
<tr>
<td>N=2000</td>
<td>1.4298</td>
<td>0.0213</td>
</tr>
<tr>
<td>N=1000</td>
<td>1.4430</td>
<td>0.0307</td>
</tr>
<tr>
<td>N=700</td>
<td>1.4637</td>
<td>0.0455</td>
</tr>
<tr>
<td>N=500</td>
<td>1.4839</td>
<td>0.0599</td>
</tr>
<tr>
<td>N=300</td>
<td>1.5341</td>
<td>0.0958</td>
</tr>
<tr>
<td>N=100</td>
<td>1.6136</td>
<td>0.1526</td>
</tr>
</tbody>
</table>

Table 4.3: Estimation of $\phi_1$ with different N values

<table>
<thead>
<tr>
<th>Length</th>
<th>EM(m=500)</th>
<th>NR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Value</td>
<td>Error</td>
</tr>
<tr>
<td>N=2000</td>
<td>0.8927</td>
<td>0.0081</td>
</tr>
<tr>
<td>N=1000</td>
<td>0.9070</td>
<td>0.0078</td>
</tr>
<tr>
<td>N=700</td>
<td>0.9118</td>
<td>0.0131</td>
</tr>
<tr>
<td>N=500</td>
<td>0.9116</td>
<td>0.0129</td>
</tr>
<tr>
<td>N=300</td>
<td>0.9207</td>
<td>0.0230</td>
</tr>
<tr>
<td>N=100</td>
<td>0.9253</td>
<td>0.0281</td>
</tr>
</tbody>
</table>

Table 4.4: Estimation of $\phi_2$ with different N values
From the results shown in Table 4.3 and Table 4.4, we find that both EM and NR gave reasonable estimates of $\phi_1$ and $\phi_2$. Before carrying out further analysis of the estimation results, we will examine the observations first. For each $N$ value, we create the histogram based on the observations and compare it to the theoretical probability density function of the distribution. Comparisons are shown when $N = 2000, 1000, 500, 100$. From Figure 4.5, we find that when $N = 2000$ and $N = 1000$, the empirical density estimates approximate the theoretical pdf well. However, when the value of $N$ decreases to 500 and 100, we will find a large gap between estimation and theoretical pdf. Apparently, a larger sample size will result in a better approximation of the distribution, thus inference that is made from a larger sample size will lead to a better estimation of the parameters.
Now let’s take a closer look at the estimation results to see if we really get smaller errors when increasing the size of observations. We use Figure 4.6 to show the errors when we take different lengths of observations. The errors of $\phi_1$ and $\phi_2$ are represented by blue lines and red lines, respectively. From the results, we see that EM and NR give comparable estimates for particular $N$ value. When the size increases from 100 to 1000, both of the two blue lines show that the error decreases.

Nevertheless, the red lines showed an inconsistency. The reason is that even though a larger size of observations will result in a better approximation of the mixture
model as a whole, it’s possible that not both of the two components can obtain a better estimation.

This can be demonstrated by the result obtained by NR. By using the maxLik package, we get relatively accurate solution to the likelihood equation, thus the NR results are believed to be super close to the true ML estimates. In Figure 4.6, the errors of NR reveal the insufficiency of the two sets of observations when \( N = 700 \) and \( N = 1000 \) in describing the component with parameter \( \phi_2 \).

To further test our hypothesis, we regard \( \phi_1 \) and \( \phi_2 \) as a two dimensional vector and calculate the error of \((\phi_1, \phi_2)\) using

\[
\text{error} = \sqrt{\left(\phi_1 - \hat{\phi}_1\right)^2 + \left(\phi_2 - \hat{\phi}_2\right)^2}.
\] (4.2)

<table>
<thead>
<tr>
<th>Length</th>
<th>EM(m=500) Error</th>
<th>NR Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>N=1000</td>
<td>0.0262</td>
<td>0.0147</td>
</tr>
<tr>
<td>N=700</td>
<td>0.0389</td>
<td>0.0269</td>
</tr>
<tr>
<td>N=500</td>
<td>0.0509</td>
<td>0.0702</td>
</tr>
<tr>
<td>N=300</td>
<td>0.0815</td>
<td>0.1184</td>
</tr>
<tr>
<td>N=100</td>
<td>0.1292</td>
<td>0.1508</td>
</tr>
</tbody>
</table>

Table 4.5: Estimation of \((\phi_1, \phi_2)\) with different \( N \) values

The results shown in the above table are represented by the two green lines in Figure 4.6, based on which we can conclude that both NR and EM get better results with larger size of observations when the estimations of the two parameters are considered as a whole.

In summary, an increasing size of observations will reduce the systematic error\(^1\)

\(^1\)The systematic error here refers to the error brought by sample data compared to the ideal distribution.
of our framework. From Figure 4.6, we also notice that when we fix the value of \( m \) to \( m = 500 \), there is a gap between the results of NR and the modified EM. We will analyze it in the next part.

![Figure 4.6: Comparison between NR and EM for different lengths of observations](image)

C. Influence of the Value of \( m \)

In this part, we evaluate the influence of different \( m \) values when approximating the theoretical expectation. As described in Chapter 3, the Monte Carlo method is used in calculating the expectation in Eq.(3.19). Clearly it yields approximate results and the accuracy depends on the value of \( m \), which is the number we use for computing the average.

In our experiment, the size of observations is fixed to \( N = 1000 \), since it’s good enough to approximate the theoretical pdf of our mixture model. We change the
value of $m$ from 100 to 500 and estimate the two parameters based on the specific set of observations. The estimation results are shown in Table 4.6 and Table 4.7.

<table>
<thead>
<tr>
<th>Method</th>
<th>Value</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>EM($m=100$)</td>
<td>1.6169</td>
<td>0.1549</td>
</tr>
<tr>
<td>EM($m=200$)</td>
<td>1.5048</td>
<td>0.0749</td>
</tr>
<tr>
<td>EM($m=300$)</td>
<td>1.4778</td>
<td>0.0556</td>
</tr>
<tr>
<td>EM($m=400$)</td>
<td>1.4524</td>
<td>0.0374</td>
</tr>
<tr>
<td>EM($m=500$)</td>
<td>1.4430</td>
<td>0.0307</td>
</tr>
<tr>
<td>NR</td>
<td>1.4159</td>
<td>0.0114</td>
</tr>
</tbody>
</table>

Table 4.6: Estimation of $\phi_1$ with different $m$ values when $N=1000$

<table>
<thead>
<tr>
<th>Method</th>
<th>Value</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>EM($m=100$)</td>
<td>0.8521</td>
<td>0.0532</td>
</tr>
<tr>
<td>EM($m=200$)</td>
<td>0.8860</td>
<td>0.0156</td>
</tr>
<tr>
<td>EM($m=300$)</td>
<td>0.8950</td>
<td>0.0056</td>
</tr>
<tr>
<td>EM($m=400$)</td>
<td>0.9044</td>
<td>0.0049</td>
</tr>
<tr>
<td>EM($m=500$)</td>
<td>0.9070</td>
<td>0.0078</td>
</tr>
<tr>
<td>NR</td>
<td>0.9187</td>
<td>0.0208</td>
</tr>
</tbody>
</table>

Table 4.7: Estimation of $\phi_2$ with different $m$ values when $N=1000$

In order to find the trends in our results, we plot the data shown in the above tables in Figure 4.7. We know that increasing the number of simulations in the
Monte Carlo method helps to reduce the random error. And the blue lines and green lines indeed show a decreasing trend. However, the red line in Figure 4.7 seems to contradict our knowledge.

![Figure 4.7: Error with different m value](image)

To explain this phenomena, let’s take a closer look at the estimation results as shown in Figure 4.8 and Figure 4.9. In each figure, red lines represent the results obtained by NR which are believed to reveal the actual distribution of the samples. Thus, the margins between red lines and black lines can be regarded as the systematic errors introduced by the observations.

As the value of $m$ increases, the gaps between the blue lines and the red lines become smaller and smaller, indicating that the estimated values obtained by the modified EM get closer to the NR results, but not to the true values. This result consists with our guess: increasing the number of simulations can help to reduce the random error but is not able to reduce the systematic error.

When the estimation of the two parameters are considered as a whole, we get the
results in Figure 4.10. It’s clear that as the value of $m$ becomes larger, the result of modified EM gets closer to that of NR. This also explains why we had the gap in Figure 4.6 when $m$ was fixed to 500.

In summary, a larger $m$ will lead to a smaller discrepancy between the EM result and NR result, but not always a better estimate compared to the true value.

Figure 4.8: Estimation of $\phi_1$ with different $m$ values
Figure 4.9: Estimation of $\phi_2$ with different m values

Figure 4.10: Comparison between NR and EM with different m values
4.3 Comparison Between Modified EM and NR

As described in the previous section, we used maxLik to implement the NR method and it produced pretty accurate solution to the likelihood equation in our framework. Thus, the gaps between the NR results and the true values are believed to be caused mainly by systematic error that cannot be reduced any more based on this specific sample.

Our modified EM algorithm uses expectation maximization method to solve the likelihood equation. The Monte Carlo simulation was applied for calculating the expectation and the result approaches that of NR when we increase the number of samples in the Monte Carlo method.

From our experiment results shown in Figure 4.6, we can find that NR does not always outperform the EM. From Figure 4.9, we can see that when \( m = 300 \) and 400, the random errors are larger than that when \( m = 500 \). However, the random errors in these two scenarios may offset the systematic error by chance, which leads to estimates better than that with NR.

To summarize, we can conclude that:

1. Both EM and NR work properly in our parameter estimation framework.
2. Increasing number of observations will describe the distribution better and result in smaller systematic error.
3. A larger \( m \) value in the Monte Carlo method can help reduce random errors and lead to a better approximation to the EM estimate.
4. NR does not always outperform EM since different sources of errors may neutralize each other by chance.

Finally, we note that the NR method is more complex to implement and is numerically intensive [11], since it involves computation of Hessian matrix (the matrix of second-order partial derivatives of the likelihood with respect to parameter pairs). In contrast, the modified EM is much easier to implement and involves no integral computation.
Chapter 5

Conclusions and Future Work

In this work, we investigated the parameter estimation problem for finite mixture model based on additive metrics like end-to-end delay and total waiting time, in the context of queueing network. A general framework for exponential family distributions was proposed, including data acquisition, data modeling and ML estimation. We also provided a modified EM algorithm that can be used to solve the likelihood equation iteratively.

To evaluate the actual performance of the servers in a queueing network, the intuitive method is to collect data of packets’ service time at each server and estimate the parameters of each server respectively. However, this becomes impossible in many applications as introduced in Chapter 1, we thus resort to a different approach: collecting each packet’ total system time and total waiting time, then the difference will be total service time data. In order to estimate the parameters of every server in the queueing system based on this total service time data, a finite mixture model is used and the ML method is then applied for estimating the parameters.

Extensions to this framework is a modified EM algorithm for solving the likelihood equation in the ML method. Since the distributions of the servers are assumed to vary across the entire exponential family and some may have complicated density functions, we are not able to get explicit expressions for the ML estimates all the time. In this case, iterative methods such as EM and NR can be used to get the ML estimates. Inspired by the work in [7], a modified EM algorithm is applied in this scenario to avoid the main drawbacks of standard EM and NR in terms of computational complexity. In each E-step, the expectation calculation is replaced by Monte Carlo simulation of mean value, which leads to an approximation of standard EM estimates.
Simulation experiments were carried out to test the feasibility and to evaluate the performance of our work. From the results, we conclude that:

1. Our general parameter estimation framework can be applied to a tandem queueing system consisting of a couple of servers that follow different distributions from exponential family.

2. Estimates from both EM and NR are satisfactory enough for our parameter estimation framework.

3. A larger size of observation data will contribute to improving the accuracy of the parameter estimation.

What we have done in this thesis provides basis for future work in several directions.

The first possible extension is to extend the tandem queueing system to a queueing network. For a tandem queueing system, the mixture model with equal weight is used to model the total service time data. However, in a queueing network with more complex topology, a weighted mixture model may be needed and the weight vector should be estimated at the same time.

Another interesting direction is to design accelerators for the modified EM algorithm that we used for estimating parameters in our framework. It’s known that the EM algorithm sometimes converges slow and many methods have been proposed to accelerate it [27][23]. For this project, next step for future work may involve combining EM algorithm and Quasi-Newton method to achieve faster convergence.

For the parameters’ interchangeability problem, we assumed that prior knowledge is available to help map the estimates to the servers. However, further research may be needed to work out how to create this mapping information from observation data independently.

In the end, the data acquisition part can be improved by setting buffer capacity for each server. Our current simulation platform built in R can simulate a tandem queueing system quite well, however, the buffer capacity is set to infinite implicitly, which is not realistic in real world applications. This also lead to a slow simulation when the arrival rate is high. By incorporating finite capacity buffer and dropping packages as needed, we will get a better simulation tool of a queueing system.
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