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ABSTRACT

Self-Organizing Maps (SOM) can provide a visualization for multi-dimensional data with two dimensional mappings. By applying unsupervised learning techniques to SOM representations, we can further enhance visual inspection for change detection. In order to obtain a more accurate measurement for the changes of self-organizing maps beyond simple visual inspection, we introduce the Gaussian Mixture Model (GMM) and Kullback-Leibler Divergence (KLD) on top of SOM trained maps. The main contribution in this dissertation focuses on adding numerical methods to SOM algorithms, with anomaly detection as example domain. Through extensive traced-based simulations, it is observed that our techniques can uncover anomalies with an accuracy of 100% at an anomaly mixture-rate as low as 12% from the CTU-13 dataset. Tuning of the KLD threshold further reduces the mixture-rate to 7%, significantly augmenting visual inspection to assist in detecting low-rate anomalies.

Suitable hierarchical and distributed SOM-based approaches are also explored, along with other approaches in the literature. Hierarchies in SOM can show the correlations among the neural cells on the self-organizing maps. In order to obtain a higher accuracy for anomaly detection, a new dimension of labels is suggested to be added in the second layer of SOM training. Also for more general distributed SOM-based algorithms, we investigate the use of principal component analysis (PCA) for
the separation of dimensions. With the transformed dataset from PCA, the inner dependencies can be reserved in a manageable scale.

As a case study, this dissertation uses a SOM-based approach for anomaly detection in Supervisory Control And Data Acquisition (SCADA) networks. We further investigate the use of SOM for the Quality of Service (QoS) in the scenario of wireless SCADA networks. Solving the problem of long computing time of optimizing the cached contents, the new SOM-based approach can also learn and predict the sub-optimal locations for the caching while maintaining a prediction error of 28%.
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Chapter 1

Introduction

A Self-Organizing Map (SOM) is a type of Artificial Neural Network (ANN) that is used in many applications including visualization, data representation, data reduction, density reduction and classification. A SOM is an unsupervised learning algorithm that keeps the topological mapping between input and output, which is useful when dealing with a large set of data with varying dependencies. The SOM algorithm can be used as part of a system to classify and detect abnormal data rate traffic flows, which can make the system capable of finding unknown attacks and provide amazingly beautiful visualizations at the same time. However, SOM also has the scalability problem for larger networks with more than thousands of network flows which makes it difficult for human visual inspections. This dissertation focuses on enhancing change detection in SOM algorithms through the addition of numerical methods. As an example, we consider anomaly detection in Supervisory Control And Data Acquisition (SCADA) Networks. In this Chapter, we will introduce the basics for SOM and the application domain for our case study, the SCADA Networks. The basic SOM algorithm will be evaluated in Chapter 2 and the numerical methods will be discussed in Chapter 3.

1.1 Basics for Self-Organizing Maps

Building a SOM consists of two phases: learning and classification. In the learning phase, the SOM is trained within certain epochs by collecting known data representing normal behavior and abnormal behavior of the network to produce a traffic model consisting of clusters such that each packet passing through the network can be placed
in one of these clusters. An input vector file is created during each data collection window and is then processed through the SOM to classify each vector into one of the clusters as normal or abnormal. The classification phase of the data can take place in subsequent epochs. Visualization of the cluster on a 2-dimensional map, which could make the anomaly detection more effective and intuitive, can be built on top of the existing methodologies to aid the human eye. The main procedure of a SOM algorithm includes [7]:

1. **Initialize weights:** Suppose the number of variables in the input dataset is \( n \) and size of the training neural network is \( p \) by \( q \), then random values will be assigned to the network weights \( w_{ij}(k) \), where \( i = 1, 2, ..., p, \ j = 1, 2, ..., q. \) and \( k = 1, 2, ..., n. \) In most cases random initialization is sufficient as the SOM will inevitably converge to a final mapping.

2. **Looping through \( T \) training epochs:** (a) Select a sample \( x \) from the input data set. (b) Find the “winning” neuron for the sample input by calculating the Euclidean Distance \( d \) and find the neuron with the minimum distance.

\[
d = \min_{ij} \{\|x - w_{ij}\|\},
\]  

(1.1)

where \( \| \cdot \| \) is the Euclidean norm and \( w_{ij} \) is the network weight.

(c) Adjust the weights of nearby neurons with:

\[
w_{ij}^{t+1} = w_{ij}^{t} + \eta^{t}K^{t}(i, j)\{x^{t} - w_{ij}^{t}\},
\]  

(1.2)

where \( \eta^{t} \) is the learning rate at epoch \( t \), and \( K^{t}(i, j) \) is a suitable neighborhood function [8].

3. **Grouping:** Groups of similar neurons in the final map are generated in this process.

Figure 1.1 shows an example of training with a SOM algorithm on a sample data with three features (RGB values), which can be colored based on the RGB values. In this figure, first the map is randomly initialized with various RGB values. After looping through 20 epochs, a new map can be obtained in which the neural cells with similar colors become closer to each other on the map. However, the trained map cannot guarantee the position for a specific color unless a fixed seed number is chosen.
for random initialization in the SOM training phase. This is important and can be utilized in order to pinpoint the anomaly in the network traffic on the trained SOM map. As we are using a SCADA network as a case study, the sections below will introduce SCADA networks in general.

1.2 A Case Study Scenario: SCADA Networks

Remote monitoring and control of critical infrastructure (e.g., power generation, oil refineries, manufacturing plants etc.) has been possible due to the advent of networking technologies in the last few decades. Industrial Control Systems (ICS) is a major segment within these operational technology sectors. Most ICSs are managed via Supervisory Control And Data Acquisition (SCADA) networks that are commonly deployed to aid the operation of such large industrial infrastructures, including some considered essential for our society, such as water treatment and power generation facilities. These systems are used by operators in modern industrial facilities to continuously monitor and control plant operations.

SCADA systems enable network-based monitoring, communication and/or control of processes (or plants) in various industrial sectors including electrical power distribution, energy, oil and gas, waste water and water. These systems serve as the backbone of much of Canada’s critical infrastructure. Security compromises of
SCADA systems allows malicious attackers to gain control of the industrial processes in question - with devastating results. There are numerous real world examples of SCADA network compromises. In Australia, a disgruntled former employee gained remote unauthorized access to a waste water plant and discharged 800,000 liters of sewage into the water system. In another example, the well-known Stuxnet worm highlighted the potential of gaining remote control of nuclear plants. Industrial control infrastructure and systems in Canada and overseas are increasingly the target of cyber security attacks. Historically, SCADA networks were based on the closed Public Switched Network (PSN) but today many are based on open Local Area Network (LAN)/Wide Area Network (WAN) technologies and in many cases, unintentional internet connections can arise when SCADA systems are connected to a corporate networks to enable reporting.

A typical SCADA network architecture will consist of lower-level devices such as Programmable Logic Controllers (PLCs) and Remote Terminal Units (RTUs) which control physical processes, as well as HMI (Human Machine Interface) software which controls and monitors the PLCs. The HMI, associated databases, data acquisition server and historians are software systems often installed on Windows platforms and connected to an IP-based network. SCADA architectures use standard protocols to communicate with PLCs including protocols such as Modbus, Ethernet/IP and DNP3. These protocols have been refined so that they operate over typical TCP/IP based networks.

SCADA systems have evolved over time in terms of the capabilities of their sensors and actuators as well as in their network topologies. SCADA network topologies have moved from simple point-to-point links to arbitrary mesh-type network topologies that include fixed and wireless links to support large numbers of nodes and overlapping networks. Given their critical nature, security plays a very important role, as the impact of attacks could be catastrophic [9] in these infrastructures.

Figure 1.2 shows a general architecture for a SCADA network, including 4 sub-networks (Field-Level Network, Control Network, Plant Network and Corporate Network). As the “Corporate Network” is connected with the outside Internet, the requests from this sub-network must be treated with care. Also, a large quantity of network traffic in SCADA networks will have real-time requirements and thus, significant attention should be given to the methods to detect the anomalies as well as locations to deploy such tools. Differences in algorithms and deployment methods may significantly impact the accuracy and efficiency of threat detection.
The evolution of SCADA architectures towards facilitating remote operator control over a network has improved the efficiency and lowered the costs of organizations responsible for the operation and maintenance of such networks. However, connecting
SCADA networks to other IP networks has made the networks and their systems susceptible to security threats as the original SCADA protocols were not designed to be secure protocols. The assumption was that they would run in a closed and restricted network environments. It can be difficult to sufficiently vet upgraded devices so as to sufficiently minimize the risk associated with operationally deploying them.

The above necessitates early and rapid detection of cyber threats to SCADA networks. The majority of existing firewalls, Intrusion Detection Systems (IDS) and cyber security/forensic tools, however, do not have strong support for detection of cyber threats to SCADA infrastructure due to limited support for SCADA protocols and architecture. Studies also indicate that there is increased attention by the research, academic and vendor community to develop innovative techniques for detection of cyber threats against SCADA networks [10]. In one such effort [11], a model based detection system was developed that re-constructs the protocol behavior in SCADA networks using real network traffic.

In general, cyber threat detection can be divided into two categories: signature-based detection and anomaly-based detection (also referred to as behavioral based detection). The majority of security monitoring systems (including IDS, Anti-virus systems etc) implement a signature-based approach to threat detection. This approach maintains a database of known threat signatures (e.g. byte value patterns in a series of packets). They detect threats by examining incoming packets against database signatures to find a match. Signature-based systems are effective in detecting attacks for known cyber threats. However, signature-based systems are rendered ineffective in cases where the data stream is encrypted (e.g. command control channel of a Botnet) and where new zero-day threats are generated for which signatures have not yet been determined.

Anomaly detection techniques have been used widely in different fields including the financial sector and medical research [12]. The majority of techniques generally establish baseline behavior for the data being examined and then proceed to detect deviations from the norm [13]. When applied to cyber-threat detection, anomaly detection schemes generally operate on the principle that network traffic behavior of devices in a network can be baselined to understand their normal traffic generation patterns. They then look for “abnormal” traffic patterns [14, 15].

Although the importance of SCADA systems has been recognized for some time [16], efforts to investigate network security related issues in SCADA environments have been relatively limited [17, 18]. Iigure, et al. [18] identify several security challenges
that have to be addressed for SCADA networks such as: access control, firewalls and intrusion detection systems, protocol vulnerability assessment, cryptography and key management, device and operating system security, and security management.

This research will examine all the above questions in the context of SCADA networks and propose solutions to effectively detect cyber threats. We focus on the anomaly detection techniques that aim to develop effective and efficient methods to detect attacks such as denial of service, scans, worm and so on based on traffic profiling.

1.3 Research Questions

Specifically, the research questions addressed in this dissertation evaluated enhancements to an off-the-shelf SOM-based approach using SCADA networks as a case study. The questions addressed are:

1. Can a SOM-based approach provide sufficient visualizations in a case study of SCADA networks for anomaly detection purpose (Chapter 2)?

2. Can further numerical criteria for change detection enhance this SOM-based approach (Chapter 3)?

3. Can hierarchical and distributed SOMs provide further insights into traffic control and analysis with large amounts of data (Chapter 4)?

4. Can SOMs enhance self-adapting caching strategies by learning about the history of optimal caching strategies in the extended case study of wireless SCADA networks with mobile clients (Chapter 5)?

The case studies, methodology, results and analysis for Research Question 1 (Chapter 2) provide the foundation upon which the shorter case studies for Questions 2 and 3 build (Chapters 3 and 4).
1.4 Dissertation Outline

The remainder of this dissertation is organized as follows.

Chapter 2 gives the self-organizing map (SOM) based approach. In our case study of detecting the traffic anomalies in SCADA networks, SOM is evaluated through extensive real-trace based simulations and shown as a useful method.

Chapter 3 further extends the SOM-based approach with numerical methods by applying the Gaussian Mixture Model (GMM) and Kullback-Leibler Divergence (KLD) and provides a numerical criteria for comparing different SOMs.

Chapter 4 discusses the hierarchical design of SOM training. With new labels being added to the second layer of SOM training, the anomalous and normal inputs can be clearly separated. Moreover, pointing out the loss of dependency with feature separated SOM training. A new principal component based SOM training is further developed and justified to conserve the inner correlations in the original dataset.

Chapter 5 investigates the use of SOM in the extended case study of wireless SCADA networks. The SOM algorithm can be used as an efficient approximating method and improve the performance for content caching in wireless SCADA networks.

Chapter 6 concludes the dissertation and enumerates avenues of future work for further development of the concept and the SOM-based applications.
Chapter 2

Self-Organizing Maps Case Study in SCADA Networks

As a case study, this dissertation uses a SOM-based approach for anomaly detection in Supervisory Control And Data Acquisition (SCADA) networks. More details on the background of SCADA security and anomaly detection are first introduced in this Chapter and then gives the self-organizing map (SOM) based approach. In this case study, SOM is evaluated through extensive real-trace based simulations.

2.1 Security Background for SCADA Networks

SCADA systems control many infrastructures such as power grids, gas pipes, water circulation and other natural resources, which all play a vital role in daily life. However, vulnerabilities in the hosts of SCADA systems have increased recently due to their increasing inter-connectedness with IP networks and the World Wide Web. In most cases, intrusions into SCADA systems will cause a change, or an anomaly in the communication among different components of the system.

Intrusion detection is defined as the process of monitoring the events occurring in a computer system or network and analyzing them for signs of possible violations, or imminent threats of violation, of security or acceptable use policies [19]. Two major approaches of intrusion detection are signature based and anomaly based. Signature detection matches traffic to a known misuse pattern while the anomaly detection works on the abnormalities in the observed monitoring data. There are other methods which fall between the two approaches, for example, the probabilistic
and specification based approaches [20]. These approaches embed probabilistic modeling or model allowable system traffic patterns, respectively. While misuse based detection methods have reached somewhat of a saturation point, the primary focus of many current research initiatives has been in writing signatures or enhancements of signature matching using state machines. Network traffic analysis has been shown to be an effective tool to determine regular versus anomalous behavior. This approach can be leveraged to detect intrusions in the network.

The field of traffic measurement is well established in IP networks. For example, Cisco’s Netflow protocol is one popular way to collect detailed IP traffic information. However, the highly decentralized nature of the Internet along with information hiding properties in various layers can make it difficult to determine what is normal versus what is abnormal in terms of traffic patterns. Other ways of collecting traffic information include traffic matrix estimation, traffic dynamics measurements, traffic mix measurements and active versus passive monitoring.

In the case of a SCADA network, which is a controlled environment, traffic features are different from traditional IP networks. Some of the traffic flows in a SCADA network could be static and periodic, allowing us to accurately apply general probability models for the traffic flows in the SCADA networks. As established in [9], SCADA traffic exhibits traffic periodicity due to regular polling and updating of data by the Programmable Logic Controllers (PLCs) and Remote Terminal Units (RTCs). Since periodicity and size of the traffic can be defined, this separates SCADA traffic from other communications in the whole network. Though some SCADA communications are non-periodic, many intrusion attempts can disturb the periodicity of the SCADA traffic, and therefore be detected. Packet traces were used to create flow information and spectral techniques (e.g., Fast Fourier Transform (FFT)) to recognize the periodicity of SCADA traffic, with anomalies identified as any deviations of the traffic periodicity.

Other works have also shown promise in detecting less frequent network traffic patterns [21]. By leveraging non-uniform two-stage traffic sampling to identify “elephants from mice”, a novel buffering scheme using two-stage filtering scheme was able to identify less frequent traffic patterns and provided a caching method for frequent network patterns. The sampling techniques handle the problem of an enormous data set with improved scalability.

Traditional use of Intrusion Detection Systems (IDS) has also been applied to anomaly detection in SCADA networks. Most of the detecting schemes in IDSs require
a traffic monitoring and a database of traffic traces needs to be maintained. However, in order to detect the anomaly in the network, another database for attack signatures is also needed and updated periodically. For example, the most popular open source IDS project, SNORT [22], has more than 50 rules for the MODBUS protocol [11], which is generally used in SCADA networks, and more custom rules can be added. By using this kind of signature-based intrusion detection, only known attacks can be detected. Therefore we use a Self-Organizing Map (SOM) based approach to detect unknown attacks with acceptable training time from neural networks.

One of the challenges in utilizing anomaly detection techniques for cyber threat detection in regular networks is that the baseline network traffic behavior can be quite noisy in nature, making it difficult to detect anomalies accurately. As a result, some proposed anomaly detection schemes in cyber security suffer from high false positives [23]. We believe that anomaly detection schemes should work well in a SCADA network environment because such networks have more deterministic and less noisy network traffic. In such environment, it should be easier to detect more reliably cyber threats using anomaly detection schemes. Anomaly detection techniques have a great deal of flexibility when applied to network traffic. For example, there is a need to determine which technique to use (PCA vs Clustering and many others) [24, 25]. There is also a need to determine whether to use a supervised learning (uses training data set) or unsupervised learning technique. There is a need to decide whether to apply the techniques against raw IP packets or against summarized flow statistics. There is also a need to determine which traffic features or statistics should be calculated against which the algorithms will be applied.

Our proposed solution is to leverage neural network mappings, specifically Self-Organizing Maps (SOM) [7] to detect unknown attacks with acceptable training time. Neural networks capable of unsupervised learning can provide a powerful supplement to anomaly detection [26]. After learning the characteristics of normal traffic in the network, the trained neural network can identify anomalies without relying on expectations of what anomalies will look like [26, 27]. The neural network can also encompass attack behaviours within its model of what it believes to be "normal". As one popular approach from the neural networks, SOM can be used for unsupervised learning and can provide a two dimensional map for multi-dimensional data, which makes visual inspection a possibility. In this dissertation, we introduce a SOM-based approach for the application of anomaly detection in SCADA networks. By applying the Gaussian Mixture Model (GMM) and Kullback-Leibler Divergence (KLD) on top
of SOM-trained maps, we accurately identify a threshold mixture-rate for detecting anomalies.

SCADA systems are widely implemented for the control of many national infrastructures such as power grid, gas transportation pipes, water circularization and other nature resource utilizations, which play a vital role in our daily life. However, discovered vulnerabilities in SCADA systems have increased recently due to their increasing inter-connectedness with the IP networks and the world wide Internet. In most cases, the intrusions of the SCADA systems will cause a change, or so called anomaly in the communications among different components of the system. Network traffic analysis has been applied in numerous contexts as an effective tool to determine normal versus anomalous behavior, and thus it can be further utilized to determine whether a incursion occurred in the network.

The field of traffic measurements is well established in IP networks. For example, Cisco’s Netflow protocol is a way to collect IP traffic information which has become a widely adopted mechanism to monitor traffic in IP networks. However, the highly decentralized nature of the Internet along with information hiding properties in various layers can make it difficult to determine what is normal versus what is abnormal. Moreover, there are multiple ways of collecting traffic information which should be considered carefully, including traffic matrix estimation, traffic dynamics measurements, traffic mix measurements and active versus passive monitoring.

However, due to the use of a SCADA network in a controlled environment, the traffic features of a SCADA network are different from the traditional IP networks. Some of the traffic flows in a SCADA network could be periodic and with small variations, and general probability models can be also applied on the analysis of the traffic flows in the SCADA networks. In this chapter, we will discuss the general traffic patterns of SCADA networks based on a real traffic trace, and later introduce a neural network based approach for the application of anomaly detection in SCADA networks. Through extensive trace-based simulations such as in Sec. 2.3, the SOM-based algorithm has been justified.

2.2 Traffic in SCADA Networks

The most important reason that the SCADA networks are different from regular IP networks is because the SCADA networks have their own industrial processes and network architectures and protocols. A basic architecture was proposed in [28] on how
to use traffic measurements in SCADA networks. This work suggested placements of traffic monitoring tools at the demarcation boundaries of Internet, Corporate, SCADA and process control sub-networks. As discussed in [9], SCADA traffic can exhibit traffic periodicity due to regular polling and updating of data by the Programmable Logic Controllers (PLCs) and Remote Terminal Units (RTCs). This work suggested that periodicity and size of the traffic can be determined which separates the SCADA traffic from other communications in the whole network. There exists some SCADA communications which are non-periodic, however, the main motivation is that many intrusion attempts can disturb the periodicity of the SCADA traffic. The approach in their work used packet traces to create flow information and spectral techniques (e.g., Fast Fourier Transform (FFT)) to recognize the periodicity of SCADA traffic and thus an anomaly can be detected as a deviation of the traffic periodicity.

Also in the work of [21], which relates to detecting less frequent network traffic patterns, most of the well regulated SCADA traffic is very periodic and regular in nature while other traffic patterns mostly are related to network intrusions or other anomalies. This work also introduced non-uniform two-stage traffic sampling to identify *elephants from mice*, which means that using a buffering scheme, the two-stage filtering scheme can identify less frequent traffic patterns and provides a caching method for frequent network patterns. The novel sampling technique handles the problem of enormous data sets and improves scalability.

### 2.2.1 A Real Traffic Trace of a SCADA Network

We assume that SCADA traffic has a regular periodic behavior with limited variance. To assert this, we focus on the traffic analysis based on real traffic traces, which were captured by the ICS lab at the 4SICS conference [2]. There could be other models to describe the traffic of SCADA networks [29], but due to the general lack of availability of real SCADA traces, we can only make our assumptions/models based on what we have. To verify the usability of our approach, our method is also evaluated based on different traces in Sec. 3.2. The “Geek Lounge” at 4SICS contains an ICS lab with PLCs, RTUs, servers, industrial network equipment (switches, firewalls, etc), which is shown in Fig. 2.1. These devices are available for hands-on “testing” by 4SICS attendees [2].

The dataset is available for public and can be downloaded from the website [2]. The trace data is provided in the “pcap” format that is compatible with the well-
known packet analysis software, WireShark [30]. We use WireShark to read the file and do a basic analysis on the topology and traffic pattern of the network.

### 2.2.2 Topology Graph

Based on the notes provided by the ICS lab [2] which includes the names and usage of specific IP addresses, a topology graph is inferred as shown in Figs. 2.2, 2.3 and 2.4. The numbers on the links represent the number of packets sent on those links as inferred from the pcap files. Most of the communication occur within the sub-network of 10.10.10.x, which is supposed to be the monitored SCADA network. The dominant IP domain in the network is 192.168.x.x, which are switches and routers. Some of the routers can also connect to the outside Internet, for example there is a router which sends DNS requests to the DNS server as shown in both Fig. 2.2 and Fig. 2.3.

The behavior of the attacker/hacker is shown in the context of Fig. 2.4, where an attacker with a new IP address sends packets to multiple IP addresses but with much lower flow-rate compared to that of traffic within the grid. This infers a similar pattern as that of a DoS attack, in which the network will suddenly receive a large amount of connections from different IP addresses. It should be noted that in this real data capture, the attacker was using the TCP protocol with general port number 80 that is different from the Modbus TCP protocol with port number 502 or S7 protocol.
with port number 102. It is also noted that the 10.10.x.x network is dedicated to be in the SCADA network and the remaining IPs are in the semi-trusted or corporate zones. As there is no mention of the router connecting these two networks in their experiment document [2], it is assumed that the attacker is not able to send any malicious traffic to the SCADA network.

### 2.2.3 Statistics on Conversations

Using the software WireShark, a few statistical properties can be extracted easily from the trace data. Some traffic flow conversations are shown in Figs. 2.5. Both TCP and UDP traffic exist in this SCADA network and from these figures it can be inferred that most of the conversations occur between the PLCs and the RTUs that are inside the grid network (10.10.x.x addresses).

From the snapshot of the pcap file shown in Fig. 2.5, multiple traffic statistic can be easily obtained, such as the number of packets, the number of bytes, duration and bandwidth for each traffic flow. These are important features for the network monitoring and traffic flow analysis. In the scope of our work, we focus on the flow-rate analysis for SCADA networks.
2.2.4 Flow-Rate Analysis

Using Wireshark, we also obtain the IO graphs as shown in Figs. 2.6 and 2.7. Figure 2.6 shows the overall network traffic without any attacks. The traffic pattern turns out to be stable with small variations and if we enlarge the scale of the IO graph, we can see a periodic pattern for the network traffic as shown in Fig. 2.7. It means that the devices in this SCADA network will send report packets for every specific period of time.

Figs. 2.8 and 2.9 show the communication rate between the SCADA devices which confirm our previous assumption that the SCADA traffic is more or less regular with a small variance. Fig. 2.8 shows the probability density function of the flow-rate between the 10.10.10.10 and 10.10.10.20, in which a rate at 30 packets per 5 seconds appears to be dominant. However, from Fig. 2.9 it shows a different pattern for the traffic flow between 10.10.10.10 and 10.10.10.30. While the dominant flow-rate is still around 30 to 40 packets per 5 seconds, a normal distribution fitting algorithm is applied in order to see the difference between the real traffic pattern and the one generated from a probability model with limited variance.
Figure 2.4: Topology Graph with Attackers

Figure 2.5: Conversation Statistics in File 151022.pcap
Figure 2.6: Time Sequence IO Graph for File 151020.pcap

Figure 2.7: Time Sequence IO Graph for File 151020.pcap (Enlarged)
Figure 2.8: Histogram of packets sent for every 5 sec between 10.10.10.10 and 10.10.10.20

Figure 2.9: Histogram of packets sent for every 5 sec between 10.10.10.10 and 10.10.10.30, Normal Fit
2.3 A Self-Organizing Map (SOM) based Approach

Self-Organizing Maps (SOM) belong to the category of neural-network methods and is popular when it is necessary to map from a multi-dimensional dataset to simple two dimensional representation. As in the monitoring phase of a computer network, especially for the control networks of SCADA systems, there are usually tens of statistical monitoring variables/features existing in the captured log data, it would be challenging to do analysis based on the raw multi-dimensional dataset. However, the SOM algorithm can provide a fast and unsupervised way for data clustering and produce a two dimensional map to visualize the clusters in the dataset.

2.3.1 Simple Clustering Results with SOM Toolbox

![Figure 2.10: Using SOM Toolbox (v2.0) in Matlab (v2015a)](image)

We used the Matlab (v2015a) SOM Toolbox (v2.0) for the training and plotting process which is shown in Fig. 2.10. The raw data needs to be formatted into a file with multiple rows and columns. Each row stands for one sample data and each column stands for each feature captured from the SCADA network. For example, Fig. 2.10 shows a data file with two features, i.e., port number and the number of packets per 5 seconds. This data is processed by the SOM toolbox in Matlab for
training and after a few epochs of training, the SOM map can be plotted and used for further analysis. There are two kinds of output maps, the weights from inputs and the hit map. Each input/feature links to a weight matrix. The weight matrices are updated in each epochs of training and finally there are two colored weights maps generated as shown in Fig. 2.10.

The map on the top shows there are mainly two clusters among the port numbers (502 or 80). However, as there are non-positive values in the weights, we see red and orange colors along the border. The map in the middle shows there is only one cluster among the flow-rates (around 100 packets per second). There will be only one hit map, showing overall clustering results and different clusters appear to be separated on the SOM hit map.

2.4 Simulation with SCADASim in OMNeT++

In this section, we will go through a simulated scenario in a controlled environment which can generate a trace dataset for our further evaluation on the SOM based approach for anomaly detection in SCADA networks. Simulating a SCADA system involves modeling the details at various levels of the state of the SCADA entities, the communications between them and the state of the supervised/controlled operation (henceforth called “environment”) as shown in Fig. 2.11. Creating a monolithic simulator for all these would not only be costly, but also would produce results in low efficiency, since selecting the right level of detail for each of those depends on our requirements. In fact, some systems may have a part of them not simulated, but emulated or partially implemented using a physical model. Furthermore, when designing a simulator, we should consider how the environment states interact with each other. Some of the existing simulators are compared in Fig. 2.12.
Figure 2.11: SCADA Scenario in Simulation [3]
<table>
<thead>
<tr>
<th>Network Simulator</th>
<th>Domain Specific Simulator</th>
<th>Synchronization</th>
<th>Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>VPNET</td>
<td>OPNET</td>
<td>VTB (Virtual Test-Bed)</td>
<td>Timed stepped (co-simulation coordinator)</td>
</tr>
<tr>
<td>SCADASim</td>
<td>OMNeT++</td>
<td>Built-in modules</td>
<td>SSScheduler module</td>
</tr>
<tr>
<td>Wang Chunlei et al.</td>
<td>NS2 (NSE)</td>
<td>CitectSCADA 6.1 (as OPC server) &amp; Real PLC/RTUs</td>
<td>Not mentioned</td>
</tr>
<tr>
<td>EPOCHS</td>
<td>NS2</td>
<td>PSLF, PSCAD/EMTDC</td>
<td>Timed stepped</td>
</tr>
<tr>
<td>Lin et al.</td>
<td>NS2</td>
<td>PSLF</td>
<td>Timed stepped (global scheduler)</td>
</tr>
<tr>
<td>DAVIC</td>
<td>OMNeT++</td>
<td>Built-in models</td>
<td>Time-stepped</td>
</tr>
<tr>
<td>Chabukswar et al.</td>
<td>OMNeT++</td>
<td>Simulink</td>
<td>Timed stepped (NetworkSim Scheduler)</td>
</tr>
<tr>
<td>Neema et al.</td>
<td>OMNeT++</td>
<td>X4 Simulink models</td>
<td>Timed stepped (NetworkSim Scheduler)</td>
</tr>
<tr>
<td>Naturo et al.</td>
<td>NS2</td>
<td>ADEVS</td>
<td>DEVS</td>
</tr>
</tbody>
</table>

Figure 2.12: Existing Simulators [4]
We are using the SCADASim as the primary simulator. The reason is that SCADASim is totally open source in the language of “c” and it can be easily modified and expanded with new modules on the platform of OMNeT++ [31]. Comparisons on the efficiency of the SOM based algorithms across different simulators are not included in this work. It is a good direction to work on in the future work.

### 2.4.1 SCADASim

SCADASim [32] is a framework for building SCADA simulations. It provides a modular SCADA modeling tool that also allows real-time communication with external devices using SCADA protocols. This novel framework provides:

1. A modular, extensible, and flexible tool to model SCADA simulations. The SCADASim simulator provides a set of modules that represent SCADA components such as RTU, PLC, MTU, and protocols (such as Modbus/TCP and DNP3). Such modules and protocols can be easily extended, compounded into other modules and used in any SCADASim simulation.

2. The integration of external components into the simulation simultaneously. The SCADASim introduces the concept of gates. A gate is an object that links the external environment with the simulation environment.

3. The possibility of testing attack scenarios seamlessly. SCADASim supports four main types of attacks: denial of service, man-in-the-middle, eavesdropping, and spoofing. Users can easily create attacks to run inside the simulated environment.

SCADASim is built on top of OMNET++ [31], a discrete event simulation engine. OMNET++ consists of modules that communicate with each other through message passing. Various traffic profiles are provided to create communication scenarios of a SCADA network. Network attack scenarios can also be created using the flexible framework. This framework is used to simulate SCADA networks and the SCADASim can also export packet traces in “pcap” format.
2.4.2 Flow-Rate Detection Method in OMNeT++

As indicated, SCADASim [32] framework in OMNET++ [31] is a comprehensive suite that is used to simulate SCADA networks and test the proposed SOM based anomaly detection method. As described in previous sections, some of the earlier work concludes that rate-based anomaly detection is a viable solution [9]. Hence we first tested that the SCADASim works correctly in the Ubuntu environment and then incorporated a data rate monitoring method in the routers to monitor and record the traffic flow rates. A sample topology of the network is shown in Fig. 2.13, in which the firewall routers are implemented to be able to record statistics for the number of packets passing through. This simulation scenario is also modified to mark the PLCs, MTUs, HMIIs and Workstations appropriately (see Fig. 2.15).
As shown in Fig. 2.14, initial results are obtained by varying the record time interval $\delta t$. We used averaging techniques (moving average) to smooth the observed data rates. As shown in Fig. 2.14, the results become more stable when the $\delta t$ becomes larger. Based on the flow rate observed (i.e., the number of packets for each flow within a certain time $\delta t$), thresholds (e.g., the average and maximum flow rates from history data) can be set for the anomaly detection. If the flow rates suddenly exceed the threshold, then there might be an attack in the SCADA network. Various rate monitoring and recording (e.g., non-uniform sampling) methods can be implemented for scalability in future and tested out very easily by changing the algorithms.

### 2.4.3 Scenario with Attack

Built on top of SCADASim, we further created a simulation scenario in which a DoSZombie is manually set as shown in Fig. 2.15. We assume that the communication between the hosts on the corporate side and the ones on the field side are using ModBus TCP protocol on port number 502 and also implement pairs of general web clients/servers which communicate using the TCP protocol on port number 80. In order to see the traffic pattern from the simulation, an IO graph (number of packets every 5 seconds v.s. time) is obtained that is shown in Fig. 2.16. The sources are setup such that they start randomly with a uniform distribution of $(0,60)$ seconds and an attacker starts at about 200 seconds. The traffic without attacks has small variations after the initial starting phase.

With the incorporation of traffic monitoring probes into the simulator, we are now ready to simulate various network scenarios using the SCADASim. The simulation data will be further analyzed using the SOM technique to verify the working of SOM based anomaly detection.
Figure 2.14: Data Rates observed at various intervals
Figure 2.15: Simple Scenario in Simulation

Figure 2.16: Time Sequence IO Graph from OMNeT++ Simulation
2.5 Evaluation with SOM-based Algorithm

In this section we evaluate the proposed SOM-based anomaly detection method. Self-Organizing Maps have been used as an unsupervised learning algorithm. Unsupervised learning is the task of inferring any hidden structures in unlabeled data. A Self-Organizing Map consists of components called nodes or neurons. Associated with each node are a weight vector of the same dimension as the input data vectors, and a position in the map space. The usual arrangement of nodes is a two-dimensional regular spacing in a hexagonal or rectangular grid. SOM is a topographic organization of the data in which nearby locations in the map represent inputs with similar properties. Thus SOM is able to project high-dimensional data to a lower dimension, typically 2D. In order to organize the data, the SOM involves an iterative learning process by which the output gets self-organized and feature map between input and output is realized. The adaptive learning occurs during various epochs of the self-organizing phase. For example, assuming that the initial dataset presented to the SOM represents the normal traffic in a network, then the SOM gets trained say in $X$ epochs, which is normally within 200 epochs and can be also set manually. After the training phase, if any anomalous traffic (attack) pattern is presented to the SOM, it would be able to detect this by a change in the topological map. Our results clearly indicate that the SOM algorithm can detect the anomaly and pin-point the change in the traffic of SCADA network. Also, in order to apply a numerical analysis on the different variations of self-organizing maps, a GMM and KLD based algorithm is applied. Our approach is verified through extensive experiments in Sec. 3.1.3.

2.5.1 Traffic Features

For SOM based anomaly detection, we start with four network traffic features: 1) Source IP addresses; 2) Destination IP addresses; 3) Port numbers; 4) Traffic flow-rates, the number of packets per 5 seconds.

With sufficient dataset from simulation or real traces, one could also employ more features such as the number of bytes per minute, the number of simultaneous TCP connections, the number of unique IP addresses and so on as inputs for the SOM algorithm. However, it should be noted that more features could result in a longer training time. Thus we focus on the four features listed above. In the later Sec. 3.2, our approach is applied and tested based on another traffic trace for a general IP
network. In the new traffic trace, more features/inputs are provided and can be utilized for SOM training.

2.5.2 Weight and Hits Maps

The SOM algorithm keeps the weight matrix natively for each feature in the training phase. The weight matrix is of the same size as that of the map. SOM combines the weights belonging to multiple features in order to determine the clustering of the nodes. If we draw a coloured figure based on the value in the weight matrix, we can roughly see the clusters on each weight matrix. For example, Fig. 2.17 shows the training results with the data set that contains the communication between 3 source IP addresses and 2 destination IP addresses and it is obvious to see 3 distinct clusters in the weight matrix for the source IP addresses (Input 1) and 2 clusters in the weight matrix for the destination IP addresses (Input 2). Input 3 corresponds to the port numbers and Input 4 corresponds to the flow rates.

As for the SOM algorithm, each sample data will be mapped to neural network cells. We used 20 by 20 maps for examples in this section. However, the size of the neural network can be adjusted according to the scale of the dataset and the accuracy needed for the mapping. A hit map is then drawn to show the overall clustering based on all the input features. For the 3 source 2 destination IP addresses scenario, we manually setup only one flow-rate in the communication between all the source and destination hosts, and the hits map (Fig. 2.18) can basically show 6 clusters which means there are 6 flow pairs existing in the network.

Large scale studies (e.g., larger number of IP addresses) are further investigated. The results are shown in Figs. 2.19, 2.20, 2.21 and 2.22. As the number of pairs of communication becomes larger, visual inspection of both the weight and hits maps becomes more difficult. There are multiple ways to address this issue such as implementing a hierarchical SOM training algorithm [33], which will be discussed in Chapter. 3.
Figure 2.17: Weight Vector Map for SOM Training without Attackers (3 Source IPs, 2 Destination IPs), Input 1: Src IP, Input2: Dst IP, Input3: Port, Input4: Flow-rate, X Axis: Column Index for Neurons, Y Axis: Row Index for Neurons
Figure 2.18: Hits (Cluster) Map for SOM Training without Attackers (3 Source IPs, 2 Destination IPs), 6 Clusters, X Axis: Column Index for Neurons, Y Axis: Row Index for Neurons
Figure 2.19: Weight Vector Map for SOM Training without Attackers (5 Source IPs, 5 Destination IPs), Input 1: Src IP, Input 2: Dst IP, Input 3: Port, Input 4: Flow-rate, X Axis: Column Index for Neurons, Y Axis: Row Index for Neurons
Figure 2.20: Hits Map for SOM Training without Attackers (5 Source IPs, 5 Destination IPs), 25 Clusters, X Axis: Column Index for Neurons, Y Axis: Row Index for Neurons
Figure 2.21: Weight Vector Map for SOM Training without Attackers (10 Source IPs, 10 Destination IPs), Input 1: Src IP, Input2: Dst IP, Input3: Port, Input4: Flow-rate, X Axis: Column Index for Neurons, Y Axis: Row Index for Neurons
Figure 2.22: Hits Map for SOM Training without Attackers (10 Source IPs, 10 Destination IPs), 100 Clusters, X Axis: Column Index for Neurons, Y Axis: Row Index for Neurons
2.5.3 Advanced Maps with Coloured/Labeled Hit Regions

In order to pin-point the attacks in a SCADA network, we further utilize the SOM Toolbox 2.0 [34] to attach the labels to the data set. For example, Fig. 2.23 shows a coloured hits map for the 3 source, 2 destination IP addresses case. Although it is obvious to see the distinct clusters in this simple case, the colouring can be more powerful for the cases with larger number of clusters. This tool box also provides a range for colours next to the map that indicate a correspondence between a colour and a number. For example, in Fig. 2.25, the port number map is shown as all green indicating port 502 or in the Source IP map, yellow colour indicates x.x.x.40 address while blue node indicates x.x.x.10 address. This tool box also provides U-matrix and PC-projection as shown in Fig. 2.23. U-matrix is the unified distance matrix that provides a map based on the Euclidean distance between the neighboring nodes. PC-projection is the projection to principal-component space. In this work we focus on the utilization of weights and hit maps only.

Suppose the network is attacked by a new IP address, in order to pin-point the attacker, we can add labels to each of the sample data according to the IP addresses (or other features in the network). For example, based on the 3 source, 2 destination IP addresses case, if an attacker suddenly joins the SCADA network with a new IP address and starts sending packets to all devices in the network, not only can we tell that there is a change on the weight matrix for the source IP addresses (a new coloured cluster appears), but also we can label the neural cells with the source IP addresses as shown in Fig. 2.24 and Fig. 2.25. Then we can pin-point the IP for the attacker by comparing with the figures for the normal traffic.
Figure 2.23: Coloured Hits Map for SOM Training without Attackers (3 Source IPs, 2 Destination IPs)
Figure 2.24: Src IP Labeled Hits Map for SOM Training without Attackers (3 Source IPs, 2 Destination IPs)
Figure 2.25: Src IP Labeled Hits Map for SOM Training with Attackers (4 Source IPs, 2 Destination IPs), Label 10 stands for 192.168.0.10 and so on.
Figure 2.26: Labeled Hits Map for SOM Training with Attackers (4 Source IPs, 2 Destination IPs), Label ‘GE’ stands for general traffic and label ‘AT’ stands for attacks
2.6 Summary

In this chapter, we discussed the SOM-based algorithm with unsupervised learning to detect the traffic anomalies of SCADA network. SOM can be used as an efficient tool for visual inspection as the high dimensional dataset can be represented on two-dimensional maps. SOM can automatically learn about the training dataset and show the clustering results on the maps. If the new inputs cannot be mapped to any of the cells in the clusters on the trained maps, then the new inputs can be categorized as anomalies. However, as the training dataset becomes larger, it becomes hard to manually inspect the maps as more clusters will appear on the maps. Therefore, we need to find out a solution which can provide numerical criteria on the comparison between two different maps and this will be discussed in Chapter 4.
Chapter 3

An Enhanced and Quantitative Measurement on the Variations of Self-Organizing Maps

Self-Organizing Maps (SOM) can be used as an efficient tool for visualization. However, for human inspection it is not sufficient because it will be too subjective to tell the difference between two SOM maps. Therefore, we search for the solution which can give an deterministic measurement on the different appearance of SOM maps. In this section, we will discuss the methods which are applied after the training with SOM algorithm. A Gaussian Mixture Model (GMM) is used to obtain the kernels/cluster centers from the SOM map, and to compare and compute the distance between the original trained SOM map and the new testing SOM map with potential anomaly traffic, the Kullback-Leibler Divergence (KLD) is utilized.

3.1 Introduction of GMM Method

Gaussian mixture model (GMM) belongs to the theory of probabilistic models. It assumes all the data points are generated from a mixture of a finite number of Gaussian distributions with unknown parameters. For example, for a multivariate distribution you can model a vector of parameters using a Gaussian mixture model prior distribution on the vector of estimates given by [35]: 
\[ p(\theta) = \sum_{i=1}^{K} \phi_i N(\mu_i, \Sigma_i). \] (3.1)

where \( K \) is the number of Gaussian components, the \( i^{th} \) vector component is characterized by Gaussian distributions with weights \( \phi_i \). Each of the Gaussian distributions has mean \( \mu_i \) and covariance matrices \( \Sigma_i \). Figures 3.1 and 3.2 show a simple example of how the GMM algorithm works. We take advantage of the “Fisher’s Iris Data Set” which is provided in the software of Matlab for tests on clustering.

After applying the GMM algorithm, we can see three clusters or three gaussian distributions in Fig. 3.2, with the crosses in the centers of the clusters.

The SOM Toolbox 2.0\[34]\ natively supports the GMM algorithm and we can directly apply GMM after the SOM training. The parameters of the Gaussians are determined using the Expectation-Maximization (EM) algorithm \[36\]. In kernel estimation, diagonal forms of the covariance matrix of each cluster are often used, because inside a cluster the variables can be assumed to be independent. As mentioned in \[37\], Netlab software package by Nabney and Bishop \[38\] was used in the GMM simulations. In order to estimate the probability density using the SOM, the toolbox helps
to build a RKDE model using the map model vectors as kernel centers [37]. The prior probability for map unit $i$ is ratio

$$P(i) = \frac{\sum(x_n \in V_i)}{\sum x_n}, n = 1, \ldots, M,$$

(3.2)

where $V_i$ is the Voronoi set of unit $i$ (set of data vectors whose closest model vector is $m_i$) and $M$ is the number of samples [37].

We manually make a sample dataset with three Gaussian distribution (different mean value but the same variance). After the SOM training, we further apply the GMM algorithm and Fig. 3.3 shows the output, which is named as the GMM Kernel Probability. In more details, each of the cell on the trained self-organizing map has one value referring to the kernel probability, and the density functions $p(x|i)$ for each map unit are estimated using corresponding Voronoi sets $V_i$. As shown in Fig. 3.3, the top largest numbers or the brightest colors are indicating the centers of the clusters/Gaussian distributions.
Figure 3.3: GMM Kernel Probability
3.1.1 Distance Computing with Kullback-Leibler Divergence

With the help of the GMM algorithm a kernel probability based on the trained SOM can be obtained, which can be used as the input to compute the Kullback-Leibler Divergence (KLD). The reason why we need to apply the KLD algorithm is because the Kullback-Leibler Divergence[39] is generally used to compare two distributions and show the difference with numerical analysis. For two discrete probability distributions $P$ and $Q$, the KLD of $Q$ from $P$ is defined as:

$$D_{KL}(P||Q) = \sum_i P(i)\log \frac{P(i)}{Q(i)}.$$ (3.3)

For example, if we have two gaussian distributions with different means and variances, the KLD number will show how large the difference can be. As shown in Fig. 3.4, when the means of the two testing gaussian distribution become closer, the KLD number will be smaller. For two exactly identical gaussian distributions, the KLD number would be zero as shown in Fig. 3.5.

![Figure 3.4: Computing the Kullback-Leibler Divergence for Comparison, X Axis: Values from Distribution, Y Axis: Probability Density Function (PDF)](image)

Figure 3.4: Computing the Kullback-Leibler Divergence for Comparison, X Axis: Values from Distribution, Y Axis: Probability Density Function (PDF)
Figure 3.5: Computing the Kullback-Leibler Divergence for Comparison, X Axis: Values from Distribution, Y Axis: Probability Density Function (PDF)
3.1.2 Time Lapse Analysis

The analysis so far has focused on a single data set (with or without attacks) in order to evaluate the performance of a SOM method. In a practical world these tools will be used on a real-time basis. Therefore this section focuses on the SOM anomaly detection as a data-stream application, in which, it is assumed that continuous monitoring data is available as a function of time. An OMNET++ simulation of 500 seconds is conducted with a time sequence of traffic flows as shown in Fig. 3.6. A single attack occurs at 300 second mark and lasts for about 30 seconds (about 20000 packets). A 20 second time-lapse data is fed to a SOM in order to understand how the SOM analysis would look like. The results of this analysis are shown in Fig. 3.7 and 3.8 without any attacks; Fig. 3.9 and 3.10 show with attacks. The attack stopped at about the 330 second mark and so Fig. 3.11 represents the data again without any attack. This time lapse indicates a clear change in the flow rate and source address maps. The visual maps coupled with the range values (shown next to each map) give a very good indication of the significant change in the traffic behavior.

![Time Sequence IO Graph from OMNeT++ Simulation](image-url)
Figure 3.7: SOM Training without Attack at 250-270 second mark (3 Source IPs, 2 Destination IPs)
Figure 3.8: SOM Training without Attack at 270-290 second mark (3 Source IPs, 2 Destination IPs)
Figure 3.9: SOM Training with Attack at 290-310 second mark (4 Source IPs, 2 Destination IPs)
Figure 3.10: SOM Training with Attack at 310-330 second mark (4 Source IPs, 2 Destination IPs)
Figure 3.11: SOM Training without Attack at 330-350 second mark (3 Source IPs, 2 Destination IPs)
3.1.3 Apply GMM and KLD to the Results of SOM

In order to obtain a threshold for deciding whether an anomaly happens or not in the SCADA network to aid human visual inspection, further analysis based on the GMM and KLD algorithms are applied to the training results of SOM.

To verify our approach, a new attack scenario is implemented in the simulation. As shown in Fig. 3.12, we set up the DoS attacker in the network to start attacking at time 150s (1500 in the simulation), and end around 180s (1800 in the simulation). Thus we expect to see a sudden increase in the flow-rate at 150s and then a decrease at around 180s. This is the attack scenario and we take the flow-rate and port number as two features for the SOM training inputs. This time we take a sliding window for the SOM training, i.e., every 50s (500 length in the simulation) as a separate dataset, and see what the trained self-organizing maps look like.

![Figure 3.12: A New Attack Scenario in SCADASim](image)

Figures 3.13, 3.14, 3.15 and 3.16 shows the results after SOM training. Comparing the SOM training results between the training window 500 to 1000 (Fig. 3.13) and the training window 1000 to 1500 (Fig. 3.14), the SOM results could be in different pattern, however if we take a look at the kernel probability which is generated with
the GMM algorithm, there is no big change in the figure. This shows the consistency with the Fig. 3.12, in which the flow-rate keeps stable.

Comparing Fig. 3.14 and Fig. 3.15, not only the SOM training results, but also the kernel probability changes as the attack starts at 150s (1500 in the simulation) which causes the increase in the flow-rate. A similar conclusion can be inferred by comparing Fig. 3.15 and Fig. 3.16.

We further applied the KLD method based on the SOM training results and Fig. 3.17 shows the effectiveness of our approach, in which we can see a small number of KLD when the flow-rate is stable and a large number of KLD if the flow-rate changes. This is the main focus and contribution in this dissertation on adding numerical methods to SOM algorithms, with anomaly detection as example domain.
Figure 3.14: SOM Training for New Attack Scenario (1000 to 1500)

Figure 3.15: SOM Training for New Attack Scenario (1500 to 2000)
Figure 3.16: SOM Training for New Attack Scenario (2000 to 2500)
Figure 3.17: KLD for New Attack Scenario
3.2 Results with CTU-13 Dataset

In this section, we apply our SOM based approach on another dataset, the CTU-13 dataset, which was captured in the CTU University. It consists in a group of 13 different malware captures done in a real network environment, including Botnet, Normal and Background traffic. It is a labeled dataset in a flow by flow basis. As the CTU-13 dataset is large and contains multiple parts with different attacking scenarios, in our experiments we utilize the part 7 only (114078 records in total, including anomalies). More details can be checked in the online documents of the CTU dataset [40].

After the SOM training with the pure normal traffic, we also applied the GMM and KLD analysis on top of the training map. The results are shown as follows.

![Training Kernel Probability on Map](image)

Figure 3.18: GMM Kernel Probability for the CTU Dataset (without Anomaly)

Figures 3.18 and 3.19 show the GMM results after the SOM training for each of datasets with pure normal traffic and with anomaly attacks. We can see the difference on the locations of the kernels with GMM outputs. Also as shown in Figs 3.20 and 3.21, if we apply the KLD method we can see the KLD number becomes larger when comparing the normal traffic and the anomaly traffic.
Figure 3.19: GMM Kernel Probability for the CTU Dataset (Anomaly Only)

Figure 3.20: KLD for the Normal Traffic in the CTU Dataset
In the next experiment, in order to decide which number could be used as the threshold for anomaly detection, we take 4 small random samples, each has 1000 sample points from the original training dataset with only the normal traffic, and then compute the KLD number when comparing to the whole training dataset. In Fig. 3.22 it shows an average KLD number 0.0145. However, this number cannot be directly used as the threshold because the average KLD number also depends on the length of the random samples. For example, if each time we only take 500 sample points from the training dataset, the average KLD number becomes larger as shown in Fig. 3.23.
Figure 3.22: KLD for Random Sampling (1000) from the CTU Dataset
Figure 3.23: KLD for Random Sampling (500) from the CTU Dataset
Therefore, we further implement more experiments to see how the KLD number changes with different length of random samples. As shown in Fig. 3.24, there is a significant increase if the length of the random samples becomes less than 200. However, we can still find the KLD number less than 1.0, which is smaller than the KLD number when comparing the dataset with normal traffic and the one with anomaly attacks. In our case, we suggest to take 0.05 as the threshold for the alert of anomaly. This is because the curve becomes gentle when the "Sample Length" is greater than 300 as shown in Fig. 3.24. This is a completely ad hoc method of finding a threshold and future work needs to be done to develop a more rigorous approach.

![Average KLD with Different Sample Length](image)

Figure 3.24: Average KLD v.s Different Length of Random Sampling from the CTU Dataset

Table 3.1 shows that at anomaly mixture-rates (the percentage of the anomalous inputs in the training dataset) of 12% or above, this approach has an accuracy of 100% in our case study from the CTU-13 dataset with the suggested threshold value 0.05. Moreover, if we adjust the threshold and use a lower value 0.025, a minimum of 7% anomaly mixture-rate yields 100% detection rate as shown in Table 3.2. This suggests that the threshold can be manually tuned based on practical KLD values to improve the detection on low-rate anomalies.
Table 3.1: False Negative Rate with 0.05 as Threshold

<table>
<thead>
<tr>
<th>Mixture-rate</th>
<th>False Negative Rate</th>
<th>Average KLD</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.06</td>
<td>1.0</td>
<td>0.0231</td>
</tr>
<tr>
<td>0.08</td>
<td>1.0</td>
<td>0.0337</td>
</tr>
<tr>
<td>0.10</td>
<td>0.93</td>
<td>0.0468</td>
</tr>
<tr>
<td><strong>0.12</strong></td>
<td><strong>0.0</strong></td>
<td><strong>0.0599</strong></td>
</tr>
<tr>
<td>0.14</td>
<td>0</td>
<td>0.0738</td>
</tr>
<tr>
<td>0.16</td>
<td>0</td>
<td>0.0887</td>
</tr>
</tbody>
</table>

Table 3.2: False Negative Rate with 0.025 as Threshold

<table>
<thead>
<tr>
<th>Mixture-rate</th>
<th>False Negative Rate</th>
<th>Average KLD</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>1.0</td>
<td>0.0337</td>
</tr>
<tr>
<td>0.06</td>
<td>0.7143</td>
<td>0.0239</td>
</tr>
<tr>
<td><strong>0.07</strong></td>
<td><strong>0.0</strong></td>
<td><strong>0.0278</strong></td>
</tr>
<tr>
<td>0.08</td>
<td>0</td>
<td>0.0335</td>
</tr>
<tr>
<td>0.09</td>
<td>0</td>
<td>0.0407</td>
</tr>
<tr>
<td>0.10</td>
<td>0</td>
<td>0.0474</td>
</tr>
</tbody>
</table>

3.3 Summary

In this chapter, GMM and KLD methods are applied and can provide numerical analysis on the change of self-organizing maps. However, we have to admit that SOM-based algorithms have limitation on the scalability of the training dataset. As the number of flows in the training dataset become larger, it is hard to show all the flows as separated clustering regions on a single map. Due to the similarity between the attack flows and the normal flows, it is possible that the anomalous inputs are mapped to the same regions as the normal inputs. In this case, the mixed inputs need to be retrained on a new layer of SOM. Therefore, suitable hierarchical and distributed SOM algorithms need to be developed to solve the problem. We will discuss the details of hierarchical SOM in Chapter 5.
Chapter 4

Hierarchical and Distributed SOM

Self-Organizing Maps can be used for anomaly detection with unsupervised training. Basically, before the training it is not necessary to know the clustering in the trained dataset, because with the output hit maps, we can learn the inner correlations among the trained inputs and visualize the clusters as shown in Fig. 4.1. Once the training phase is finished, we can see how many clusters and the number of hits/inputs are there in each cluster. Therefore, if we suppose that the training dataset contains the normal traffic only, we can use the trained self-organizing maps to detect future anomalies by computing the Best Matching Units (BMUs) for new inputs. As shown in Fig. 4.1, if the BMUs for the new inputs are not located in any of the regions on the trained hit maps, then it will be regarded as anomaly and trigger the alarm for the anomaly detection.

However, even if the BMUs of the new inputs can be located in the regions on the trained map, we cannot guarantee that the inputs belongs to the normal traffic. This is due to the similarity of the traffic which the attackers try to imitate and the native statistical variances from the inputs. In order to improve the accuracy of the anomaly detection, we need to zoom in some of the “mixed” regions, i.e., a subset of the original inputs need to be extracted and trained for new layer(s) of self-organizing maps. This introduces the hierarchical design of SOM and we will discuss our proposed solution in this chapter.

4.0.1 Previous Work on Hierarchical SOMs

There are studies in the literature that discuss the hierarchical SOM algorithm. One popular is named as “Growing Hierarchical Self-Organizing Map” (GHSOM) [5] pro-
viding a problem-dependent model that can adapt its architecture during its unsupervised training process according to the particular requirements of the input data. As shown in Fig. 4.2, the map in layer 1 provides a rather rough organization of the main clusters in the input data while the six independent maps in the second layer offer a more detailed view of the data. The third-layer maps are expanded from the two units in one of the second-layer maps and so on. It was shown in [5] that with GHSOM, the overall training time is largely reduced since only the necessary number of units are developed to organize the data collection at a certain degree of detail.

Other studies such as [41] and [42] also discuss similar hierarchical architectures to apply the SOM algorithm. In [41] the algorithm was applied to the detection of novel human behavior in indoor environments. Their system can unsupervisedly learn normal activity and then report novel behavioral patterns as abnormal. In [42], their algorithm was applied to the network intrusion detection based on the KDD dataset [43]. Based on all 41-features from the KDD dataset, they demonstrated that best performance can be achieved using a two-layer SOM hierarchy. It was also shown in [42] that in the training of the second layer of SOM hierarchy, a subset of certain inputs were extracted so that the new training could separate the anomaly inputs from the normal inputs. However, based on our experiments in this chapter, there is no significant help on the separation unless we add labels of normal and abnormal as
We also suggest to use the Principle Component Analysis (PCA) before separating the features, as correlations between different features may exist. For example, one obvious fact is that the number of packets per second will increase with the rise of the number of bytes per second, and these two traffic features should not be treated as independent. Moreover, there may exist hidden correlations among the traffic features such as the relationship between the number of simultaneous connections and the number of IP addresses and port numbers in the network. Without the analysis on the independence among the traffic features, we cannot simply separate them for different SOM training. However, with the PCA on the multiple traffic features we can reduce the dimension of the training dataset and conserve the inner-correlations at the same time.
4.1 Anomaly Detection with Hierarchical SOM

In this section, we will show how to generate new layer(s) based on the first initial SOM training in our approach. The regions or cells that absorb both the anomaly and normal inputs on the map need to be selected as the training inputs for the new layer. We will also justify that with a new dimension being added in the second layer training, it will be clearly enough to separate the anomalous and normal traffic on the new layer. The new dimension is suggested to be chosen based on the labels of the inputs. Due to the similarity between the anomaly and the normal inputs, simple zoom in operation and training again with the inputs in the mixed region cannot work well unless the labels are added.

Before building a multi-layer SOM training algorithm, it is also interesting to see the hierarchies in SOM. The cells from the output maps are inner correlated (e.g. the neighborhood relations). Some of the cells are close in distance and this is how the clusters are formed. Once a neural cell absorbs both the anomalous and normal inputs which turns out to be a “mixed cell”, it is highly possible that the neighbor cells in the same cluster becomes a “mixed cell” as well.

4.1.1 Hierarchies in SOM

With the SOM training, we can see the number of clusters in the training dataset with visual inspection. However, we can answer the same question with a more precise approach. We can use the SOM toolbox [34] in Matlab to show the relationships among the cells on the map with a hierarchical tree structure. This process will first be explained by going through an example in which 3 main clusters can be detected.

Figure 4.3 shows the output after the SOM training. The original dataset has 3 dimensions (coordinates $x$, $y$ and $z$) and can be classified in 3 clusters as we can see in Fig. 4.3. There are 3000 samples/observations in the training dataset, and natively we can use the “linkage” function in Matlab software to build a hierarchical tree with the raw data. As shown in Fig. 4.4, the hierarchical tree is built from the leaves, each of which is the single observation from the total 3000 samples. The leaf nodes are treated as the base clusters, i.e. 3000 single clusters on the bottom from which the higher layer clusters are built. The $x$ axis stands for the number of samples and the $y$ axis stands for the Euclidean distance between two clusters. Two leaf nodes are grouped together if the Euclidean distance is small. We can see there are 3 main
clusters on the second top level, with large distances between each of the clusters as shown in Fig. 4.4.

However, creating a hierarchical tree from the raw data is time consuming. In our above experiment, it is on the order of several minutes (usually less than 5 minutes with our Intel i7 2600K 3.4GHz CPU) to generate the tree with 3000 samples. If the size of the training data becomes larger, the building time will increase because the number of leaves is equal to the number of the samples. Also, the tree structure can become more sophisticated to read with more nodes. Therefore, we suggest to build the hierarchical tree on top of the SOM training. No matter how large the dataset is, we can always build the tree structure with the neural cells from the output maps, and the number of neural cells is usually small (e.g. 100 cells from a 10 by 10 map). Figure 4.5 shows the tree structure built from the maps after SOM training and we can find the same result with 3 main clusters detected. This also shows that the SOM training is self-adaptive and make the organization of the cells on the map to reveal the cluster patterns of the training dataset.
Figure 4.4: Hierarchies in Raw Dataset (3 main clusters)

With the hierarchical tree structure built on top of the SOM training, we can also see the inner correlations for each pair of the cells. Some pairs have small distance which is less than 0.025. However, if we set a threshold of 0.1, there will be 4 clusters as shown in Fig. 4.5. This means that the understanding of the clustering on the map depends on the numerical threshold on the distance. Suitable threshold (e.g. 0.15) can be chosen manually but it can be difficult when the scale of the dataset becomes larger. Nevertheless, it is still useful to see the hierarchies in the SOM because we can mark the cells with different labels according to the tree structure. In the future training, if the anomalous inputs are mapped in the cells which already have the normal inputs, we can pinpoint the locations of the attacked cells on the tree. If the attacked cells have large number of neighbor cells (the ones with small distance), then the attack can be labeled as high level risk, otherwise if the attacked cells are apart from the other cells, then the attack is in low level risk.

4.1.2 Building A Two-layer SOM Architecture

In order to separate both the anomalous and normal inputs are mapped to the same cells with the original SOM training, we need to know what are the mixed inputs and
build a new layer of SOM with the subset of these mixed inputs. Figure 4.6 shows the process of creating the second layer of SOM.

As discussed in [42], the second layer training can help to separate the mixed inputs. However, we conducted a few experiments with the real CTU-13 trace data [40], and with only the mixed inputs there is no significant boundary to appear in the second layer training. As shown in Fig. 4.7, the anomalous inputs are mapped to the cells which are linked to the normal inputs. After we extract the mixed inputs, i.e., both the anomalous and normal inputs in the “mixed cell”, a second layer SOM
is trained with this subset of inputs. However, as shown in Fig. 4.8, even though we can see some of the anomalous inputs are separately mapped to different regions on the second layer map, the majority of the anomalous inputs are still mixed with the normal inputs. This is due to the similarity between the anomalous and normal inputs, otherwise it will be clear to separate them in the original SOM training. Thus we suggest to add new labels to the mixed inputs in order to help the separation.

4.1.3 Training with Labeled Inputs

In our experiments, the labels are only the tags of “attack” or “normal” and are translated as integers of “0” or “1”. This means that the dimension of the mixed inputs will be increased by 1. However, the new dimension will significantly help to improve the accuracy of anomaly detection by clearly separating the anomalous and normal inputs. Figure 4.9 shows the effectiveness of adding the labels. The anomalous and normal inputs in the new training are separated clearly and thus in the future it can provide a higher accuracy to detect the anomaly.
Figure 4.7: Mixed Inputs on the Map (Original Training)
Figure 4.8: Mixed Inputs on the Map (Second Training)
Figure 4.9: Separate Inputs on the Map (Second Training with Labels)
4.2 Dependency Conserving Preprocessing Approach

In this section, we will discuss how to conserve the dependency while the inputs are trained with SOM. As discussed in [42], their design is to train SOM with individual vectors from the bottom layer. This can provide a distributed scheme for the SOM training and reduce the training time. However, it will also break the inner correlations among different feature vectors (e.g. the number of simultaneous connections and the number of IP addresses). Some of the features might even have non-linear or inconspicuous correlations which makes the case even worse if these features are separated and trained individually.

Separating the variables without dependency checking could also add flaws to the anomaly detection system. For example, we can suppose there are two flows exist in the network. One flow has a high flow-rate but it only uses few number of ports, while the one with a low flow-rate uses large number of ports. If we treat the network feature flow-rate independently with the number of ports being used, then it is hard to detect the anomaly which has a high flow-rate. Because in this case, if the attacker tries to imitate the one with higher flow-rate but with exhaustion of port resources, neither the flow-rate nor the number of ports being used on the separated SOM training shows the variations. In order to conserve the dependency among different features, we suggest to apply the Principal Component Analysis (PCA) for pre-processing.

4.2.1 Principal Component Analysis

Principal Component Analysis (PCA) is a mathematical procedure that uses an orthogonal transformation to convert a set of observations of possibly correlated variables into a set of values of linearly uncorrelated variables called “principal components” [44]. PCA is frequently used in various real world problems and the applications of PCA have been in representing the data using smaller number of variables [45]. The orthogonal linear transformation will transform the data to a new coordinate system such that the greatest variance by any projection of the data comes to lie on the first coordinate (called the first principal component), the second greatest variance on the second coordinate and so on. PCA computes the most meaningful basis to express the data. As a basis is formed by a set of linearly independent vectors, PCA returns a new basis which is a linear combination of the original basis.

PCA is the simplest of the true Eigenvector-based multivariate analysis and can be done by eigenvalue decomposition of a data covariance matrix or singular value
decomposition of a data matrix, usually after mean centering and normalizing the data matrix for each attribute [46]. The procedure of PCA is listed as follows:

1. Calculate the sample covariance matrix $A$ for the original dataset $\{X_{ij}\}$, where $i = 1, 2, ..., m$ and $j = 1, 2, ..., n$.

2. Calculate the eigenvectors $e_1, e_2, ..., e_n$ and eigenvalues $\lambda_1, \lambda_2, ..., \lambda_n$ of the covariance matrix.

3. Choose the eigenvectors corresponding to the $p$ largest eigenvalues. The sum of the proportion of variance of the chosen vectors should usually reach more than 80%, where the proportion of variance $V_k$ for the $k$-th top eigenvalue is computed as:

$$V_k = \frac{\lambda_k}{\sum_{j=1}^{n} \lambda_j}.$$ 

4. Standardize the original variables by subtracting its mean from that variable and dividing it by its standard deviation:

$$Z = \begin{pmatrix} Z_1 \\ Z_2 \\ \vdots \\ Z_p \end{pmatrix},$$

$$Z_i = \{Z_{i,1}, Z_{i,2}, \ldots, Z_{i,n}\},$$

and

$$Z_{ij} = \frac{X_{ij} - \bar{x}_j}{s_j},$$

$$x_j = \frac{\sum_{i=1}^{m} X_{ij}}{m},$$

$$s_j = \sqrt{\frac{1}{m} \sum_{i=1}^{m} (X_{ij} - \bar{x}_j)^2},$$

where $X_{ij}$ is the data for variable $j$ in sample unit $i$, $\bar{x}_j$ is the sample mean for variable $j$, and $s_j$ is the sample standard deviation for variable $j$.

5. The transformed variables $\hat{Y}$ are calculated as:

$$Y_1 = e_{11}Z_1 + e_{12}Z_2 + ... + e_{1p}Z_p$$
\[ Y_2 = e_{21}Z_1 + e_{22}Z_2 + ... + e_{2p}Z_p \]

\[ \vdots \]

\[ Y_p = e_{p1}Z_1 + e_{p2}Z_2 + ... + e_{pp}Z_p \]

### 4.2.2 Dependency Conservation on SOM

As we suggest to apply PCA before SOM training, the transformed dataset can be used as the inputs for SOM. This is justified through the following experiments. Figure 4.10 shows the SOM training with the original dataset which has 8 features/variables in total. Applying the PCA on the original dataset, we can obtain the eigenvalues and the proportion of variance for each eigenvalue. As shown in Fig. 4.11, the cumulative proportion for the first 3 eigenvalue out of 8 already reaches 85.92%. Therefore, we choose the first three principal components to represent the original dataset, i.e., the number of variables in transformed dataset has been reduced from 8 to 3.

The transformed dataset can be later used as the inputs for SOM training, and Fig. 4.12 shows the training results with the top 3 principal components. However, as the number of variables reduced from 8 to 3, it is helpful to see the difference between the training with transformed dataset and the training with the original dataset. Then we utilized the KLD method as discussed in Chapter 2 to show the difference with fewer variables. Figure 4.14 shows the KLD number as 0.22 which is a small number less than 1 as discussed in Chapter 2. This means that with only 3 components that covers 85.92% variance of the original dataset, the transformed dataset can still represent the principal features, while it can significantly reduce the training time as the number of variables or the dimensions of the dataset is reduce from 8 to 3. We further investigate the performance of choosing more principal components. As shown in Fig. 4.13, the dimension of the original dataset is only reduced by 1. With 7 chosen PCs, the original dataset is transformed and trained again with SOM. The KLD number becomes smaller as shown in Fig. 4.15, which is expected because we conserve more principal features from the original dataset. Finally, we also see the case that 8 principal components are all chose from the eigenvector. The SOM training with the transformed dataset is shown in Fig. 4.16, which turns out to be similar as the original training. This is justified by the KLD number 0 as shown in Fig. 4.17.
Figure 4.10: SOM Training with 8 Features (CTU-13)
Figure 4.11: Proportion of Variance from Eigenvalues

Figure 4.12: SOM Training with 3 PCs (CTU-13)
Figure 4.13: SOM Training with 7 PCs (CTU-13)
Figure 4.14: KLD with 3 PCs (CTU-13)

Figure 4.15: KLD with 7 PCs (CTU-13)
Figure 4.16: SOM Training with 8 PCs (CTU-13)
4.3 Summary

In this chapter, we further extend the SOM-based approach with a two-layer hierarchical design. In order to increase the accuracy for anomaly detection, the inputs which cause the “mixed-cell” need to be extracted and re-trained with a new layer of self-organizing map. We point out the adding of a new dimension with labels can significantly help the separation for the mixed inputs. We further investigate on how to conserve the inner correlations within the original dataset instead of simply separate the variables for distributed SOM training. To solve this problem, PCA is suggested to be used and justified. The transformed dataset can maintain a manageable level of variances from the dataset, reducing the dimensions from the original training and conserving the dependencies at the same time.
Chapter 5

Enhancing Self-Adapting Caching with SOM in Wireless SCADA Networks with Mobile Clients

This chapter discusses a wireless data acquisition application for SCADA networks. SCADA networks with wireless clients and sensors are the trend for the future as discussed in [47, 48]. However, considering the wireless accesses for the monitoring data and the mobility of the clients or sensors, new approaches of organizing the storage of the SCADA networks should be developed. Taking advantage of a mobility-awareness caching scheme for fast data acquisition in the Information-Centric Networks (ICNs) [49], we further extend that approach with SOM learning in a scenario of the SCADA network with wireless accesses from mobile clients.

5.1 Introduction on Wireless SCADA Networks

SCADA systems are generally implemented for industry control and management based on the information collected from the sensors in the field. The data collected from the sensors is usually sent to a central computer/server for the analysis. Meanwhile, people equipped with the client device can also access to the data for the real-time monitoring. However, as the number of sensors keep increasing with the extension of more controlled areas, it is possible to see a case where wired communication is hard or impractical to be implemented. Thus the integration of wireless communication in SCADA network is introduced in recent years [50]. With the sup-
port of mobile devices and the network integration with the Internet, clients can also access the data from the central server with wireless connections. This is also beneficial especially for real-time monitoring. For example, in a case that people need to check the field areas regularly, with the wireless accessibility they can download the data (e.g. camera videos) for the interested areas remotely when they are on the road.

Figure 5.1: Components of a Web access based SCADA system [6]

There has been some study on the architecture of SCADA networks with wireless accessibility. In [50] an architecture of SCADA in wireless mode is described, in which it extends the fieldbus to the Internet and PLCs and RTUs can connect to the SCADA through wireless communication to the Internet Gateway. A mobile phone
based SCADA was also proposed in [6], supporting the online control of the prototype crane via mobile phones or PDAs as shown in Fig. 5.1.

As we introduce new architectures for SCADA networks with the support of wireless communication, new problems such as how to optimally locate the data on different sites of the SCADA networks rather than storing one at the central server, how to support the wireless data requests from mobile clients and how to take advantage of the mobility of the clients in the design of caching schemes in a data-oriented SCADA system need to be addressed. In this chapter, we focus on the problem of dynamic caching for the requests of data from mobile clients. A SOM-based approach is proposed based on a method discussed in [49], where the original method is designed for the ICNs but with similar application scenario. As we focus on the data-oriented service provisioning, we suppose the topology in the original model can be applied to the scenario of wireless SCADA networks, which is data-centric and with mobile clients (e.g. guardians who need to check different sites of a SCADA network regularly) accessing specific parts of data remotely.

On the client side, with the rapid development of the WiFi and 3G/LTE technology, mobile devices such as cell phones, tablets and laptops have become pervasive in people’s daily life and have been widely used to connect to the Internet. If the SCADA networks can support the integration of the Internet, mobile clients can access to the SCADA network nearly from anywhere. As described in [49], places such as university campuses, airports and industrial plants can provide WiFi accesses so that mobile users can connect their devices through WiFi. We suppose the same for the scenario of wireless SCADA networks, i.e., there are Access Points (APs) in different areas of the network and the users can access the data stored on the servers in the SCADA networks.

More specifically, if we consider a local-scale activity such as the scheduled guarding or infrastructure checking across different sites of the field, it is more common to see that network users have a tendency to move across different buildings or areas of the network that are covered with WiFi access points. Such a user mobility has introduced new challenges to SCADA data-oriented service provisioning. In [49], the file contents were traditionally cached at distributed ICN servers, following their own popularity and a mobility-awareness caching strategy was designed to increase the cache hit rate. We suppose the SCADA network follow the same strategy for data storage in order to support fast data acquisition, backup and recovery.
However, in order to achieve an optimal caching strategy, [49] uses the solution of a linear programming approach in the cache scheme. It is time consuming to solve the linear problem as the scalability of the content size and site numbers increase. Therefore, in this chapter we build a SOM-based approach for the sub-optimal caching, which has little difference from the optimal caching computed based on the solution of the linear programming problem. The same mathematical models are applied to characterize the impact of user mobility on the content popularity (similar to popular videos from specific secure places in the guardian systems) at different sites of SCADA networks, with homogeneous and heterogeneous content sizes. With the SOM-based training, it can save the computing time and increase the efficiency of the system at the same time.

5.2 SOM-based Caching Strategy

In this section we will introduce our proposed SOM-based caching strategy. As discussed in [49], the Mobility-Awareness Caching (MAC) approach is computationally intensive. During each update of the caching space on different sites of the network, an Integer Linear Programming problem (ILP) needs to be solved. However, if we utilize the SOM algorithm, only one training is needed based on the history of optimal caching strategies. Although the accuracy is lower compared to the computed optimal caching strategy, the proposed SOM-based algorithm can save time and still provide a sub-optimal performance compared to the original MAC approach.

5.2.1 Approximate the Unknowns with Self-Organizing Map

In the previous chapters we have discussed multiple uses of self-organizing maps, such as finding the anomaly from the output map and discovering the inner correlation between different features/vectors in the training datasets with multi-layer training strategy. However, in this chapter we will use the SOM algorithm for prediction of unknown or missing values. This is an important problem as we cannot always guarantee the integrity of the datasets for training. Due to the physical issues that might appear in the SCADA networks, such as the loss of packets during the transition, it is possible that some broken records (e.g. there are some values missing) exist in the captured datasets. In most cases, people have to remove the broken records during the pre-processing. However, instead of removing or wasting these incomplete record-
There are some approaches to recover the **missing values** from on the dataset. In the literature, methods such as calculating the average value of the field/vector in which the missing value exists, or doing linear or quadratic regression with the rest of data are really popular. But due to the low accuracy and efficiency of these traditional methods when the data cannot be simply understood with linear or quadratic relationships, new methods need to be developed.

Figure 5.2: Approximate the Unknowns with SOM Algorithm (Missing the Labels for the 5th Cluster)

SOM-based algorithm can natively support the multi-dimensions of the training dataset. As discussed in [51], the SOM model can reduce the time of clustering and do well at the same time for estimating the missing values with the help other inexpensive variables. Also the study of [52] shows that using the SOM which is unsupervised neural networks to estimate the missing values and replace outliers in time series data is simple, computationally efficient and highly accurate. Due to these promising features of the SOM-based algorithms, we utilize the self-organizing maps for the caching scheme, which means the caching strategy for certain content will be decided based on the SOM training rather than solving the linear programming problem modeled in [49].

Figure 5.2 shows an example of the prediction results with SOM algorithm. We create a small training dataset which contains 3 variables, $x, y, z$. The values of $x$
are generated from 5 gaussian distributions with different mean value but the same standard deviation. The value of $y$ is linearly scaled from the value of $x$ for each record and the values of $z$ are integers and only range from 1 to 5 according to the ID number of each gaussian distribution. Therefore, there are 5 clusters in the training dataset. After the SOM training, there are exactly 5 clusters shown in the self-organizing maps which is expected. In the following procedure, we create a new testing dataset which also has 3 variables $x, y, z$ from the original dataset, but with the values of $z$ missing. Then we can utilize the SOM algorithm to find out the Best Matching Unit (BMU) for the records which is lack of the $z$ values as discussed in [51]. This is due to the training of SOM which makes the similar records closer to each other, i.e., we can suppose that the records mapped to the same BMU contains similar values on $x, y, z$.

Once the BMU is found for a specific record with value of $z$ missing, the missing value can be approximated based on the values of $z$ in other records that are mapped to the same BMU. As shown in Fig. 5.2, the predicted values of $z$ are displayed on the bottom right training map. For the records with estimated 5 for $z$, they are displayed as points to show the locations where the records are mapped. Compared to the values in the original dataset, the predicted missing values of $z$ for each records in the test dataset are exactly the same.

### 5.2.2 SOM-based Caching Scheme

As shown in Sec.5.2.1, SOM can be used for approximating the missing values. Therefore, we further develop the caching strategy with self-organizing maps. The main objective is to decide whether or not to cache certain content based on its properties. In this case, the computed solution for the optimal caching is used as the training dataset. As we can keep track of the caching strategies in the log history based on the size, site location, popularity, each caching record can be modeled as one record with 4 variables: 1) the size of the content (values in $KB$); 2) the intended site location (values in the range of 1 to 7); 3) the popularity rank at the intended site (values in the range of 1 to 100); 4) whether or not to cache at the intended site (binary values). In the testing dataset, the values in the 4-th variable are missing and need to be approximated with sub-optimal caching strategies.

In our experiments, we use the cache log of 400 optimal caching records for 60 popular contents/videos in the network. Initially the strategies in the caching records are computed based on the linear programming problem modeled in [49]. Then the
computed optimal solutions are transformed to the 400 optimal cache records with 4 variables described above. Later the optimal records are used for SOM training which is quick and only takes a few milliseconds. After the SOM training, we randomly select 50 records from the training dataset for testing, however with the values of the 4-th variable, whether or not to cache at intended site removed. With the SOM algorithm, we compute the Best Matching Units (BMUs) for the 50 records and use the values from BMUs to approximate the missing value. Figure 5.3 shows the result of SOM prediction, comparing the “optimal values” which are computed based on the solution of the optimization problem in [49] and the “predict values” which are predicted using SOM. In our test case, the approximation error equals to 28%.

5.3 Summary

In this chapter, we further discuss the use of SOM in the scenario of wireless SCADA network for fast data acquisition. The self-organizing maps can be used as a new tool
for optimizing the content locations. Also, due to the change and update of network, the previous optimization problem needs to be solved multiple times while there is only one training needed with SOM. The accuracy of predicting the locations of cached content can be improved with unsupervised learning on a larger dataset. We believe that the SOM-based algorithms have a promising future for different applications with more extensions and development.
Chapter 6

Conclusions and Future Work

Unlike traditional signature-based approaches, a SOM-based approach can be applied to detect unknown attacks. We have shown that, within an acceptable training time, this provides a new way to produce two dimensional mapping for visual inspection. It is, however, sometimes difficult for humans to perceive the subtle differences that exists between SOM trained maps, which is subject to both the shape of the clusters and the weight values in each neural cell. To assist, we further introduce the Gaussian Mixture Model (GMM) and Kullback-Leibler Divergence (KLD) on top of SOM trained maps. Using the suggested average KLD number as the threshold, our approach uncovers anomalies with an accuracy of 100% in our case study, up to a minimum of 12% anomaly mixture-rate from the CTU-13 dataset. With further tuning, we show how to obtain rates as low as 7%. As the scale of the traces become larger, it becomes more difficult to pinpoint the low-rate anomaly with the same accuracy. There are multiple ways to solve this issue, such as implementing a hierarchical SOM training algorithm [33] or running the SOM algorithm in a distributed way [53]. The design of a suitable hierarchical or distributed SOM is a topic of our future work.

6.1 Contributions

At the end of this thesis, we can answer the 4 questions in 1.3 and our contributions can be summarized as follows:

1. We explored that Self-Organizing Maps (SOM) is a useful tool to provide visualizations. As a case study of anomaly detection in SCADA networks, SOM can be useful for visual inspections with fast unsupervised learning on real traces.
2. An enhanced and quantitative measurement on the variations of SOMs is investigated by applying the Gaussian Mixture Model (GMM) and Kullback-Leibler Divergence (KLD). The main contribution in this dissertation is the addition of numerical methods to enhance change detection in SOM algorithms. We use anomaly detection as an example domain.

3. Further development with hierarchical and distributed SOMs is also discussed in order to provide a more accurate traffic control and analysis with large amounts of data. We also use the SOM algorithm in a 'supervised' way with unsupervised training which can improve the accuracy of detecting known attacks and conserve the capability of finding unknown attacks at the same time.

4. We investigated that SOM algorithm can be applied to other applications. As an extended case study, SOM can provide enhanced self-adapting caching strategies by learning about the history of optimal caching strategies in wireless SCADA networks with mobile clients. SOM can help to solve the time-consuming problem of computing the linear programming problem in the optimized caching.

6.2 Future Work

Self-organizing maps can be applied to many problems that introduce data clustering with unsupervised learning. However, there are limitations on the scalability of applying SOM-based approaches. It can be hard to use SOM when there are many variables in the training dataset (this is real in the data centers of large companies like Oracle and Microsoft) as the size of the maps needs to be set larger and training time would increase proportionally. However, SOM works well when the dataset has a lower dimensionality (tens of variables for example). This is particularly helpful for small controlled networks or sub-networks.

As we discussed in Chapter 3, hierarchies can be introduced in the SOM training and can significantly increase the accuracy of anomaly detection. Also when there are large numbers of variables existing in the raw dataset, separating the variables or reducing the dimension in the training dataset would be a way to solve the scalability problem. PCA is a useful method to reduce the dimension of the dataset and is manageable to choose how much correlations and variances are conserved. As it is linear-independent among different principal components, the separation on the dimension can be done according to the PCs and not on the raw variables. However,
the principal components in the pure PCA are expressed as a linear combination of
the variables in the raw dataset and it is possible to lose hidden correlations. New
methods such as “Kernel PCA” is designed for Nonlinear Component Analysis [54]
and can be further explored.
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