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ABSTRACT

The ATLAS Experiment at the CERN Large Hadron Collider is a particle physics experiment to study fundamental particles and their interactions at very high energies. Supersymmetry is a theory of new physics beyond the Standard Model of particle physics. A search for directly produced pairs of the supersymmetric partner of the top quark was performed using 20 fb$^{-1}$ of proton–proton collision data at a centre of mass energy of 8 TeV taken in 2012. The search targeted a model where the supersymmetric partner of the top quark ("scalar top") decays via the supersymmetric partner of the tau lepton ("scalar tau") into the supersymmetric partner of the graviton ("gravitino"). Scalar top candidates were searched for in pp collision events with either two hadronically decaying taus, two light leptons (electrons or muons), or one hadronically decaying tau and one light lepton. The numbers of events passing the analysis selection criteria agree with the Standard Model expectations. Exclusion limits at the 95% confidence level were set as a function of the scalar top and scalar tau masses. Depending on the scalar tau mass, ranging from the 87 GeV limit set by the LEP experiments to a few GeV below the scalar top mass, lower limits between 490 GeV and 640 GeV were placed on the scalar top mass within the model considered.
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Chapter 1

Introduction

Humanity has been studying the natural world for centuries, from the smallest of particles to galaxies and the universe itself. The science of particle physics is the study of subatomic particles and their interactions. Through humanity trying to understand the fundamental building blocks of nature, scientists have developed the Standard Model [1, 2, 3]. The Standard Model is the most accurate and complete description of the subject so far, and many parts of the model have been tested over the decades using a variety of different experiments. But yet, there are still some mysteries in the universe that the Standard Model does not address.

One of the open questions in the field of particle physics is the fine tuning problem in the Standard Model. In the Standard Model, some parameters related to the Higgs boson mass are required to have very precise values (to one part in $10^{28}$) and are said to be very finely-tuned [4]. Another open question is the nature of dark matter. Astrophysical observations have shown that 85% of the mass of the universe is not made of the ordinary matter described by the Standard Model. It is postulated that this missing 85% of the mass of the universe is made up of as yet undiscovered elementary particles, which are referred to as “dark matter”.

There are many different theories for physics beyond the Standard Model that can explain one or more of the open questions in particle physics. Supersymmetry is one such theory. It helps to resolve the fine-tuning problem and also contains particles that are natural dark matter candidates.

The ATLAS experiment at the LHC$^1$ at CERN$^2$ has an ambitious physics program including a range of searches for supersymmetry and the main goal of finding and

\footnote{Large Hadron Collider.}
\footnote{The European Organisation for Nuclear Research.}
studying the Higgs boson. The Higgs mechanism in the Standard Model generates the masses of the gauge bosons through electroweak symmetry breaking and predicts the existence of the Higgs boson. The Higgs boson was the last particle in the Standard Model left to be observed and it was discovered at the LHC in 2012 [5, 6]. A lot of different searches for Supersymmetry are performed. There are many new parameters within supersymmetry so searches for it cannot be performed by a single general analysis. Individual analyses are often optimised for specific supersymmetry models and final states. One important particle in supersymmetry is the “scalar top” (a spin-0 particle that is related to the top quark) because in supersymmetry it plays the largest role in addressing the fine-tuning problem. There are several different ATLAS searches for the scalar top because it could decay in several different ways.

One supersymmetric model being studied by ATLAS involves the production of a pair of scalar tops that each decay to a tau lepton, a jet (a collection of nearby particles) from the decay of a $b$-hadron, and missing transverse momentum. The missing transverse momentum in these events arises from several undetected neutrinos and the stable and neutral lightest supersymmetric particle (a dark matter candidate). The decay of a tau lepton can produce either one charged lepton, or one or more hadrons. The decay of two tau leptons thus follows one of three possible channels: one leptonically decaying tau and one hadronically decaying tau, two leptonically decaying taus, or two hadronically decaying taus. The discovery of new physics in the search for this model would be a major milestone in particle physics and might provide valuable data to help resolve the fine-tuning problem and the nature of dark matter.

This dissertation describes the ATLAS search for pair-produced scalar tops that decay to two tau leptons and large amounts of missing transverse momentum, with a focus on the channel including one hadronically decaying tau and one leptonically decaying tau. In Chapter 2 the theories of the Standard Model and supersymmetry will be presented followed by descriptions of the LHC and the ATLAS detector in Chapter 3. In Chapters 4 and 5 the data collection and reconstruction will be explained along with a description of the simulated events. The analysis itself will be described in Chapter 6 and the systematic uncertainties in Chapter 7. The results will then be presented in Chapter 8 before they are statistically interpreted in Chapter 9. The concluding remarks will finally be presented in Chapter 10.
Chapter 2

The Standard Model of particle physics and physics beyond the Standard Model

2.1 The Standard Model

The Standard Model (SM) of particle physics is currently the best known description of all the known fundamental particles and the electromagnetic, weak, and strong interactions. It is a theoretical framework that combines quantum chromodynamics and the electroweak model, which are two models that separately described the strong interaction, and the electromagnetic and weak interactions. The Standard Model has been successful in predicting the existence of several particles that were later discovered. The last particle discovered that is required as part of the Standard Model is the Higgs boson [5, 6].

All the particles in the Standard Model are summarised in Figure 2.1. They can be categorised as either fermions, which have half-integer spin, or bosons, which have integer spin. All the matter that we interact with in our day-to-day lives is made up of fermions. Bosons are the force carriers because all the fundamental interactions between two fermions require the exchange of a boson. Figure 2.2 summarises the allowed interactions in the Standard Model. The bosons of quantum chromodynamics and the electroweak model all have spin-1 (vector bosons). The Higgs boson, however, is the only known spin-0 fundamental particle (a scalar boson). The gluon, photon, W bosons, and Z boson are all gauge bosons [9].
There are two types of elementary fermions \((f)\) in the Standard Model: leptons and quarks \((q)\). Both the leptons and quarks come in three generations. Each generation includes a pair, or doublet, of particles and the two particles in the pair differ from one another by an integer electric charge. In the case of the leptons the charged fermion of each pair has an electric charge of \(-1\) while the neutral fermion (the neutrino) has
an electric charge of zero. The quark pairs each include a quark of electric charge $2/3$ and a quark of electric charge $-1/3$.

Every charged fermion in the Standard Model has an anti-matter partner with the opposite electric charge. In this document, when required, the anti-particle is indicated using a bar over the particle symbol (e.g. $t\bar{t}$) or the electric charge is indicated explicitly using a superscript (e.g. $e^+e^-$). Particles symbols without a charge superscript may be used to refer to either just the matter particles or to both the particles of the different possible charges (e.g. $t \rightarrow W^+b$ refers to both $t \rightarrow W^+b$ and $\bar{t} \rightarrow W^-\bar{b}$).

More particle charge notation will be introduced in Section 2.3.4.

The term “charged leptons” ($L$) will be used to refer to all three of the electrically charged leptons ($L = e$ or $\mu$ or $\tau$) while the term “light charged leptons” ($\ell$) will be used to refer just to electrons and muons ($\ell = e$ or $\mu$). These separate terms are useful as a tau lepton has a short lifetime and can decay into an electron or muon (or hadrons), which can be directly detected. Using this terminology, the final state after a leptonic tau decay can be said to include a light charged lepton, $\ell$, while a particle decay that produces a charged lepton, $L$, implies the creation of an electron or a muon or a tau lepton.

2.1.1 Quantum electrodynamics

Quantum Electrodynamics (QED) is the theory describing the fundamental interaction of electrically charged particles through the exchange of photons. The fundamental interaction vertex of QED is shown in Figure 2.3. This vertex describes the QED process of a charged fermion either radiating or absorbing a photon. This vertex
also describes the creation or annihilation of two electrically charged fermions. Only particles carrying electric charge can interact with the photon.

### 2.1.2 Quantum chromodynamics

Quantum Chromodynamics (QCD) is the theory that describes the strong interaction of any particle carrying a strong or colour charge, through the exchange of gluons. One of the fundamental interaction vertices of QCD is shown in Figure 2.4. This vertex shows the QCD process of a quark radiating or absorbing a gluon. It also shows the process of a quark-antiquark pair being created or destroyed. Only particles carrying colour charge can interact with gluons. Gluons themselves carry colour charge and (unlike the photon) are therefore able to self-interact. There are eight different gluons that each carry a different combination of the three possible colour charges. Like the photon, gluons are massless and have no electric charge.

### 2.1.3 Weak interactions

The weak interaction is mediated through the exchange of a $W^+$ boson or a $W^-$ boson or a $Z$ boson. The $W^\pm$ bosons are electrically charged with a mass of 80.4 GeV while the $Z$ boson is electrically neutral with a mass of 91.2 GeV [10]. Two of the vertices of the weak interaction are shown in Figure 2.5. The $Z$ boson interaction is similar to the QED interaction whereby a fermion can radiate or absorb a $Z$ boson.

---

1. In this dissertation natural units with $\hbar = c = 1$ are used so that momentum and mass are given in GeV.
Two same-flavour fermions can also be created or annihilated. Interactions via the $W$ bosons can be different from those of the other bosons because $W^\pm$ bosons are charged and necessarily imply a vertex where the two fermions change flavour, as shown in Figure 2.6. A crucial difference between the electromagnetic interaction and the weak interaction is that the electromagnetic interaction only takes place between fermions with non-zero electric charge while the weak interaction can take place between all fermions, thus allowing interactions like $Z \to \nu \bar{\nu}$. The $W$ and $Z$ bosons can also interact with each other and with the Higgs boson.
2.1.4 Particle masses

In the Standard Model, the masses of the $W$ and $Z$ bosons are acquired through electroweak symmetry breaking and their interactions with the Higgs field \cite{10, 11}. The measured masses of the particles are shown in Figure 2.1. The top quark is the heaviest particle in the Standard Model at $\sim 173 \text{ GeV}$, while the gluons and the photon are massless. The measured mass of a particle is different from its bare mass because the mass that can be measured includes loop corrections (discussed further in Sections 2.2 and 2.3.1). In the Standard Model neutrinos were originally considered to be massless. However, the discovery of neutrino oscillations \cite{12, 13, 14} implies that the neutrinos do have mass (albeit very small) and so they should interact with the Higgs boson. Neutrino oscillations and masses can always be neglected at collider experiments.

2.1.5 Bosons

Gluons and $W$ bosons are able to self-interact but the photon and the $Z$ boson cannot. The $Z$ boson and the photon are, however, able to interact with the $W$ boson. The Higgs boson interacts with all the fermions and bosons that have mass, including itself, since it is by interacting with the Higgs field that the particles obtain their masses.

2.1.6 Particle hadronisation and decay

In Chapter 3, a description of how different particles are detected will be given. To understand the general layout of a detector it is important to understand what particles will be directly detected. The particles that are directly detected may have been created from another particle decaying or from a particle hadronising as described in the following paragraphs.

Collectively, quarks and gluons are referred to as partons. Partons carry colour charge and participate in QCD interactions, but only color-neutral combinations of partons, hadrons, can propagate freely. The process by which these colour-neutral combinations are formed, hadronisation, is not understood in detail. The number of quarks in a hadron is used to categorise these composite particles e.g. baryons have three quarks, and mesons have a quark and an anti-quark.

The top quark, being more massive than the $W$ boson, nearly always decays to a
bottom quark and a $W$ boson as shown in Figure 2.6. Every quark will hadronise before it decays, with the exception of the top quark, which has a lifetime that is shorter than the amount of time required for hadronisation to take place. The hadronisation of the original parton results in a relatively narrow collection of hadrons called a jet.

![Figure 2.7: Tau-lepton decays](image)

While muons can and do decay, in the context of this ATLAS search they can be considered effectively stable. The tau lepton is comparatively heavy and will decay very quickly (lifetime $\sim 10^{-13}$ s) into neutrino(s) and an electron or muon, or quarks, as shown in Figure 2.7. A tau lepton that decays hadronically will be referred to as $\tau_{\text{had}}$. In the context of this ATLAS search the decay length of a tau lepton is small but measurable ($c\tau = 87 \, \mu\text{m}$). The decays of a tau lepton are categorised as either leptonic or hadronic depending on the types of particles produced. Neutrinos only interact via the weak interaction and are the only particles in the Standard Model that will normally escape ATLAS undetected. Any particle that escapes the detector undetected is referred to as an invisible particle and the presence of one or more invisible particles is inferred by measuring the residual momentum in a conservation of momentum calculation performed using momenta projected into the transverse plane (missing transverse momentum). The magnitude of the missing transverse momentum is referred to as the missing transverse energy, $E_{T}^{\text{miss}}$.

The $W$ and $Z$ bosons have short lifetimes ($\sim 10^{-25}$ sec). The leptonic and hadronic decays of the $W$ boson are shown in Figure 2.8. The photon is massless and stable. The gluons are also massless but they carry the colour charge and so hadronise.
2.2 Open questions in particle physics

The Standard Model has been very successful at describing all the known particles and their interactions as discussed in Section 2.1. There are still several open questions in particle physics. Some of those questions, which are beyond the scope of this document, include: “what are the masses of neutrinos and are they their own antiparticles (Majorana particles) [15]?”, “what is the quantum theory of gravity [16]?”, “why is there a matter-anti-matter asymmetry to the universe [17]?”, and “why are there three generations of leptons and quarks [18]?”. Two open questions being studied at ATLAS include the nature of dark matter [19, 20, 21], and the fine-tuning problem [11, 22, 23, 24, 25].

Cosmological studies have found problems in describing the physics of galaxies. The results of fits to the cosmic microwave background data indicate that about 85% of the mass in the observable universe is composed of non-baryonic matter that interacts gravitationally but not electromagnetically (we do not know about its short-distance interactions) [26, 27]. This matter is referred to as dark matter. Unfortunately, there are no particles in the Standard Model that are viable candidates to make up the large mass of dark matter. Some extensions to the Standard Model introduce new particles that could constitute dark matter.

The fine-tuning problem is related to the mass of the Higgs boson (∼ 125 GeV [28]). The mass of the Higgs boson is composed of the bare mass value and loop corrections. The bare mass is the mass that can be inserted directly into the equations that define the model (the Lagrangian). The mass measured in experiments is the bare mass with all the loop corrections to it. The lowest-order loop corrections to
the Higgs mass from fermions are shown in Figure 2.9 (left) and the largest overall correction is from a top-quark loop. Unless there is extremely precise cancellation between the Higgs boson bare mass (value unknown and not calculable within the SM) and the large loop corrections to it, which may be of the order of the Planck mass ($\sim 10^{19}$ GeV), then one would expect the Higgs boson’s measured mass also to be large. Some extensions to the Standard Model cancel the loop corrections to the bare mass with additional corrections of the opposite sign to greatly reduce the requirement for fine-tuning. The level of fine-tuning deemed “acceptable” is subjective but most people consider the levels of fine-tuning in the Standard Model (roughly to one part in $10^{32}$ assuming a momentum scale cut-off at the Planck mass [29]) to be unappealing.

![Feynman diagram](image)

Figure 2.9: Higgs-mass corrections [30]. On the left are the first-order loop corrections from a fermion to the mass of the Higgs boson squared and on the right are the first-order loop corrections from a new scalar particle.

### 2.3 Supersymmetry

Supersymmetry is a theory of physics beyond the Standard Model that provides solutions to some of the open questions in particle physics [31, 32, 33, 34, 35, 36, 37, 38, 39]. It solves the fine-tuning problem and introduces new particles, some of which are dark matter candidates. These new particles could have masses discoverable at the LHC [11, 30].

The Standard Model contains various symmetries, and theories of physics beyond the Standard Model often introduce new ones. A “supersymmetry” is a symmetry that relates fermions and bosons. Supersymmetric extensions of the Standard Model introduce new partner particles to those in the Standard Model that differ from them by half a unit of spin: all the spin-1 bosons of the Standard Model have spin-1/2 superpartners, and all the spin-1/2 Standard Model particles have spin-0 superpartners. The new partner particles will be referred to as supersymmetric particles and
are denoted by putting a tilde over the symbol for the particle. The Higgs sector will be discussed in Section 2.3.2.

If supersymmetry were an unbroken symmetry then the supersymmetric particles would have the same masses as their Standard Model counterparts. Since no supersymmetric particles have been discovered with the same masses as their Standard Model partners, if supersymmetry exists it must be a broken symmetry. In practical terms, the symmetry must be broken in such a way that the supersymmetric particles would have thus far escaped detection by the existing experiments. This means for most supersymmetric particles that they would have to have very large masses. There are a variety of ways in which supersymmetry can be broken and so there are a variety of different supersymmetric models.

2.3.1 Supersymmetry and the open questions in particle physics

Most supersymmetric theories naturally include a dark matter candidate. A dark matter candidate must be stable (or at least have a very long lifetime) so often the “lightest supersymmetric particle” (LSP) is a dark matter candidate (the other supersymmetric particles will eventually decay into the LSP). The dark matter candidate must also be electrically neutral to ensure that it does not interact electromagnetically.

The largest loop corrections to the Higgs boson mass come from the top quark. In supersymmetry the loop corrections involving the supersymmetric particles naturally cancel out the loop corrections involving their Standard Model partners. The top quark has a supersymmetric partner called the scalar top, $\tilde{t}$, or “stop” that is important because it cancels out the dominant top-quark corrections to the Higgs mass (see Figure 2.9 - right). If supersymmetry were an unbroken symmetry then the loop corrections to the Higgs boson mass from the top quark would be exactly cancelled by those of the scalar top. Since supersymmetry has to be broken, the two will not exactly cancel each other, but as long as the mass of the scalar top is not too large there can still be sufficient cancellation to reduce the fine-tuning to acceptable levels.

2.3.2 Minimal Supersymmetric Standard Model

The Minimal Supersymmetric Standard Model (MSSM) is a theory of physics beyond the Standard Model that realises supersymmetry. It is the minimal phenomenologically viable extension to the Standard Model [30]. The MSSM includes
all the phenomenologically viable ways to break supersymmetry in the most general way and so while the MSSM may be minimal in terms of the number of new particles and new interactions consistent with phenomenology [40], it has over 100 free parameters [30], most of which are related to supersymmetry breaking rather than supersymmetry itself. The naming conventions for the various bosons and fermions in supersymmetry are given in Table 2.1.

Table 2.1: Summary of the naming conventions for supersymmetry and the particle/field superpartners. The neutralinos and charginos are the result of the mixing of the neutral and charged gauginos and higgsinos respectively.

<table>
<thead>
<tr>
<th>Fermions</th>
<th>Bosons</th>
</tr>
</thead>
<tbody>
<tr>
<td>fermion</td>
<td>sfermion</td>
</tr>
<tr>
<td>lepton</td>
<td>slepton (or scalar lepton)</td>
</tr>
<tr>
<td>tau lepton</td>
<td>scalar tau (or stau or tau slepton)</td>
</tr>
<tr>
<td>neutrino</td>
<td>sneutrino (or scalar neutrino)</td>
</tr>
<tr>
<td>quark</td>
<td>squark (or scalar quark)</td>
</tr>
<tr>
<td>top quark</td>
<td>scalar top (or stop or top squark)</td>
</tr>
<tr>
<td>higgsino</td>
<td>higgs boson</td>
</tr>
<tr>
<td>gluino</td>
<td>gluon</td>
</tr>
<tr>
<td>gaugino</td>
<td>gauge boson</td>
</tr>
<tr>
<td>gravitino</td>
<td>graviton</td>
</tr>
<tr>
<td>neutralino (after mixing)</td>
<td>-</td>
</tr>
<tr>
<td>chargino (after mixing)</td>
<td>-</td>
</tr>
</tbody>
</table>

The MSSM does not just include new supersymmetric partner particles but it also requires two Higgs doublets rather than just one. In electroweak symmetry breaking a gauge transformation can reduce the four degrees of freedom of the single SM Higgs doublet to just one [41, 42, 43, 44, 45, 46]. The remaining one degree of freedom is the Standard Model Higgs boson. The Nambu-Goldstone bosons associated with the other three degrees of freedom are “eaten” by the now massive $W$ and $Z$ bosons [47]. In supersymmetry the eight degrees of freedom of the two scalar Higgs doublets get reduced to five, resulting in two electrically charged and three electrically neutral Higgs bosons. In the fermion sector, there is no analogue to the Higgs mechanism that requires that there be a fermionic partner to the photon that is also massless. Since the partners of the electroweak gauge bosons and Higgs bosons carry the same quantum numbers, the observed mass eigenstates can be mixtures. These mass eigenstates are called neutralinos and charginos.
Many models of supersymmetry, including the MSSM, also require conservation of R-parity. R-parity is a multiplicative quantum number with values of $-1$ for the supersymmetric particles and $+1$ for the SM partners. The conservation of R-parity implies that all interaction vertices are only allowed to contain an even number of supersymmetric particles. This implies that the supersymmetric particles will be produced in pairs at the LHC. R-parity conservation implies that the MSSM is phenomenologically viable by forbidding interactions that could result in proton decay, which is not observed in nature [30]. R-parity also ensures that the LSP is absolutely stable, which helps to ensure that the LSP is a viable dark matter candidate. Often in the MSSM (although not in this analysis) the lightest neutralino is taken to be the LSP and a dark matter candidate.

2.3.3 Gauge Mediated Supersymmetry Breaking

Gauge Mediated Supersymmetry Breaking (GMSB) is an extension of the MSSM [48, 49, 50, 51, 52, 53]. In this model there are two sectors of particles: the visible sector, which contains the MSSM particles (the SM particles and their superpartners), and a hidden sector, which contains a collection of new particles that are not part of the MSSM. The supersymmetry breaking occurs in the hidden sector. These particles in the hidden sector only have very small or no couplings to the visible sector. The supersymmetry breaking is communicated from the hidden sector to the visible sector through some new messenger particles. The two sectors and the messengers are shown in Figure 2.10.

![Figure 2.10: Supersymmetry sectors. The mediator interactions connect the hidden sector to the visible sector.](image)

GMSB is one of several models where messenger particles are used to communicate the SUSY breaking from the hidden sector to the visible sector. In GMSB, gauge interactions are responsible for passing the effects of supersymmetry breaking to the visible sector. There are several messenger particle pairs (fermion and boson superpartner pairs) that couple to the hidden sector, where supersymmetry is broken.
The breaking causes the fermion messenger particles to have different masses from the boson messenger particles. The messenger particles couple to the gauge bosons and their superpartners in the visible sector. It is through loop corrections involving the messenger particles that the gauge boson superpartners obtain different masses from the gauge bosons. It is through loop diagrams involving the gauge boson superpartners that the visible sector scalars obtain different masses from their partners. The result is that the supersymmetric particles in the visible sector have different masses from their Standard Model partners. In the simplest versions of GMSB, the masses of the visible sector particles depend on just five parameters [54].

An additional part of GMSB is the important role of the graviton and the gravitino, \( \tilde{G} \). All known fundamental interactions are mediated by one or more messenger particles and so the graviton is theorised to be the mediator of gravity. While a complete theory of quantum gravity does not exist, extensions to the Standard Model have been created that include gravity and are valid as effective field theories for energies well below the Planck scale [55, 16]. These models include a massless spin-2 graviton. In theories of supersymmetry that include gravity, the gravitino is the superpartner of the graviton and is a spin-3/2 particle. In GMSB the gravitino is the LSP [10, 56]. In a similar way to how the gauge bosons “eat” the three scalar bosons after the spontaneous electroweak symmetry breaking, the gravitino “eats” a spin-1/2 particle after the spontaneous breaking of supersymmetry. Through “eating” the spin-1/2 particle the gravitino picks up a mass and new couplings to the Standard Model particles and their superpartners. The new couplings can be much larger than the original couplings, which enhances the effective couplings of the gravitino.

### 2.3.4 A simplified model of scalar tops and scalar taus

This work is a search for the production of pairs of oppositely charged scalar tops, \( \tilde{t}\tilde{t}^* \), where each scalar top decays into a scalar tau and subsequently into a gravitino (the LSP in this model) as shown in Figure 2.11. The scalar top has an electric charge of 2/3 like the top quark and the charge conjugate of the scalar top, \( \tilde{t}^* \), has an electric charge of \(-2/3\). Each scalar top undergoes a 3-body decay to produce a \( b \) quark, a neutrino, and a scalar tau. The scalar tau, or “stau”, is the supersymmetric partner to the tau lepton. The scalar tau decays to produce a tau lepton and a gravitino. The final state includes two \( b \)-jets (from the hadronised \( b \) quarks), two tau leptons (where each tau lepton decays either hadronically or leptonically), and missing energy (from
the gravitinos and neutrinos). In this model the masses of the scalar top and the scalar tau are unknown while the mass of the gravitino is very small (negligible). It is assumed that the scalar top is heavier than the scalar tau. The three-body decay of the scalar top can be understood as the decay of the scalar top into a $b$ quark and a virtual chargino, which then decays into a neutrino and a scalar tau. The scalar top undergoes a 3-body decay because the chargino is heavier than the scalar top. The 3-body scalar top decay is analogous to the 3-body decay of the tau lepton shown in Figure 2.7.

In supersymmetry the superpartners of the left-handed and right-handed fermions can mix to form mass eigenstates. The lighter of the two scalar tops is denoted $\tilde{t}_1$ and is referred to as the scalar top in the following. Likewise, the lighter of the two scalar tau eigenstates is denoted $\tilde{\tau}_1$ and referred to as the scalar tau.

This model is a simplified model. All the supersymmetric particles not explicitly shown in Figure 2.11 are assumed to be very heavy and can be ignored. The branching ratio for each of the supersymmetric particle decays is assumed to be 100%. It is also assumed that the scalar taus and gravitinos are only produced through the decay of the scalar tops. Studying a simplified model makes the analysis less dependent on the details of specific models. The information gathered from studying several different simplified models can then be combined together to get a better understanding of the larger picture [58]. An alternative to using a simplified model can involve scanning through the various model parameters of the phase space.

Figure 2.11: Scalar top production and decay [57]
Studying this simplified model contributes towards the larger work of the search for scalar tops and supersymmetry, the search for physics beyond the Standard Model, and the search for solutions to the open questions in particle physics. This search contributes towards a better understanding of the fine-tuning problem since it is a search for scalar tops. It may also contribute towards a better understanding of dark matter with the gravitino potentially being a component of dark matter. Other searches for pair-produced scalar tops at the LHC [59, 60, 61, 62, 63, 64, 65] focus on MSSM-based models (rather than a GMSB model) and typically still simplified models. They also look at a variety of different decays (that do not involve a scalar tau), and they isolate different final states (by vetoing hadronically decaying taus).

For a particle in a model to be a valuable dark matter candidate, several properties of the model must agree with cosmological observations [66]. The properties of this simplified model may or may not all agree with the cosmological observations but exact agreement is not explicitly required because we are studying a simplified model. In general simplified models can be used to investigate the generic properties of SUSY models, including their ability to produce dark matter candidates that satisfy cosmological constraints.

2.4 Calculating cross-sections

Cross-sections cannot currently be calculated exactly. Feynman diagrams help physicists break down the calculation of the cross-section of a particular process by expanding the calculation into an infinite series using perturbation theory. One or more Feynman diagrams are associated to a process at a particular order in the expansion. The strong production cross-sections are expanded in orders of $\alpha_s$. The larger the number of vertices within a Feynman diagram, the higher the order of the process. The left diagram in Figure 2.9 shows an example where the Higgs boson has a higher order loop correction. See Chapter 5 for details on the order of the expansions used for the different processes of this analysis.
Chapter 3

The ATLAS detector and the LHC

ATLAS is a multipurpose experiment built at the CERN LHC to study the fundamental particles of nature and their interactions at the smallest scales. Producing the rare interactions that the ATLAS collaboration wants to study requires extremely high energies and the Large Hadron Collider is the world’s highest energy particle accelerator. It was built in the pre-existing tunnel that once housed the Large Electron Positron collider (LEP). The LHC is the same radius as LEP; however, it can accelerate two proton beams, instead of an electron beam and a positron beam. By accelerating bunches of protons in circles it can take them up to high energies and when colliding particles at high enough energies, new heavy particles can be created. These particles or their decay products can be detected by ATLAS. The descriptions of the detector in this chapter depict its state up to and including the year 2012, the time period of interest for this work. In 2015 the LHC started colliding protons at a centre of mass energy of 13 TeV, or equivalently 6.5 TeV per beam.

3.1 The Large Hadron Collider

The LHC at CERN is a particle accelerator that was designed to test the Standard Model, study the Higgs boson, and search for new physics beyond the Standard Model. The LHC enables the experiments to study particle physics in unexplored regions of phase space by simultaneously providing high collision energies and large luminosities to study rare processes. The LHC has a design energy of 7 TeV per beam and has collided protons and lead ions. These high energies are reached by the use of powerful superconducting magnets and accelerator cavities. Accelerator cavities use
large electric fields to accelerate particles and group them into bunches rather than
having a constant stream of particles. The oscillating electric fields accomplish this by
either accelerating or decelerating the particles that deviate from the mean expected
energy of the bunch. The LHC beams have a nominal bunch spacing of 24.95 ns [67],
which translates to a nominal bunch crossing rate of 40.08 MHz. The magnets bend
the trajectories of the particles in the beams for a variety of purposes including the
steering of the particles around the 27 km circumference, and the focusing of the
beams into smaller cross-sectional areas.

In each bunch crossing there can be multiple proton–proton collisions but analyses
focus on only one proton–proton collision in each bunch crossing. Additional proton–
proton interactions in the same (“in-time”) and nearby (“out-of-time”) bunch crossings
are called pile-up. In ATLAS a bunch crossing defines an event. For the experiments
to study rare events a large number of proton–proton collisions is required. A trade-
off exists between the number of proton–proton collisions per bunch crossing and the
complexity of an event with regards to the accurate reconstruction and measurement
of the physics processes that have taken place. The LHC beam crossing settings are
tuned to give the different experiments different mean numbers of proton–proton
collisions per bunch crossing. In accelerator physics luminosity is used as a measure
of the interaction rate in the accelerator. The number of expected events, \( N \), is the
product of the cross-section of the process(es) of interest, \( \sigma \), and the time integral
over the instantaneous luminosity, \( \mathcal{L} \): \( N = \sigma \times \int \mathcal{L}(t) \, dt \) [10]. The integral of the
instantaneous luminosity is called the integrated luminosity and is typically measured
in units of \( \text{fb}^{-1} \).

### 3.2 The ATLAS detector

ATLAS is located in a cavern \( \sim 100 \text{ m} \) underground and is approximately 44 m
long and 25 m in diameter as shown in Figure 3.1. The detector includes a cylindrical
region around the beam called the barrel and disk-like end-caps on each end. In
the ATLAS coordinate system both the \( x \) and \( y \) axes are in the plane orthogonal
to the beam pipe with the \( x \)-axis pointing towards the centre of the LHC ring and
the \( y \)-axis pointing upwards. The \( z \)-axis points along the LHC beam pipe and this
right-handed coordinate system is centred on the centre of the detector. The radius
(in polar coordinates) is \( r = \sqrt{x^2 + y^2} \). The angle \( \phi \) (in polar coordinates) is the
azimuthal angle measured from the \( x \)-axis and \( \theta \) is the polar angle (in spherical
coordinates) measured from the z-axis. In hadron colliders \( \eta = -\ln \left( \tan \left( \frac{\theta}{2} \right) \right) \) is used instead of \( \theta \) where \( \eta \) is called the pseudorapidity. This variable is preferred because at a hadron collider the distribution of particles in a detector is approximately flat as a function of pseudorapidity [10]. Pseudorapidity is an approximation of rapidity \( y = \frac{1}{2} \ln \left( \frac{E+p_z}{E-p_z} \right) \) when \( |p| \gg m \) and is useful because the difference between the rapidity values of two particles is invariant under a Lorentz boost along the z-axis. When \( |p| \gg m \), pseudorapidity differences are approximately Lorentz invariant. In hadron collider physics a particle’s momentum and energy are often studied in the transverse plane, where they are referred to as the transverse momentum, \( p_T \), and transverse energy, \( E_T \). The transverse momentum is calculated as \( p_T = \sqrt{p_x^2 + p_y^2} \) and the transverse energy is defined as \( E_T \equiv E \sin \theta = E / \cosh \eta \). This is often done because while the two colliding beams have the same energy, the partons within each of the colliding protons can have widely varying shares of the momentum. As a result of this, the momenta of the colliding partons in the \( \pm z \) direction before the collision are unknown. However, the colliding partons have approximately zero momentum in the transverse direction and so the transverse momenta of all final-state particles
must sum to zero.

The ATLAS detector is built in roughly cylindrical layers, each designed to identify and measure different types of charged and neutral particles\textsuperscript{1}. The inner detector is the closest to the beam pipe and is used to make high-precision measurements of the tracks of the charged particles as they travel outwards from the collision point. Surrounding the inner detector are the two calorimeters that are used to measure the energies of the particles. The innermost calorimeter is the electromagnetic calorimeter. It measures the energies of particles that lose most of their energy through electromagnetic interactions. Surrounding the electromagnetic calorimeter is the hadronic calorimeter. It is designed to measure the energies of the particles that can interact via the strong interaction. Surrounding the calorimeters is the muon spectrometer. High energy muons are the only known charged particles able to traverse the whole detector without decaying or losing a large fraction of their energy, so the muon spectrometer is the outermost and largest layer of ATLAS. It is designed to perform charged particle tracking. The last major component of ATLAS is the magnet system. The purpose of the magnets is to curve the trajectories of charged particles to determine their charges and momenta.

Some detector components are made to perform precise and accurate measurements while others produce fast measurements. Fast measurements are required for triggering (to be discussed in Chapter 4), which is the process of determining which events should be saved to disk.

\subsection{Detector layers and purposes}

Particle physics collider experiments are built in layers around the interaction point. The ordering of these layers is important to properly detect, measure, and identify the particles. The fundamental particles in the Standard Model have lifetimes of various durations; some can be detected directly while others decay promptly and only their decay products are detected. Table 3.1 and Figure 3.2 show how various fundamental and composite particles in the Standard Model are detected by ATLAS.

\textsuperscript{1}All instances of the terms charged and neutral refer to the electric charge unless specified otherwise
Table 3.1: Summary of how the fundamental and composite particles in the Standard Model are reconstructed. See Chapter 2.1 for a more detailed description of the physics of the Standard Model and Section 4.2 for a more detailed description of how light charged leptons, jets, and the missing transverse momentum are reconstructed. Here “q” refers to one of the light quarks: u, d, c, or s.

<table>
<thead>
<tr>
<th>Particle</th>
<th>Reconstruction methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>e</td>
<td>Directly detected: Inner detector track + energy deposit in the electromagnetic calorimeter</td>
</tr>
<tr>
<td>µ</td>
<td>Directly detected: Inner detector track + (usually) small energy deposits in the calorimeters + muon spectrometer track</td>
</tr>
<tr>
<td>τ</td>
<td>Decays promptly: $τ \rightarrow eνν$, or $τ \rightarrow µνν$, or $τ \rightarrow 1-3$ charged hadrons + $≥ 0$ neutral hadrons + $ν$ (like a jet). Origin of the tau decay slightly displaced from the location of the $pp$ interaction point.</td>
</tr>
<tr>
<td>Photon</td>
<td>Directly detected: Energy deposit in the electromagnetic calorimeter + no inner detector track.</td>
</tr>
<tr>
<td>All neutrinos</td>
<td>Escape ATLAS undetected: Their presence is inferred by looking at the missing transverse momentum in the event.</td>
</tr>
<tr>
<td>gluons, and u, d, c, and s quarks</td>
<td>Hadronise and detected as jets: Energy deposits in the calorimeters + several inner detector tracks.</td>
</tr>
<tr>
<td>t quark</td>
<td>Decays promptly: $t \rightarrow bW$</td>
</tr>
<tr>
<td>b quark</td>
<td>Hadronises and detected as a jet: Energy deposits in the calorimeters + several inner detector tracks. The origin of the weakly-decaying $b$ hadron decay within the jet is slightly displaced from that of the $pp$ interaction point.</td>
</tr>
<tr>
<td>W boson</td>
<td>Decays promptly. $W \rightarrow ℓν$, or $qq'$</td>
</tr>
<tr>
<td>Z boson</td>
<td>Decays promptly. $Z \rightarrow ℓ^+ℓ^−$, or $νν$, or $q\bar{q}$</td>
</tr>
<tr>
<td>Higgs boson</td>
<td>Decays promptly: Discovered through the decay channels: $γγ$, $WW$, and $ZZ$. Other decay channels are also possible and even preferred, e.g. $bb$.</td>
</tr>
</tbody>
</table>
3.3 Inner detector and solenoid magnet

The inner detector is the tracker used to measure the momenta and trajectories of all the charged particles in an event. It is approximately cylindrical in shape and is immersed in a 2 T axial magnetic field generated by a solenoid [68]. The solenoid bends the charged particle tracks in the $r$-$\phi$ plane. The detector was designed to be able to cope with a high rate of up to 1000 particles (from the collision point) passing through its acceptance region of $|\eta| < 2.5$ every 25 ns [68]. The detector also requires good momentum resolution and vertex resolution. To achieve these the inner detector of ATLAS has a fine detector granularity constructed with silicon pixel and strip detectors close to the beam pipe. These silicon detectors make up the
Pixel detector and the SemiConductor Tracker (SCT). Farther away from the beam pipe straw tubes make up the Transition Radiation Tracker (TRT). The systematic uncertainties related to tracks reconstructed in the inner detector will be discussed in Chapter 7.

![Cutaway diagram of the ATLAS inner detector showing its major components](image)

Figure 3.3: Cutaway diagram of the ATLAS inner detector showing its major components [68].

### 3.3.1 Pixel and SCT

The precision tracking detectors, pixel and SCT (microstrips), are arranged in concentric cylinders in the barrel region and in disks in the end-cap regions as shown in Figures 3.3 and 3.4. They are made up of silicon detectors that cover the full inner detector $\eta$ range of $|\eta| < 2.5$. The sensors are reverse-biased diodes and when a charged particle passes through one of these semiconductor detectors, a small current is measured.

Within the barrel, these detectors are arranged into three pixel layers and four SCT layers. In the end-cap regions they are arranged into three pixel disks and nine SCT disks. The high-precision tracking is achieved using spatial points from the pixel
layers. The high-precision tracking from the SCTs in both the barrel and the end-cap regions is achieved using two planes of silicon microstrip sensors placed back-to-back in each layer. The two planes of sensors are parallel but the SCT strips in the planes are at an angle of 40 mrad to each other. This stereo angle allows the SCTs to measure the $z$ coordinate in the barrel and the $r$ coordinate in the end-cap region. The small size of the stereo angle focuses the precision measurement capabilities of the strip on the coordinates important to the bending directions of the charged particles for accurate momentum measurements. For a typical track in the barrel region, there are three pixel hits and eight SCT hits.

### 3.3.2 Transition radiation tracker

Unlike the pixel and SCT, the TRT only covers the region of $|\eta| < 2.0$. The TRT straw tubes are small-diameter drift tubes that are aligned parallel to the beam axis in the barrel region and radially in wheels in the end-cap regions. On the walls of the tube there is a cathode and along the axis of the tube is an anode wire. The tube contains a gas mixture that ionises when a charged particle passes through the detector, the resulting charges are collected on the electrodes, and the signal is read out on the anode wire. Within the barrel the straw tubes are arranged into 73 layers and in the end-caps they are arranged into 20 wheels with 8 straw layers per wheel. A typical track in the barrel region is shown in Figure 3.5. There is a total of approximately 36 hits along a typical track in the barrel region. The drift tubes provide track measurements of $r - \phi$ in the barrel and $z - \phi$ in the end-cap regions.
Figure 3.5: Cutaway diagram of the ATLAS inner detector showing the trajectory of a charged track through the barrel [68].

The transition radiation from the traversing particles is used for particle identification. This is particularly useful for distinguishing electrons from pions.

### 3.3.3 Solenoid magnet

The ATLAS superconducting solenoid produces a magnetic field to bend the tracks of charged particles. It is located between the inner detector and the calorimeters in the cryostat with the calorimeters. Since the EM calorimeter is situated immediately outside the solenoid, the magnet’s windings are made to minimise as much as possible the number of interactions with traversing particles [70]. The solenoid assembly contributes approximately 0.66 radiation lengths for a particle traversing it at normal incidence [68]. When running with the nominal operational current the magnet produces a field of 2 T at the centre of the detector.
3.4 Calorimeters

The ATLAS calorimeters (see Figure 3.6) are used to measure the energy of the particles produced in collisions. The detector has excellent electromagnetic (EM) calorimetry for measurements of electrons and photons, and nearly full coverage for the hadronic calorimetry for accurate jet reconstruction and missing energy measurements [68]. The calorimeters are designed to ensure that particle showers are contained to limit leakage into the muon spectrometer.

The calorimeters cover the \( \eta \) range of \(|\eta| < 4.9\). The depths of the calorimeters are important to maximise containment. In the electromagnetic calorimeter there are \( > 22 \) radiation lengths \((X_0)\) of active material in the barrel region and \( > 24X_0\) of active material in the end-caps. In the hadronic calorimeter there are approximately \( 9.7 \) interaction lengths \((\lambda)\) of active calorimeter in the barrel region and approximately \( 10 \) interaction lengths of active calorimeter in the end-caps (see Figure 3.7). Figure 3.7 also shows that in front of the hadronic calorimeters there are approximately two interaction lengths of material, including the instrumented EM calorimeter. In the \( \eta \) region of the EM calorimeter that matches the inner detector coverage there is a fine granularity to give precision measurements of electrons and photons. The hadronic calorimeters have nearly full coverage for accurate missing energy measurements and are symmetric around the beam axis for uniform resolution.

The ATLAS calorimeters are sampling calorimeters, composed of alternating layers of absorbers and active media. Sampling calorimeters are designed such that the energy measured by the active layers is proportional to the total energy. As a particle passes through a sampling calorimeter it interacts with a high-density material, the absorber, and creates a shower of particles that then pass through the active medium, which measures some of the energy of the particles. Electromagnetic and hadronic showers in the ATLAS calorimeters are nearly completely contained in their volume, while only a fraction of the deposited energy is sampled in repeated measurements along the calorimeter depth. The thickness of the layers is optimised to provide good longitudinal sampling of the shower profile. If the shower is contained, then a sampling calorimeter calibrated for the various responses of the electromagnetically and hadronically interacting particles can measure the initial energy of the original particle. The liquid-argon calorimeters are so named because they use liquid argon (LAr) as the active medium. In this type of calorimeter, the liquid argon ionises as a charged particle passes through it and the charges are picked up on electrodes to
Figure 3.6: Cutaway diagram of the ATLAS calorimeters showing the major components [68].

give an energy measurement. The tile calorimeter uses scintillator tiles as the active medium. These radiate ultraviolet photons when ionising radiation passes through them and the light is collected to give an energy measurement.

The overall calorimeter system is composed of several sub-detectors. Both the electromagnetic and hadronic calorimeters are built with separate barrel calorimeter, end-cap calorimeters, and forward calorimeters. The hadronic calorimeter also has extended barrels that surround the end-caps and forward calorimeters. The electromagnetic calorimeters are all liquid-argon calorimeters and the hadronic calorimeters are made up of tile calorimeters in the barrel and liquid argon calorimeters in the end-caps and the forward regions. In summary, the ATLAS calorimeter system is made up of the EM barrel, the EM end-caps, the tile barrel, the tile extended barrels, the hadronic end-caps, and the forward calorimeters as shown in Figure 3.6.

The systematic uncertainties related to energy deposits reconstructed in the calorimeters will be discussed in Chapter 7.
Figure 3.7: The designed cumulative amount of material in units of interaction length in front of and inside the various calorimeters as a function of $|\eta|$. For completeness the total amount of material in front of the EM calorimeter is shown (beige) as well as the total amount of material in front of the first active layer of the muon spectrometer (cyan) [68]. These values increased after 2012 when an insertable layer of pixels was added to the inner detector but the data analysis in this work corresponds to the configuration shown here.

3.4.1 Electromagnetic calorimeter

The electromagnetic calorimeter consists of the barrel ($|\eta| < 1.475$) and the endcaps ($1.375 < |\eta| < 3.2$). All of these are liquid-argon calorimeters and use an accordion-fold geometry that provides full $\phi$ coverage as shown in Figure 3.8. The absorbers are lead and follow the folds of the accordion shape while the electrodes are placed in the gaps between the sheets in a bath of liquid argon.

These calorimeters are segmented into three layers so that the energy can be measured at three depths in the EM showers. The EM calorimeter is also supplemented with a presampler located outside the solenoid magnet and immediately in front of the EM calorimeter. It measures the energy lost by incident particles before they reach the calorimeter [71] giving a total of four sampling layers.

The calorimeter layers are made up of cells of a constant $\Delta\eta \times \Delta\phi$ where the
granularity of the EM calorimeter cells varies as a function of $\eta$ and depth. The reconstruction of photons and electrons includes corrections to account for the biases introduced by the granularity of the EM calorimeter cells. The first layer has a granularity of $\Delta \eta \times \Delta \phi = 0.25/8 \times 0.1$ for $|\eta| < 1.4$. The calorimeter layers closer to the beam pipe have smaller cells in $\Delta \eta$ to give better position and direction measurements. The second (and thickest) layer collects the largest fraction of the energy of an electromagnetic shower, and the third layer targets the tail of the shower and therefore has a coarser granularity in $\Delta \eta$ (see Figure 3.9).

Figure 3.8: Part of the liquid argon calorimeters showing the accordion geometry of both the barrel and the end-caps [68].

The forward calorimeter also has a module for electromagnetic calorimetry and will be discussed in Section 3.4.3.
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\[ \Delta \eta = 0.0031 \]

\[ \Delta \phi = 0.0245 \]
\[ \Delta \eta = 0.025 \]
\[ 37.5 \text{ mm} / 8 = 4.69 \text{ mm} \]

\[ \Delta \eta = 0.0031 \]

\[ \Delta \phi = 0.0245 \]
\[ x4 \]
\[ 36.8 \text{ mm} \times 4 = 147.3 \text{ mm} \]

Figure 3.9: A sketch of the electromagnetic calorimeter cell geometry in the barrel region for layers 1, 2, and 3 [68].

### 3.4.2 Hadronic calorimeter

There are three detectors in ATLAS that perform hadronic calorimetry including the tile calorimeter, the hadronic end-cap calorimeter, and the forward calorimeter. The forward calorimeter will be discussed in Section 3.4.3.

**Tile calorimeter**

The tile calorimeter is located directly outside the envelope of the EM calorimeter. It is built as a barrel (\(|\eta| < 1.0\)) and extended-barrel (0.8 < \(|\eta| < 1.7\)). Unlike the EM calorimeter it uses steel as the absorber and scintillation tiles as the active medium, as shown in Figure 3.10. The absorber-tile pattern is laid out radially and is normal to the beam axis for the full length of the calorimeter. In general, this makes the
tiles themselves not projective in pseudorapidity but the scintillating tile fibres are grouped into the readout photomultiplier tubes (PMTs) so that together as cells there is an approximate projective geometry in pseudorapidity (see Figure 3.11). The tile calorimeter, like the EM calorimeter, is segmented in depth into three readout layers. The fibre groupings make the cell geometry approximately $\Delta \eta \times \Delta \phi = 0.1 \times 0.1$ in the first two layers and $\Delta \eta \times \Delta \phi = 0.2 \times 0.1$ in the outermost layer.

![Figure 3.10: A sketch of the tile calorimeter modules [68].](image)

**Hadronic end-cap calorimeter**

The hadronic end-cap calorimeter is a liquid-argon sampling calorimeter with a cylindrical shape, and covers $1.5 < |\eta| < 3.2$. It is in some ways similar to the EM calorimeter but it does not share the same accordion geometry. The hadronic end-cap calorimeters use plates of the absorber material, copper, with liquid argon in the gaps between them. These are assembled into wheels (two wheels per end-cap), which are placed face-to-face along the $z$ axis (see Figure 3.12). Each wheel contains two layers making a total of four readout layers per hadronic end-cap. Like a pizza, each wheel
Figure 3.11: A sketch of the tile calorimeter readout fibre groupings used to create the approximately projective geometry in pseudorapidity [68].

is made up of (32) identical wedge-shaped modules that together encompass the full 2\(\pi\) of \(\phi\), as shown in Figure 3.13. The front wheels have 24 absorber plates, each 25 mm thick, and a 12.5 mm thick front plate. The rear wheels provide a coarser measurement with only 16 absorber plates, each 50 mm thick, and a 25 mm thick front plate. The gaps between the plates are all 8.5 mm wide, and contain four liquid argon drift zones (1.8 mm wide) and three layers of readout electrodes, as shown in Figure 3.14.

### 3.4.3 Forward calorimeter

The forward calorimeter, a liquid-argon calorimeter, is slightly different from the other calorimeters in that it has a module for electromagnetic calorimetry and two modules for hadronic calorimetry. The innermost module is made with copper as the absorber and is primarily designed for EM measurements. The outer two modules are made with tungsten as the absorber and measure predominantly the hadronic interactions. As the forward calorimeters are located very far forward in ATLAS (3.1 < |\(\eta\)| < 4.9), they are exposed to a very large flux of particles [68].

The light charged leptons and jets explicitly used in this analysis are required to be more central than the pseudorapidity coverage of the forward calorimeters (see Section 4.2). The forward calorimeters are used mainly in the measurement of the missing energy in the event.
3.5 Muon spectrometer and toroidal magnets

The ATLAS muon spectrometer was designed to give ATLAS “good muon identification and momentum resolution over a wide range of momenta and the ability to determine unambiguously the charge of high-$p_T$ muons [68].” To accomplish this the muon spectrometer makes use of four different types of detectors: monitored drift tubes (MDTs), thin gap chambers (TGCs), resistive plate chambers (RPCs), and cathode strip chambers (CSCs) as depicted in Figure 3.15. Three large superconducting air-core toroid magnets, shown in Figure 3.16 are used to deflect the muons and enable the measurement of their charges and momenta. The MDTs and CSCs are used for precision momentum measurements while the RPCs and TGCs are used for triggering.
Figure 3.13: A sketch of one the hadronic end-cap modules [68].

Figure 3.14: A sketch of the hadronic end-cap readout structure [68].
3.5.1 Toroidal magnets and detector layout

The muon spectrometer gives an improved muon momentum measurement over using just the ATLAS inner detector and the toroids are especially beneficial for high momentum muons in the forward regions where solenoids in general are less effective. Muons in the forward regions travel very close to the direction of the field of the solenoid and so are not affected much by it. The ATLAS toroids were designed so that the magnetic field is roughly perpendicular to the trajectory of the muons and the bending of the muon tracks is in the $r$-$z$ plane. The central solenoid bends the tracks in $r$-$\phi$ so the direction of the bending of the muons in the inner detector is orthogonal to the direction of the bending of the muons in the muon spectrometer. The air-core design minimises the amount of material that the muons traverse and so minimises the resolution loss due to multiple scattering.

Each of the three toroidal magnets is made up of eight flat coils assembled radially and symmetrically around the $z$-axis ($0 < |\eta| < 2.7$). The magnetic field they produce is approximately perpendicular to the trajectory of the muons as indicated in Figure
Figure 3.16: The ATLAS magnets: the solenoid, the barrel toroid, and the end-cap toroids [72].

Figure 3.17: The magnetic field lines within an $x$-$y$ plane [73].

3.17. The toroidal magnetic field varies with position. In the barrel the field varies from 0.15 T to 2.5 T with an average of approximately 0.5 T. In the end-cap toroids
the field ranges from 0.2 T to 3.5 T [68].

Figure 3.18: Layout of the muon spectrometer. The Barrel Inner, Middle, and Outer Layers, and the End-cap Inner, Extra, Middle, and Outer Layers are labelled for the MDTs. The general positions of the CSCs, RPCs, and TGCs are shown [68].

The muon spectrometer is located outside of the calorimeters. The muon spectrometer detectors are mostly grouped into three stations where each station is made up of several detector layers. There are large spaces between the stations to allow muons from the interaction point to deviate a substantial distance from a straight line trajectory in the magnetic field of the toroids. As shown in Figure 3.18 the chambers are arranged to form three concentric cylinders around the beam axis in the barrel region and in the end-cap regions the chambers are arranged in wheels that are perpendicular to the z-axis [74]. In both the barrel and the end-cap regions, the inner stations are situated in a location where the muons will traverse a station before entering the toroid magnets, and the outer stations are situated in a location where the muons will have already traversed the toroid magnets before traversing the stations. In the barrel the middle station is situated within the barrel toroid magnet field while in the end-cap regions the middle station is outside of the toroid magnets like the outer stations.

Detector modules overlap to avoid gaps in the detector coverage. Some regions of the muon spectrometer have lower acceptance because they are left uninstrumented
to allow space for the detector’s support infrastructure or services to the detectors and solenoid within. The relative sizes and layout of the wheels mean that it is possible for a track to pass through only two stations for some specific track \( \eta \) and momenta. To make sure that all tracks in the end-cap regions pass through at least three stations, an extra ring of detectors (which was not yet fully installed in 2012 when the data used for this analysis were collected) is placed between the inner and middle wheels (EEL in Figure 3.18).

The MDTs and CSCs are used to take precision measurements of the coordinates of track hits in the bending direction of the toroidal magnet (\( z \) in the barrel and \( r \) in the end-cap regions) and therefore give the muon momentum measurement (\(|\eta| < 2.7\)). The RPCs and TGCs are used for both triggering (\(|\eta| < 2.4\)) and measuring the track hit coordinates in the direction orthogonal to the precision measurement coordinate and approximately parallel to the magnetic field, the \( \phi \) coordinate. The third position coordinate is known from the detector position.

### 3.5.2 Monitored drift tubes (MDTs)

The monitored drift tubes are the main precision measurement detectors in the muon spectrometer. They cover the range \(|\eta| < 2.7\) except in the innermost end-cap layer where they cover \(|\eta| < 2.0\). A single monitored drift tube is conceptually similar to a straw tube of the TRT in the inner detector (see Section 3.3.2). The MDTs are monitored so that temperature-induced changes affecting their size and geometry can be taken into account in particle reconstruction.

In the barrel region the chambers are arranged in three concentric cylinders, so that particles will pass through the inner, middle and outer stations. In the end-caps the MDTs are arranged in three disks. The average muon travelling outwards from the centre of the detector will traverse 8 tubes in the inner station, 6 tubes in the middle station, and 6 tubes in the outer station totalling 20 MDT hits. The number of MDTs in each station allows for the muon trajectory to be reconstructed separately in each station.

### 3.5.3 Cathode strip chambers (CSCs)

The cathode strip chambers are multiwire proportional chambers used for precision position measurements in the high \( \eta \) region of the detector (\( 2 < |\eta| < 2.7 \)). In the very forward regions of ATLAS there is a large flux of particles, too large for the
MDTs. The CSCs replace the MDTs in the area close to the beam pipe in the innermost station in each end-cap. These detectors were chosen to be used in this region because of their high rate capacity along with their good time, spatial and double track resolution [68]. The geometry includes two cathode planes with a plane of anode wires between them. Both cathode planes are instrumented with strips, where the strips on one cathode plane are orthogonal to the strips on the other cathode plane. Only the signals from the strips are read out. The CSCs are tilted so that the detector faces are orthogonal to the particle trajectories.

3.5.4 Resistive plate chambers (RPCs)

The resistive plate chambers are the triggering detectors of the muon spectrometer used in the barrel region $|\eta| < 1.05$. The RPCs are gaseous detectors and have two planes of strips: a cathode and an anode. The two sets of strips are orthogonal to each other. RPC modules are constructed with two layers and are referred to as doublets. The RPCs are mounted on common supports with the middle and outer MDTs, which only measure the $z$ coordinate of tracks in the barrel region. The RPCs provide the missing $\phi$ coordinate measurements and a coarse $z$ measurement for matching to MDT hits [68].

3.5.5 Thin gap chambers (TGCs)

The thin gap chambers ($1.05 < |\eta| < 2.4$) are mounted as wheels in the end-caps. They are used for triggering and measuring the track hit $\phi$ coordinates to complement the MDT precision position measurements. TGCs are multiwire proportional chambers like the CSCs. One cathode plane is segmented into strips while the wires run orthogonal to the strips. The ganged wires provide the $r$ measurements for matching to MDT hits while the strips provide the $\phi$ measurements. The TGC modules are built with two or three layers together and are referred to as doublets and triplets respectively.
Chapter 4

Triggering and reconstruction

Before any full physics analysis can be performed on the LHC collision data several important procedures must take place. Firstly, during the data taking the ATLAS trigger selects which events to save to disk [75]. Secondly, the low-level data are reconstructed into the particles, jets, and missing energy that are explicitly used by the physics analyses.

The manners in which triggering and reconstruction are performed are constantly changing as problems with software or hardware are found and fixed, software and hardware upgrades are implemented, and adaptations are made to the different collision settings. In this chapter the triggering and reconstruction will be discussed as pertaining to the 2012 data set used for this analysis.  

4.1 Triggering

The LHC is designed to run with up to 2808 proton bunches per beam and to collide them at a nominal rate of 40 MHz with a nominal bunch spacing of 25 ns. Only a fraction of the data can be saved to disk so a triggering system is used to control the frequency of different types of events being saved to disk. The triggering system is also used to manage deadtime. Deadtime is imposed when the triggering system vetos full events to manage the event rates [76]. A different form of deadtime is managed instead by the detector readout electronics. When individual channels are hit they become insensitive to future hits while the leftover signal dissipates. Deadtime

\footnote{Changes made since 2012, which do not affect this analysis, are beyond the scope of this work. The present tense will be used throughout this chapter for ease of reading.}
is imposed on the channel by temporarily masking it to avoid leftover signals being incorrectly identified as a new signal [68].

### 4.1.1 The trigger system

The ATLAS triggering system is extremely important to the ability of the experiment to filter and record data. The triggering system is necessary to reduce the data saving rate to affordable levels and to be able to manage the detector deadtime. The event size times data taking rate is so large that that monetary cost is too great to save all the events to disk. The trigger saves to disk as many of the rare hard scattering events as possible while throwing away the vast majority of the less rare events. The probability for a given type of event to be saved to disk is set by the experiment via the trigger menu.

There are three levels to the ATLAS trigger: Level-1 (L1), Level-2 (L2), and the Event Filter (EF) [68]. The Level-1 trigger was designed to reduce the event rate from 40 MHz to 75 kHz. The L2 trigger was designed to reduce this to below 3.5 kHz and the Event Filter designed to reduce it to the final rate of about 200 Hz, the rate at which the data are written to disk [77, 78]. In the actual operation of the experiment these rates are larger than the original design rates and varied and changed over short and long time scales. If the event does not pass any of the triggers at any level then the event is thrown away and lost forever.

The Level-1 trigger is based on custom-built electronics and uses information from the calorimeters and the muon spectrometer (but not the inner detector) to select events to pass to the Level-2 trigger [77]. It searches for signatures of high-\(p_T\) muons, electrons, photons, jets, and tau leptons decaying into hadrons. The L1 trigger also searches for large total transverse energy and large missing transverse energy [68]. For each event, the L1 trigger creates one or more regions of interest (ROI), which contain information on the type of features identified and the criteria that caused the ROI to be formed. The ROI are then passed on to the Level-2 trigger.

The L2 trigger uses all the available data in the ROI at full granularity and precision, and uses fast algorithms to reconstruct inner detector tracks in them. A single ROI used by the Level-2 trigger contains approximately 2% of all the data in the event [68]. The Event Filter uses the full event to determine whether or not to select the event. The Level-2 reconstruction is done in a fast but simplified way but the Event Filter reconstruction is done in a very similar way to the offline reconstruction.
with many of the same tools being used except when they are far too computationally heavy and slow [79]. The simplified reconstructions of the events are used so that the triggers can use the data from the full event while also ensuring that the trigger runs quickly enough to keep up with the LHC collision rate. The Event Filter has access to the inner detector for reconstruction which means that particle identification is significantly enhanced over the Level-1 reconstruction where the inner detector information was not available [79]. The L2 trigger and the Event Filter are collectively referred to as the High Level Trigger (HLT) and they are based almost entirely on commercially available computers and networking hardware.

During a data-taking run, most of the trigger settings cannot be changed, except for a few specific items like the trigger prescale factors. A prescale factor (or just “prescale”), PS, is a number that tells the trigger how frequently it should accept a particular trigger. If a trigger has a prescale of n then that trigger is given a probability of passing of $\frac{1}{n}$ on an event where the trigger would otherwise be accepted. This is used to selectively reduce the rate of the common events that swamp the interesting rare processes. All the triggers used in this analysis are “unprescaled” ($n = 1$).

### 4.1.2 Electron and muon triggers

Two types of triggers (or “trigger chains”) are used in this analysis: electron triggers and muon triggers. A trigger chain is the path through the L1, L2, and EF triggers of interest. The full chain is important because the prescale factors can be independently applied at each trigger level and an event cannot be studied by the higher level triggers unless it first passes the lower-level triggers in the chain.

**Electron triggers**

The L1 trigger used to trigger on electrons is part of the L1 calorimeter trigger. The level-1 trigger has to work quickly so the L1 calorimeter selections are made using reduced-granularity information from all of the calorimeters. It searches for indications of objects with high transverse energy such as electrons, photons, jets, tau leptons decaying into hadrons, and events with large missing transverse energy. The trigger separates these tasks into searches for hadronic energy deposits and searches for electromagnetic energy deposits. The Level-1 calorimeter trigger does not attempt to distinguish an electron from a photon [78].

The trigger cells of the L1 electromagnetic triggers are summed using analogue
electronics to make “trigger towers” that cover the full depth of the calorimeter and are $0.1 \times 0.1$ in $\Delta \eta \times \Delta \phi$. The $\Delta \eta \times \Delta \phi$ size is larger in the end-caps and the forward calorimeter where the detector geometry is less projective [80]. The trigger tower readout is then converted into transverse energies and a sliding-window clustering algorithm is used to locate concentrations of high $E_T$ energy deposits. The sliding window is of size $4 \times 4$ trigger towers ($\eta \times \phi$) and two towers deep (one EM calorimeter trigger tower plus one hadronic calorimeter trigger tower) as shown in Figure 4.1. Within each window several energy thresholds are placed on the summed $E_T$ of different combinations of trigger towers to reduce backgrounds and to enforce various types of isolation. The values of these thresholds are specific to each trigger defined in the Level-1 trigger menu.

![Figure 4.1: Sketch of the calorimeter trigger towers. These towers are used by the electron trigger to identify electromagnetic energy deposits [68].](image)

Events passing the Level-1 trigger are then studied in more detail by the High Level Trigger. The Level-2 and Event Filter triggers study the energy deposits using clusters of individual cells in individual calorimeter layers [79]. Once an energy deposit is determined to be electromagnetic, further work is done to match it to a track to form an electron [81] (or a photon if there is no matching track). The L2 trigger uses simplified reconstruction while the EF reconstruction is much closer to the offline reconstruction (see Section 4.2). If the event passes the EF (including prescale factors
and deadtime) then it is saved to disk for use in analyses.

Muon triggers

At Level-1, high-$p_T$ muons are identified using the RPCs (barrel) and TGCs (end-caps) in the muon spectrometer (see Section 3.5). The Level-1 muon trigger searches for hit patterns that are indicative of high-$p_T$ muons originating from the interaction region [68]. It processes the raw data from the muon spectrometer and calculates the total muon multiplicities for the different $p_T$ thresholds while ensuring there is no double counting of muons traversing more than one detector region [68, 82].

![Figure 4.2: The RPC doublets with example low-$p_T$ and high-$p_T$ coincidence windows for the muon trigger [68].](image)

In the muon spectrometer there are at least tens of centimetres of separation between each of the three groups of trigger detector layers, as shown in Figure 3.15. Each of these groups has three or four layers of triggering detectors (two doublets or a triplet). The L1 muon trigger searches for detector hit patterns in a coincidence window, as shown by the red and blue “triangles” in Figure 4.2. The number of detector hits required is a function of the $p_T$ of the muon trigger threshold [68]. The width of the coincidence window also depends on the $p_T$ threshold of the trigger: the larger the coincidence window, the smaller the $p_T$ threshold. The coincidence window size also depends on other factors like the magnetic field, and the expected amount of
multiple scattering in the calorimeters. The exact sizes were determined using Monte Carlo simulations [78].

The Level-2 and Event Filter triggers [83] use increasingly more complex and slower tools to reconstruct the muons. Muon spectrometer hits (only in an ROI at Level-2) are reconstructed into stand-alone muon tracks and combined with tracks formed from inner detector hits to make the muon candidates [74]. At the Event Filter level muon candidates are reconstructed using tools similar to those used in the offline reconstruction, which will be discussed in Section 4.2. If the event passes the Event Filter (including prescale factors and deadtime) then it is saved to disk for analyses to use.

4.2 Reconstruction

Before any particle physics analyses can be performed the raw data have to be reconstructed. The tracking detector hits and calorimeter cell energies are combined to build the particle tracks and energy clusters, respectively. These are then used to reconstruct photons, charged leptons, jets, and missing transverse energy.

Inner detector tracks

The tracks of charged particles with $p_T > 0.5$ GeV and $|\eta| < 2.5$ are reconstructed and measured in the inner detector and magnetic field generated by the solenoid [68]. The reconstruction process in the inner detector can be divided into three steps. First, in the pre-processing stage, raw data (electric charges and currents) from the pixel and SCT trackers (see Section 3.3.1) are converted into clusters of signal information. A cluster of sensor information is used because the hit position resolution improves if the signal is deposited over several pixel (or SCT) sensors. The data from the SCTs has to be clustered because two silicon microstrips are required to measure the third coordinate. The raw data from the TRT (see Section 3.3.2) are converted into drift circles where a drift circle is the radial distance of the track from the central anode wire. In the track-finding stage, partial tracks are formed using the hits in the first few silicon detector layers closest to the beam pipe. The track fits are cleaned by removing outlying hits to reject fake tracks. The data are then refitted and these steps are iterated by including more hits and then drift circles until the final track candidates are created.
Muon spectrometer tracks

The reconstruction process in the muon spectrometer can be separated into four steps: pre-processing, pattern-finding and segment making, segment combining, and track-fitting [68]. In the first step the raw data are used to form drift circles in the MDTs and clusters in the CSCs, RPCs, and TGCs (see Section 3.5). Track segments are built by making short track fits within single MDT or CSC stations. Fully fledged track candidates are built from track segments and the final track fitting takes into account the material that the muons traversed and the inhomogeneities of the magnetic field along the muon trajectories.

Calorimeter energy deposits

Different types of particles leave energy deposits in the calorimeters with different characteristic patterns, for example electrons deposit most of their energy in the EM calorimeter while charged pions interact moderately in the EM calorimeter but predominantly in the hadronic calorimeter. An energy deposit left by a particle in the calorimeters is typically grouped together spatially across several cells and thus is usually reconstructed as a cluster in the different calorimeter layers. The $\Delta \eta \times \Delta \phi$ size of a cluster can vary depending on the type of particle being reconstructed, and where in the calorimeter the cluster is located. Measuring the energy of the clusters in three dimensions requires the summation of the energies in all the associated calorimeter cells while also including special corrections to account for the sampling nature of the calorimeters, longitudinal and lateral energy leakage out of the cluster/calorimeter, and energy deposited in the material in front of the EM calorimeter.

The energy clusters used to reconstruct photons and electrons are typically just rectangular groups of cells defined by $N$ cells in $\Delta \eta$ and $M$ cells in $\Delta \phi$. The cluster sizes for electrons and photons are set to be $N \times M = 3 \times 5$, $5 \times 5$, or $3 \times 7$, depending on the $\eta$ of energy deposits and the presumed particle identity.

The energy clusters used in jet reconstruction are more complicated than those used to reconstruct electrons because jets are made up of a collection of particles. In a jet there can be large overlaps between the showers of adjacent particles in the jet and as a result it is very difficult to identify an energy deposit as being only from one specific particle. At the same time the interaction length of hadrons can be large making it also possible for a single particle to produce several physically separated energy deposits.
The energy clusters left by the particles in jets are reconstructed as topological clusters (or “topoclusters”). The clustering algorithm adds physically adjacent cells to the cluster if the cell’s energy significance meets certain specific requirements. For jets, it is generally intended that there should be approximately one particle associated to each of these three-dimensional groupings of cells. The clustering energy thresholds are set such that a single charged pion results most commonly in three topoclusters and a single neutral pion results most commonly in one topocluster [84]. The average ATLAS proton-proton event is composed of a few hundred topoclusters with the exact number varying widely as a function of the pile-up.

4.2.1 Vertices

Individual proton-proton collisions in each event can be partially reconstructed as vertices formed by tracks in the inner detector. The primary hard scattering proton-proton collision is identified as the vertex with the highest scalar sum of the squared transverse momentum of the tracks associated to it, \( \Sigma p_T^2 \) [85]. This vertex is labelled the primary vertex. The primary vertex is required to have at least five tracks with \( p_T > 500 \text{ MeV} \).

4.2.2 Jets

A jet is a collection of (usually) nearby particles with a common origin and is produced by the hadronisation of a gluon or a quark. The LHC is a hadron collider so there are usually a large number of jets in each ATLAS event. Algorithms are required to determine which particles should be part of which jet or if they should be part of a jet at all. In ATLAS the anti-\( k_t \) algorithm [86] is used to assign topological clusters to jets. This algorithm takes as input a “radius” parameter and tends to form approximately conically shaped jets in \( \eta \times \phi \).

For this analysis the radius parameter for the jets is set to \( R = 0.4 \) and all jet candidates are required to have \( p_T > 20 \text{ GeV} \) and \( |\eta| < 2.5 \). The radius parameter gives an approximate maximum radius for the jet where a radius is defined as \( \sqrt{\Delta y^2 + \Delta \phi^2} \) and \( y \) is the rapidity. Events containing jets likely to have arisen from detector noise, cosmic radiation, or beam backgrounds are removed [87]. Events are also removed if they fail to meet various jet quality criteria. These event vetoes are applied to a looser selection of the jet candidates with \( |\eta| < 2.8 \).
Jets that have $p_T < 50$ GeV and $|\eta| < 2.4$ are required to have a “jet vertex fraction” above 0.5 to ensure that the jet originates from the hard scatter collision rather than from pile-up. The jet vertex fraction is defined as the sum of the $p_T$ of the tracks associated to the jet and also associated to the primary vertex, divided by the sum of the $p_T$ of all the tracks associated to the jet.

Topoclusters are by default reconstructed assuming only electromagnetic interactions and neglecting the calorimeter response to hadrons. Jets are reconstructed using a set of topoclusters that are calibrated to the calorimeter response to hadrons using the local cell signal weighting (LCW) method [84]. It is important for the topoclusters to be calibrated to hadrons because hadrons can interact via the electromagnetic interaction as well as the strong interaction, and the ATLAS calorimeters have different responses to the two types of interactions. Some energy deposits from hadrons are invisible because the energy is absorbed in nuclear reactions, which does not happen with electromagnetic interactions and so a calorimeter does not naturally respond to the two different types of interactions in the same way. The ATLAS calorimeter responses to these two types of interactions as a function of energy are different from each other and so the reconstruction has to accommodate the differences. Other calibrations are applied to the full jets to correct for pile-up, to align the jet direction with respect to the primary vertex, to calibrate the jet energy and $\eta$, and to correct for differences between data and simulations (to be discussed in Chapter 5) [88]. These jet calibrations make up the “jet energy scale” (JES) calibration [89]. The calibrations include corrections based on simulations, corrections based on the data, and corrections based on comparisons between the data and the simulations. The energy scale calibrations can be recursive as well in that the low-momentum jets may be calibrated with respect to $Z \rightarrow ee$ decays and then higher momentum jets are calibrated with respect to low-momentum jets. More details on the jet energy scale are given in Chapter 7.

The systematic uncertainties related to jets will be discussed in Chapter 7.

**b-tagging**

It is a non-trivial task to identify a jet in ATLAS as having originated from a gluon or a specific quark flavour; however, the ability to tag a jet candidate as having arisen from a specific flavour of heavy quark can be very beneficial. The jet candidates meeting the selection requirements specified in Section 4.2.2 as well as $|\eta| < 2.5$ are
analysed by a multivariate algorithm to identify jet candidates that originated from a $b$-quark. A jet originating from a $b$-quark will contain a $b$-hadron, which is much shorter lived than charged pions, and will travel a short but measurable distance inside the beam pipe before decaying and producing more tracks originating from this secondary vertex ($c\tau \sim 10^{-4}$ m). The $b$-tagging algorithm identifies $b$-jets by utilising the impact parameters of tracks, secondary vertex reconstruction, and the topology of $b$-hadron and $c$-hadron decays inside jets [68]. The impact parameters of a track are the longitudinal ($z$) and lateral ($r$) positions of the point of closest approach of the track to a specific vertex, usually the primary vertex.

The algorithm determines a single “$b$-tagging weight” per jet. This quantity is an estimate of the probability that the jet originated from the decay of a $b$-hadron. The algorithm has several working points with different levels of $b$-jet tagging efficiency balanced against the inefficiency of mis-identifying a jet as a $b$-jet. Each working point uses a different cut on the $b$-tagging weight. The working point used for this analysis has a 70% efficiency for tagging $b$-jets and rejection factors of 5 and 137 against $b$-tagging a $c$-quark jet and a light-quark or gluon jet respectively [90, 91].

The systematic uncertainties related to $b$-tagging will be discussed in Chapter 7.

### 4.2.3 Electrons and photons

The reconstruction of an electron candidate requires the matching of an energy cluster in the EM calorimeter to an inner detector track. An EM cluster size in $\Delta\eta \times \Delta\phi$ varies at different stages of the reconstruction process and in different regions of the detector. Typically it is formed by the combination of over 50 cells. Various quantities are used to measure the quality of the cluster-track matching including the ratio of the energy in the EM cluster to the momentum of the track, and the difference in the $\eta$ and $\phi$ positions of the EM cluster in the second layer of the calorimeter and the $\eta$ and $\phi$ positions of an associated track extrapolated to the point it would hit the calorimeter layer. These quantities and others including the lateral and longitudinal shower shapes in the EM cluster and the number of inner detector hits are used to select electron candidates with different levels of identification efficiency and rejection power for jets being mistaken as electrons [92]. Three working points are used for the identification: loose, medium, and tight. The tight selection has the most strict levels of background rejection and the loose selection the least. The tight selection is a subset of the medium and loose selections, while the medium selection is a subset of
the loose selection; thus the loose selection has the highest identification efficiency of the three working points. With the increasing level of tightness of the working points more variables are added and the cuts are tightened on the variables already used in the looser selections [93, 94]. The electron identification efficiencies are about 95%, 91% and 80% for the loose, medium and tight working points respectively. The final energy of the electrons used in this analysis comes entirely from the calorimeter energy measurements while the $\eta$ and $\phi$ directions come from the associated track [94].

The electron candidates used in the electron-hadron analysis are required to satisfy the tight selection quality criteria, have $p_T > 25$ GeV, $|\eta| < 2.47$ and longitudinal and transverse impact parameters within 2 mm and 1 mm of the primary vertex, respectively. The electrons must also be isolated within the tracking volume following the requirement that the scalar sum, $\Sigma p_T$, of the $p_T$ of inner detector tracks within a cone of size $\Delta R \equiv \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2} = 0.2$ around the electron candidate, be less than 10% of the electron $p_T$. The tracks involved in this isolation requirement are matched to the primary vertex, do not include the main electron track, and must have a $p_T > 1$ GeV.

The systematic uncertainties related to electrons will be discussed in Chapter 7.

Photon candidates are identified as EM calorimeter deposits consistent with a photon and with no associated inner detector track. Photons are not explicitly used in this analysis and their reconstruction is beyond the scope of this document.

4.2.4 Muons

The ATLAS experiment uses the information from the inner detector and muon spectrometer to reconstruct muons. To a lesser extent, information from the calorimeters is also used. Muon candidates are reconstructed using the STACO algorithm [95]. They are identified by combining tracks in the inner detector with tracks in the muon spectrometer. The muon reconstruction requires specific minimum numbers of pixel, SCT, TRT, and muon spectrometer sub-detector hits. The muons explicitly used in this analysis are required to traverse the inner detector, however muon candidates reconstructed in $2.5 < |\eta| < 2.7$ where there is muon spectrometer coverage but not inner detector coverage are used for the calculation of missing transverse momentum (see Section 4.2.6).

The combination of an inner detector track and a muon spectrometer track re-
quires a correction for the energy lost by the muon in the region between, which is largely instrumented with calorimeters. A muon typically loses about 3 GeV of energy, mainly due to ionisation, in the material between the inner detector and the muon spectrometer although high-\(p_T\) muons occasionally deposit a very large fraction of their energy via bremsstrahlung radiation. The final muon momentum is calculated from two tracks and the calorimeter energy loss information.

Muon candidates are required to have \(p_T > 10\) GeV, \(|\eta| < 2.4\), and longitudinal and transverse impact parameters within 1 mm and 0.2 mm of the primary vertex, respectively. These selections have an overall efficiency of approximately 99%. Any muon that meets these selection requirements is referred to as a *loose* muon. To ensure that a muon did not originate from a hadron in a jet, the muon candidate is required to fulfil the isolation requirement that there should be at most one additional track with \(1 < p_T < 1.8\) GeV reconstructed within a cone of size \(\Delta R = 0.2\) around the muon. Any muon that meets all these requirements is referred to as a *tight* muon thus making *tight* muons a subset of *loose* muons.

The systematic uncertainties related to muons will be discussed in Chapter 7.

### 4.2.5 Tau leptons

The tau lepton can decay to produce an electron or muon (combined branching ratio \(\sim 35\%\)) but it is also heavy enough that it can decay hadronically (branching ratio \(\sim 65\%\)). Typically no effort is made to determine if an electron or muon came from a tau lepton decay; however, special algorithms are used to reconstruct and identify hadronically decaying taus. Hadronic decays of the tau lepton predominantly produce one or three charged pions and a neutrino. They may also be accompanied by neutral pions. Over 90% of all hadronic tau decays include at least one charged pion [10]. The remaining 10% includes decays with other types of charged hadrons and decays with \(\geq 5\) charged hadrons. Hereafter the hadronic tau decay producing one charged hadron will be referred to as the one-prong decay and the decay producing three charged hadrons will be referred to as the three-prong decay.

Hadronically decaying taus leave signatures in the ATLAS detector that are very similar to those of jets from quarks and gluons: there are energy deposits in the calorimeters from charged and neutral hadrons and track(s) in the inner detector. One of the main distinguishing features of a hadronically decaying tau is that they predominantly produce just one or three charged hadrons with branching ratios of
50% and 15% respectively. The sum of the charges of the hadrons must equal ±1 due to the conservation of charge of the tau lepton.

The process of reconstructing and identifying a hadronically decaying tau relies on several important discriminating variables including the narrow shower shape, a displaced vertex, and the number of charged particle tracks. The process of selecting hadronically decaying taus in ATLAS events is slightly different from that of muons, electrons, or jets because the process is broken up into a reconstruction process and then an identification process. Many objects may go through the first step of being reconstructed as a hadronically decaying tau but they are only considered a reconstructed hadronically decaying tau if they also pass the identification step.

Hadronically decaying taus are built from a set of jets reconstructed using the anti-$k_t$ algorithm with radius parameter $R = 0.4$, $p_T > 10$ GeV, and $|\eta| < 2.5$ [96]. The topocluster energy deposits from each of these jets are used to seed a hadronically decaying tau.

The vertex from which a hadronically decaying tau was produced is explicitly determined since in events with multiple primary vertex candidates due to pile-up, the chosen primary vertex may not match the vertex from which the hadronically decaying tau was produced. The tau lepton has a short lifetime but it is long enough that it travels a short distance within the beampipe before it decays ($c\tau = 87 \mu$m). It is with respect to this tau vertex that the properties of the hadronically decaying tau are determined including its transverse momentum [96, 97]. Tracks in the jet candidate are identified and hit pattern requirements are imposed. The tracks that are used to classify each hadronically decaying tau candidate as having one or three charged hadrons are those that lie within $\Delta R < 0.2$ of the axis of the seed jet.

The hadronically decaying tau energy reconstruction is done in a way similar to that of jets but is specific to tau leptons. Topoclusters are reconstructed and local hadronic calibrations are applied. The topoclusters used to measure the hadronically decaying tau energy are located within $\Delta R < 0.2$ of the hadronically decaying tau axis. Other calibrations are applied to the hadronically decaying tau to correct for pile-up, to align the decay products with the tau vertex, to calibrate the hadronically decaying tau energy and $\eta$, and to correct for differences between the data and Monte Carlo [96]. These calibrations make up the "tau energy scale" (TES) calibration. The hadronically decaying tau energy refers just to the visible energy as the neutrinos from the tau lepton decay carry away energy that is lost. The mass of this measured visible hadronically decaying tau object is defined to be zero. More details on the tau
energy scale are given in Chapter 7.

The reconstruction process focuses on accurately determining the properties of a hadronically decaying tau candidate if the object is indeed a hadronically decaying tau. Unfortunately, these selection criteria do not filter out much of the large background of jets that can produce similar signatures in the detector. As a result the process of reconstructing topoclusters and tracks as a hadronically decaying tau is, by itself, insufficient for the task of isolating hadronically decaying taus for use in an analysis. After the reconstruction step an identification phase is required to distinguish true hadronically decaying taus from the jets, electrons and to a lesser extent, muons, that can be mistaken for hadronically decaying taus. The hadronically decaying tau identification is performed by a boosted decision tree (BDT), which is a multivariate technique [98, 99].

To distinguish a hadronically decaying tau from a jet there are two BDTs, one specifically designed for one-pronged decays and another for three-pronged decays. Several of the important variables to reject jets include the fraction of the energy deposited in the most central region of the hadronically decaying tau candidate, a $p_T$-weighted $\Delta R$ for all tracks associated to the hadronically decaying tau with respect to the tau axis

$$R_{\text{track}} = \frac{\sum_{i}^{\Delta R_i < 0.3} \frac{p_{ti} \Delta R_i}{p_{ti}}}{\sum_{j}^{\Delta R_j < 0.4} \frac{p_{tj} \Delta R_j}{p_{tj}}}$$

and the number of tracks in the isolation region of $0.2 < \Delta R < 0.4$. See Reference [96] for more details. A separate BDT is used to distinguish the identified hadronically decaying taus from electrons. Several of the important discriminating variables to reject electrons include the energy distributions between the EM and hadronic calorimeters, and transition radiation information from the TRT for the charged particles.

The identification algorithms are calibrated at three working points with different levels of hadronically decaying tau identification efficiency balanced against rejection power against mis-identification of jets and electrons. In this analysis only one working point is used (the medium working point) where the jet-veto identification algorithm has a 60% and 55% signal efficiency for one- and three-pronged decays respectively while the electron-veto identification algorithm has an 85% signal efficiency. For low momentum $\tau_{\text{had}}$ candidates, the jet-veto identification algorithm has inverse background efficiencies (rejection factors) of approximately 20 and 90 for one- and three-pronged decays respectively (see Figure 5a of [96]). The electron-veto has an inverse background rejection better than approximately 100 (see Figure 9 of Reference [96]). The final hadronically decaying tau candidates are required to have
\( p_T > 20 \text{ GeV}, \text{ and } |\eta| < 2.47. \)

The systematic uncertainties related to hadronically decaying taus will be discussed in Chapter 7.

### 4.2.6 Missing momentum

The missing transverse momentum vector, \( p_T^{\text{miss}} \), is calculated as the negative vector sum of the transverse momenta of all the reconstructed electrons, photons, jets, and muons, as well as the calorimeter energy clusters that are not associated to a reconstructed object [100]. The hadronically decaying taus are treated as jets in this calculation. The reconstructed electrons and jets are required to have \( p_T > 10 \text{ GeV} \), and \( p_T > 20 \text{ GeV} \) respectively. The reconstructed muons and photons are required to have \( p_T > 5 \text{ GeV} \), and \( p_T > 20 \text{ GeV} \) respectively. The calculation also includes muons reconstructed in the muon spectrometer that are outside the inner detector acceptance and thus cannot be reconstructed as combined muons. The energy deposits in the form of topoclusters (see Section 4.2) that are not associated to a reconstructed object and the tracks connected to the primary vertex that are not associated to a reconstructed object are both included. When one of these tracks can be associated to one of these topoclusters then only one of the \( p_T \) of the track or the transverse energy of the topocluster is included depending on which is expected to have the better resolution. The calculation includes calorimeter cells in \(|\eta| < 4.5\).

The systematic uncertainties related to missing transverse momentum will be discussed in Chapter 7.

### 4.2.7 Overlap removal

A given final-state object can be simultaneously reconstructed as (for example) a jet, an electron, or a muon. There are many reasons that this can occur, for example jets and hadronically decaying taus leave similar signatures in the detector, and some hadrons in a jet can decay to produce muons. An algorithm is used to resolve these ambiguities for the reconstructed electrons, jets, muons, and hadronically decaying taus described in this section. If two objects are close in \( \Delta R \) then one is discarded following the rules and sequence defined in Table 4.1.
Table 4.1: Sequence of the overlap removal algorithm. Here, $\ell$ refers to electrons and muons.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Discarded object</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta R(\text{jet, electron}) &lt; 0.2$</td>
<td>jet</td>
</tr>
<tr>
<td>$\Delta R(\tau_{\text{had}}, \ell) &lt; 0.2$</td>
<td>$\tau_{\text{had}}$</td>
</tr>
<tr>
<td>$\Delta R(\text{jet, } \ell) &lt; 0.4$</td>
<td>$\ell$</td>
</tr>
<tr>
<td>$\Delta R(\tau_{\text{had, jet}}) &lt; 0.2$</td>
<td>jet</td>
</tr>
</tbody>
</table>
Chapter 5

Data and Monte Carlo simulations

The search for scalar tops requires a comparison of data to the Standard Model. The data are collected by the ATLAS detector using a combination of triggers, and the Standard Model backgrounds are estimated using Monte Carlo simulations. The simulations of the events are not perfect and so the distributions from the simulations are corrected to match the distributions in the data by using scale factors. This chapter discusses the data, the simulations, and the corrective weights applied to the simulated events.

5.1 Data

In 2012 a total of 21.3 fb$^{-1}$ of data were recorded by ATLAS at a centre of mass energy of 8 TeV as shown in Figure 5.1. This analysis uses the data that were collected by electron triggers and muon triggers (see Chapter 4).

To maximise the efficiency of triggering on an electron, the logical OR of two electron triggers is used. One electron trigger has a minimum $p_T$-threshold of 24 GeV, while the other has a $p_T$-threshold of 60 GeV. Both of these triggers have a prescale of 1 (see Section 4.1.1) and the 24 GeV electron trigger was the lowest-threshold unprescaled electron trigger during the data-taking period. The lower $p_T$-threshold trigger has an isolation requirement on the electron that is not used in the higher $p_T$-threshold trigger. This isolation requirement reduces the probability for selecting fake low-$p_T$ electrons but means that the trigger is not fully efficient at high-$p_T$ because the electrons may radiate a large amount of energy, and so the 60 GeV threshold trigger without isolation is used to make up the difference.
A very similar situation exists with the muon trigger. A logical OR is applied between a single-muon trigger with a minimum $p_T$-threshold of 24 GeV and a single-muon trigger with a $p_T$-threshold of 36 GeV. Again the higher $p_T$ threshold trigger is used to supplement the lower $p_T$ threshold trigger that has an additional isolation requirement. Both triggers are unprescaled and the 24 GeV muon trigger was the lowest-threshold unprescaled muon trigger during the data-taking period.

This combination of triggers reaches a maximum efficiency for light charged leptons of $p_T > 25$ GeV. After the data-quality requirements are applied (i.e. removing events because a vital part of the detector was not operational), the integrated luminosity of the data samples from the combination of the electron and muon triggers for this analysis is 20.3 fb$^{-1}$ [102].

In 2012 the LHC collided protons with a 50 ns bunch spacing. The LHC settings with this bunch spacing meant that the amount of pile-up was different from what it would be with the nominal 25 ns bunch spacing. The average in-time pile-up was 20.7 interactions per bunch crossing as shown in Figure 5.2.
5.2 Monte Carlo simulations

Simulations of the proton–proton collisions and the ATLAS detector are required to properly model the background and signal processes in this analysis. The simulation of an event divides the event processes into several steps that are illustrated in Figure 5.3. Since protons are made up of quarks and gluons, the proton–proton collision is really a collision of partons, which have a distribution of possible momenta. These distributions of momenta are called “parton distribution functions” (PDF). The part of the collision that produces the particles of interest in this analysis is labelled in the figure as the hard sub-process. The colliding quarks and gluons may radiate particles (initial state radiation, not depicted) before the collision and the particles produced in the hard sub-process may also radiate producing final state radiation. These cascades of radiation are referred to as parton showers where the term parton is used to encompass quarks and gluons but also leptons and photons (the showering of radiation is not just from QCD). The quarks and gluons then hadronise and a chain of decays may occur.

The other partons from the protons in the original proton–proton collision also undergo these same processes and produce what is called the underlying event (not shown in Figure 5.3). Pile-up from multiple proton–proton interactions and multiple
parton–parton interactions is also simulated. The propagation of the particles through the detector is then simulated. This simulation takes into account the geometry of the ATLAS detector and the detector responses. The output from the simulation is an “event” that can be reconstructed in exactly the same way as a data event.

Several different event generators are used to simulate the hard-scattering processes. Each hard-scattering process is simulated by an event generator that was selected based on the generator’s relative strengths and weaknesses. Several factors that come into play when selecting the appropriate generator for a specific process include: the order at which the hard-scattering process (matrix element) is simulated, whether or not spin correlations are included, the accuracy of the simulation of large numbers of additional jets arising from partons radiated in the initial or final state, and the capacity to model particles and interactions not present in the Standard Model. Other practical factors are also taken into account such as the amount of time required to simulate the events using a specific event generator and whether or not the generator has been validated for use by the ATLAS Monte Carlo groups. Table 5.1 shows the details about the MC generation for the dominant background samples.
Table 5.1: Details on the MC generation of the signal and dominant background samples.

<table>
<thead>
<tr>
<th>Process</th>
<th>Generator</th>
<th>Parton shower</th>
<th>Cross-section normalisation</th>
<th>PDF set</th>
<th>Generator tune</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t\bar{t}$</td>
<td>POWHEG-BOX</td>
<td></td>
<td></td>
<td>NLO CT10</td>
<td>Perugia 2011C</td>
</tr>
<tr>
<td></td>
<td>r2129 [104, 105]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PYTHIA</td>
<td>6.426</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$W(\rightarrow L\nu) + \text{jets, } L = e, \mu, \tau$</td>
<td>SHERPA 1.4.1 [115]</td>
<td>SHERPA 1.4.1</td>
<td>NNLO [116]</td>
<td>NLO+NLL [111]</td>
<td>SHERPA default</td>
</tr>
<tr>
<td>$\tilde{t}_L\tilde{t}_R$</td>
<td>HERWIG++</td>
<td>2.6.3 [117]</td>
<td></td>
<td>CTEQ6L1 [121]</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.2: Details on the MC generation of the $t\bar{t}$ background samples used for the systematic uncertainty studies.

<table>
<thead>
<tr>
<th>Usage</th>
<th>Generator</th>
<th>Parton shower</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal</td>
<td>POWHEG-BOX</td>
<td>PYTHIA 6.426</td>
</tr>
<tr>
<td>Systematic - Generator</td>
<td>MC@NLO-4.06 [123]</td>
<td>HERWIG (parton shower) + Jimmy (additional parton interactions) [124]</td>
</tr>
<tr>
<td>Systematic - Parton shower</td>
<td>POWHEG-BOX r2129</td>
<td>HERWIG (parton shower) + Jimmy (additional parton interactions)</td>
</tr>
<tr>
<td>Systematic - ISR/FSR</td>
<td>AcerMC-3.8 [125]</td>
<td>PYTHIA 6.426</td>
</tr>
</tbody>
</table>

and the signal samples. Table 5.2 shows the details about the MC generation used for the systematic variations for the $t\bar{t}$ samples, which will be discussed in Chapter 7.

All of the simulated events were processed using either the full ATLAS detector simulation [126] based on GEANT4 [127] or a fast simulation. The fast simulation is based on a parameterisation of the performance of the ATLAS calorimeters [128] and the full GEANT4 simulation is used everywhere else in these events.
5.2.1 Corrective weights

Every Monte Carlo simulated event is assigned several multiplying scale factors to reweight various distributions to match data. No weights are applied to the data, only to the simulated events. Some of these corrective weights include:

- Pile-up: The simulated events contain pile-up but the pile-up conditions were not known when the events were generated, which was before the data were taken. The amount of pile-up is a function of how the LHC is run. The distribution of the number of proton–proton inelastic collisions per event (see Figure 5.2) and the number of primary vertices per event are correlated and both corrected using event-level weights.

- Reconstruction and identification: The identification and reconstruction efficiencies of the charged leptons ($e, \mu, \tau$) in simulation do not perfectly match those in data. Event-level weights are applied to compensate for this. One weight is applied to the event where the value of the weight is based on the properties of the $\tau_{\text{had}}$ and another weight is applied to the event where the value of the weight is based on the properties of the light charged lepton.

- $b$-tagging: An event-level scale factor is used to correct the $b$-tagging efficiency because the $b$-tagging efficiency in the simulation is slightly different from the efficiency in data. The “$b$-tagging efficiency scale factor” is not the same as the “$b$-tagging weight” (see Section 4.2.2). The former is used as an event-level weight while the latter is a quantity that is used to set the tagging efficiency. A $b$-tagging efficiency scale factor is calculated for each jet as a function of the jet $p_T$ and the jet $\eta$. The total event-level $b$-tagging efficiency scale factor is the product of all the individual jet $b$-tagging efficiency scale factors.

- Triggers: The simulations include the same triggers used on the data. An event-level weight is applied to correct for the differences in the trigger efficiencies between simulation and data [83, 129, 75, 130].

- $t\bar{t}$: ATLAS measurements of the $t\bar{t}$ cross-section found that the POWHEG-BOX + PYTHIA simulation of $t\bar{t}$ events overestimates the transverse momentum of the top pair system with respect to data [131]. Event-level scale factors are used to reduce the weight of events that have a higher $p_T^{t\bar{t}}$. 
The above list only refers to the corrective weights that were derived by ATLAS groups dedicated to that task; the weights are applicable to many different ATLAS analyses. The corrective weights that were measured specifically for this analysis will be described in Chapter 6.

An overall scale factor is also applied to the simulated events to obtain the same total integrated luminosity as the data, as described in Section 5.1. A scale factor is also used to impose the appropriate cross-section and branching ratio for each individual process. The triggers are all unprescaled so no prescale weights need to be explicitly included.
Chapter 6

Analysis

6.1 Introduction

This analysis is a search for the direct production of pairs of scalar tops that decay to produce two tau leptons, two $b$-jets, and large amounts of missing transverse momentum [57] as described in Section 2.3.4. As each tau lepton can decay either to hadrons or to light charged leptons, there are three possible final states: lepton–lepton, lepton–hadron, and hadron–hadron. These tau lepton final states define the three separate analyses that were performed. The lepton–hadron search is the focus of this dissertation.

Two parameters define the signal model: the mass of the scalar top and the mass of the scalar tau (the gravitino is assumed to be nearly massless). The three searches are designed to complement each other by probing different parts of the phase space defined by the masses of these two particles, which will be referred to as the “stop-stau mass plane”. There is some overlap in the sensitivity regions of the different analyses to ensure full coverage of the stop-stau mass plane. The lepton–lepton analysis is a re-interpretation [132] of an earlier search for direct pair production of scalar tops that decay $\tilde{t}_1 \to t + \tilde{\chi}_1^0$ or $\tilde{t}_1 \to b + \tilde{\chi}_1^\pm$ [133]. The lepton–lepton analysis probes the region of phase space very close to the kinematic limit of $m(\tilde{t}_1) = m(b) + m(\tilde{\tau}_1)$, where the masses of the other particles not shown in this equation are small and have been ignored (e.g. neutrino mass). The hadron–hadron analysis [57] is designed to probe low scalar tau masses for a wide range of scalar top masses. The lepton–hadron analysis [57] has two sub-analyses. The lepton–hadron “low-mass analysis” targets models with light scalar tops. The lepton–hadron “high-mass analysis” targets
models with heavy scalar tops but where the scalar tau mass is also large. Together the analyses based on the three decay channels of the two tau leptons cover light and heavy scalar tops and light and heavy scalar taus.

Each decay channel comes with different benefits and complications. The design of the signal regions for the different decay channels takes these into account. Some of the important factors/concepts that affect the design of the analyses include:

- **Cross-sections**: The production cross-section of pair-produced scalar tops decreases as the mass of the scalar top increases. This means that a signal region should be designed to be sensitive to a specific range of scalar top masses.

- **Branching ratios**: The relative and absolute branching ratios for leptonic and hadronic decays in the signal and the dominant backgrounds are important. The analysis design has to balance the branching ratios of the signal and background processes along with the production cross-sections.

- **Object resolution**: The resolution of the four-momentum of light charged leptons is better than that of jets and hadronically decaying taus. The resolution of the four-momentum of the final state objects affects the resolution for reconstructing the masses of the scalar top and the scalar tau. When designing an analysis, consideration should be put towards which final state to use to meet the required resolutions of the scalar top and scalar tau masses for the various signal regions.

The lepton–hadron search will be described in detail and is the focus of this dissertation. The results from all three channels will be discussed. No previous hadron collider searches have been published looking for the three-body decay of the scalar top into the scalar tau. The only existing limits that can be directly applied to this analysis are from LEP where searches for direct pair-production of the scalar tau were performed. A conservative combination of the LEP results excludes a scalar tau with a mass less than 87 GeV [134, 135, 136, 137, 138] as long as the mass of the LSP is not within ~ 10 GeV of the mass of the scalar tau. A search for direct pair production of scalar taus has also been performed by ATLAS [139]. Searches for the scalar top with the neutralino as the LSP have been performed by both the ATLAS and CMS collaborations [59, 60, 61, 62, 63, 64, 65]. Searches for scalar tops decaying to gravitinos (but without a scalar tau in the decay chain) have also been performed [140, 141, 142]. Thus far no searches for the scalar top have shown any statistically significant excesses.
6.2 Main backgrounds introduction

Figure 6.1: Main $t\bar{t}$ background made up of true (Figure 6.1a) and fake (Figure 6.1b) hadronically decaying taus. In Figure 6.1b no hadronically decaying taus are produced; instead one of the other decay products of a $W$ boson decay (depicted here) or one of the additional jets in the event (depicted in Figure 6.2) is misidentified as a $\tau_{\text{had}}$.

The dominant background processes to the lepton–hadron channel are $t\bar{t}$ with a real hadronically decaying tau, $t\bar{t}$ with a fake hadronically decaying tau, and $W$+jets with a fake hadronically decaying tau. These processes are shown in Figures 6.1 and 6.2 and will be discussed in more detail in Section 6.5.4 after the event selection is defined in Section 6.5.3.
6.3 Background estimation

The general analysis strategy involves applying various sets of selections of events (cuts) to define different regions in the phase space. A signal region is defined with a set of cuts that maximise the sensitivity to the signal. The lepton–hadron analysis has a signal region to search for low-mass scalar tops (SRLM) and a signal region to search for high-mass scalar tops (SRHM).

The search for new particles requires an accurate and precise estimation of the background processes that can mimic the signal. In this analysis the main background processes are all estimated using Monte Carlo simulations but their overall scale is corrected to match data (see Section 6.6). All the other types of background processes, which only contribute a relatively small number of events, are estimated directly from simulations.

The expected dominant backgrounds in the signal region are studied in isolation using control regions. Control regions are designed so that most of the events in them are from background processes and only a small fraction of events are from signal (assuming there is any). We say that these regions have low signal contamination. Control regions are required to have low signal contamination to test the modelling of the background events by comparing the simulated events to the data. For each of the two signal regions there are three control regions, one for each dominant background process: there is a control region for $W$+jets, a control region for top-quark events with a real hadronically decaying tau, and a control region for top-quark events with a fake hadronically decaying tau. The total numbers of events in the control regions
are scaled to match the data. This is called the background-only fit, the details of which will be described in Chapter 9. The scale factors are then applied to the signal region to produce the expected distribution of background events in the signal region.

The top-quark control regions for true and fake hadronically decaying taus for the low-mass selection are referred to as CRTfLM and CRTtLM respectively while CRWLM refers to the low-mass $W+$jets control region. Similarly, the top-quark control regions for true and fake hadronically decaying taus for the high-mass selection are referred to as CRTfHM and CRTtHM respectively while CRWHM refers to the high-mass $W+$jets control region.

The top-quark control regions are composed of both $Wt$ and $t\bar{t}$ events but are designed around the pair-produced top-quark events, which dominate. They separate true and fake hadronically decaying taus because fake hadronically decaying taus are not expected to be as well modelled as real hadronically decaying taus. Most characteristics of the events with fake hadronically decaying taus are, however, well modelled, with the exception of the overall number of events and the $p_T$ distribution of the hadronically decaying tau in $W+$jets events. The $p_T$ of the (fake) hadronically decaying taus in $W+$jets events is corrected using data and this correction process will be discussed in more detail in Section 6.5.7 after describing how the analysis isolates $W+$jets events. All the plots in this dissertation include the correction to the hadronically decaying tau $p_T$ distribution for $W+$jets events unless otherwise specified.

The extrapolation of the scale factors to the signal regions is checked in validation regions where there is also little signal contamination. The low-mass and high-mass validation regions are labelled as VRLM and VRHM respectively. The control regions and validation regions are designed to be very similar to the signal region but with little signal contamination. In terms of the main kinematic variable(s) that separate the control regions, validation region, and signal region, the validation region is placed between the control regions and signal region to test the extrapolation in the correct direction.

This analysis is performed “blinded” to minimise the human bias. The blinding is done by not looking at the data in the signal regions until it has been checked that the data match the SM expectations in the control regions and validation regions. Once the background estimations are validated then the signal regions are unblinded by looking at the data in them. All of these steps have been performed and only the unblinded results will be shown in this dissertation.
6.4 Analysis tools

A range of tools are required to perform this analysis. Custom software was written in C++ using ROOT [143] to select the reconstructed events and to generate plots. Statistical analysis of the data and Monte Carlo is performed using the HistFitter program [144] and will be discussed in Chapter 9.

6.5 Event selection

6.5.1 Event cleaning

After the events are reconstructed, some final event cleaning must be performed before the events can be selected for the various signal, control, and validation regions. The purpose of event cleaning is to remove events contaminated by things like non-beam radiation. Events are vetoed if a potential cosmic muon is found where cosmic muons are conservatively assumed to be any muons found to have longitudinal and transverse impact parameters outside of 1 mm and 0.2 mm of the primary vertex, respectively. Events may also be vetoed based on the objects in the event passing through regions of the detector that are known to have malfunctioned at around the same period of time.

6.5.2 Additional kinematic variables

Determining what process took place in an event can be difficult and so several kinematic variables are used to extract more information from the four-momenta of the final state particles. The scalar sum of the transverse momenta of the two highest-$p_T$ jets ("leading" jets) is referred to as $H_T$. This variable estimates the amount of hadronic activity in the event. The effective mass, $m_{\text{eff}} = H_T + E_T^{\text{miss}} + p_T^\ell + p_T^{\text{had}}$, is a measure of the total amount of activity in the event. The transverse momenta of the light charged lepton and the hadronically decaying tau are represented by $p_T^\ell$ and $p_T^{\text{had}}$ respectively.

A very useful quantity to separate the different types of background processes as well as the signal from background would be the invariant masses of the parent particles: the $W$ boson, the top quark, the scalar tau, and the scalar top. Unfortunately the invisible particles (including neutrinos as well as the LSP) prevent a full reconstruction of the masses of the parent particles. Instead, several kinematic variables
are used to estimate/investigate these parent particle masses using the missing transverse momentum. These variables will first be defined in very general terms before then describing how they can be used to investigate the masses of the parent particles in specific processes.

The transverse mass associated with two final-state objects $a$ and $b$ is defined as

$$m_T(a, b) = \sqrt{m_a^2 + m_b^2 + 2(E_aE_b - p_a^T \cdot p_b^T)},$$  \hspace{1cm} (6.1)$$

where $m$ and $p_T$ are the masses and transverse momentum vectors, respectively, of the daughter particles, and the daughter particles may be visible or invisible. The transverse energy of the daughter particles, $E_T$, is defined as $E_T = \sqrt{m^2 + p_T^2}$. The definition of the transverse mass is analogous to the mass of a parent particle decaying to objects $a$ and $b$, $m(a, b) = \sqrt{m_a^2 + m_b^2 + 2(E_aE_b - p_a^T \cdot p_b^T)}$, but it uses only the transverse information instead of the full three-dimensional information. As a result, the invariant mass of the parent particle is the upper limit on the transverse mass (ignoring offshell decays and energy resolutions etc.).

In some decays, a daughter particle is undetectable and it is impossible to fully reconstruct the mass of the parent particle. The transverse mass is most useful when one of the child particles is a neutrino (or another weakly interacting particle that escapes detection) because the missing transverse momentum can be used in place of the neutrino. In the case of a $W \rightarrow \ell \nu$ decay, $m_T(\ell, p_T^{\text{miss}})$ provides an estimate of the $W$ boson mass, which is by construction smaller than the actual parent particle mass, assuming that no other invisible particles in the event contribute to the $p_T^{\text{miss}}$. A kinematic maximum to $m_T(\ell, p_T^{\text{miss}})$ in $W \rightarrow \ell \nu$ events is useful when trying to separate them from other events and processes that allow the variable to extend above that kinematic upper limit. Most of the time the term “transverse mass” is used to refer to $m_T(a, b)$ where $b = p_T^{\text{miss}}$ because for all the other measurable objects in an event one can calculate the full invariant mass rather than just the transverse mass. The objects entering the $m_T$ calculation are often assumed to be massless.

A variable similar to the transverse mass is defined for the decays of particles produced in pairs. The “stransverse mass” ($m_{T2}$) [145, 146] is computed as

$$m_{T2}(a, b) = \sqrt{\min_{q_T^a + q_T^b = p_T^{\text{miss}}} \left[ \max \left[ m_T^2(p_T^a, q_T^a), m_T^2(p_T^b, q_T^b) \right] \right]},$$

(6.2)

where $q_T^a$ and $q_T^b$ are any pair of two-dimensional vectors satisfying $q_T^a + q_T^b = p_T^{\text{miss}}$. A
minimisation is performed on the maximum of the two transverse masses over all the allowed combinations of $q_{aT}^2$ and $q_{bT}^2$. The transverse mass is used when two identical parent particles are produced and each decays to at least one invisible particle. It is a very similar quantity to transverse mass but a minimisation is required to partition the missing transverse momentum (a single measurable quantity) between the two invisible particles. The $q_{aT}^2$ and $q_{bT}^2$ vectors are effectively dummy particles that take the place of the particles that escaped undetected. After the minimisation, their transverse momenta are correlated with the true transverse momenta of the invisible particles; however, the minimum does not correspond to the actual true transverse momenta.

In the case of a $WW \rightarrow e\nu\mu\nu$ decay, $m_{T2}^2(e,\mu)$ provides an estimate of the mass of the $W$ boson, which is deliberately smaller than the actual parent particle mass, assuming that only the two neutrinos in the event contribute to the $p_T^{\text{miss}}$. A kinematic maximum to $m_{T2}^2(e,\mu)$ in $WW \rightarrow e\nu\mu\nu$ events is useful when trying to separate them from other events and processes that allow the variable to extend above that kinematic upper limit. The maximum function in the $m_{T2}$ definition can be used because the two parent particles are assumed to be identical and thus have the same mass (although not necessarily the same transverse mass).

### 6.5.3 Preselection

The lepton–hadron channel requires that there be at least two jets with $p_T > 20$ GeV in an event, the highest-$p_T$ jet must have $p_T > 50$ GeV, and at least one of these two jets must be $b$-tagged. It requires exactly one tight electron or muon with $p_T > 25$ GeV and no additional tight electrons or muons of $p_T > 10$ GeV. Exactly one hadronically decaying tau with $p_T > 20$ GeV is required and it must have the opposite charge to that of the light charged lepton. This set of cuts is referred to as the SRHM preselection.

After these cuts, some further cuts are applied to split the analysis into the low-mass and high-mass signal regions. The low-mass signal region is designed to search for scalar tops with masses that are close to or smaller than the mass of the top quark. The high-mass signal region is designed to search for scalar tops with masses that are larger than the top-quark mass. The high-mass SR is not designed to be sensitive to all allowed scalar tau masses but only to large scalar tau masses. Figure 6.3 is a sketch of where each lepton–hadron signal region targets in the stop-stau mass plane.

The SRHM preselection is designed for the high-mass analysis. The SRLM prese-
Figure 6.3: The low-mass and high-mass signal regions in the lepton–hadron analysis are designed to target different parts of the stop-stau mass plane.

Selection is used for the low-mass analysis and has the same cuts as the SRHM preselection but with the requirement of two, not just one, \(b\)-tagged jets. Even though the dominant \(t\bar{t}\) background and signal events effectively always produce two \(b\) quarks, some regions require only a looser selection of one or more \(b\)-tagged jets because the \(b\)-tagging inefficiency loses an unacceptably large fraction of signal events when both \(b\)-jets are required to be tagged (efficiency = 0.7 \times 0.7 = 0.49).

The low-mass and high-mass signal regions were optimised with respect to the expected signal significance using the \((m_{\tilde{t}_1}, m_{\tilde{\tau}_1}) = (195, 87)\) and \((391, 148)\) GeV mass points respectively. The sets of cuts defining the two signal regions are summarised in Tables 6.1 and 6.2 and will be described in more detail in Section 6.5.5.

A set of distinctive and useful kinematic distributions after the SRHM preselection are plotted in Figures 6.4, 6.5, and 6.6. The distributions for the light charged lepton \(p_T\) and the hadronically decaying tau pseudorapidity after the SRHM preselection are shown in Figures 6.4 and 6.5 respectively. The SRHM preselection distributions for the \(p_T\) of the highest- and second-highest-\(p_T\) jets are shown in Figure 6.6. Figures 6.4 - 6.6 all show that the data match the Standard Model backgrounds. The individual components of the four-momenta of all the objects measured at the preselection level are well modelled with the exception of the \(p_T\) of the \(\tau_{\text{had}}\), which is the subject of Sec-
Figure 6.4: Distribution of the light charged lepton transverse momentum for events passing the SRHM preselection requirements. The contributions from all SM backgrounds are shown as a histogram stack; the bands represent the total uncertainty. The distributions expected for the two signal optimisation points are also shown. The distribution includes corrections to the $p_T$ of the $\tau_{\text{had}}$, which will be discussed in Section 6.5.7.

Figure 6.5: Distribution of the pseudorapidity of the hadronically decaying tau for events passing the SRHM preselection requirements. The contributions from all SM backgrounds are shown as a histogram stack; the bands represent the total uncertainty. The distributions expected for the two signal optimisation points are also shown. The distribution includes corrections to the $p_T$ of the $\tau_{\text{had}}$, which will be discussed in Section 6.5.7.
Figure 6.6: Distributions of the transverse momenta for the highest-$p_T$ (Figure 6.6a) and second-highest-$p_T$ (Figure 6.6b) jets for events passing the SRHM preselection requirements. The contributions from all SM backgrounds are shown as a histogram stack; the bands represent the total uncertainty. The distributions expected for the two signal optimisation points are also shown. The distributions include corrections to the $p_T$ of the $\tau_{had}$, which will be discussed in Section 6.5.7.
tion 6.5.7. It is important that the individual components of the four-momenta of all objects are well modelled because they are the inputs to the more complex kinematic variables that perform most of the separation of the signal from the backgrounds. The modelling of the $p_T$ of the light lepton is also important because the analysis uses a lepton trigger with a minimum-$p_T$ threshold (see Section 4.1 and Chapter 5).

6.5.4 Dominant backgrounds after preselection

The dominant background processes in the lepton–hadron channel after the preselection cuts are $t\bar{t}$ with a real hadronically decaying tau, $t\bar{t}$ with a fake hadronically decaying tau, and $W+$jets with a fake hadronically decaying tau. These processes are shown in Figures 6.1 and 6.2. The three main decays of a $t\bar{t}$ system result in 0, 1, and 2 leptons (from the $W$ boson decays) and are referred to as the fully-hadronic, semi-leptonic, and fully-leptonic channels respectively.

The $t\bar{t}$ processes with fake hadronically decaying taus include several different processes including fully-leptonic $t\bar{t}$ where one light charged lepton is not reconstructed (or “lost”) and semi-leptonic $t\bar{t}$ decays where a jet (either from the $W$ boson decay or another jet in the event) is misidentified as a hadronically decaying tau. In nearly all the $t\bar{t}$ and $W+$jets events passing the preselection, one $W$ boson decays to a real electron or muon because ATLAS has a much better reconstruction efficiency and rejection power against fakes for electrons and muons than for hadronically decaying taus. The selected $W+$jets events nearly all include a fake hadronically decaying tau and a real light charged lepton. In $t\bar{t}$ (and $Wt$) events the light charged lepton comes from a $W$ decay while the hadronically decaying tau can be real or fake.

![Figure 6.7: Z+jets](image-url)
The remaining backgrounds are generally referred to just as “other” Standard Model processes as they contribute only a small fraction of the total number of background events after the preselection. The largest background process in the “other” grouping at the preselection level is $Z/\gamma^* + \text{jets}$ (see Figure 6.7) where $Z \rightarrow \tau \tau$. Other backgrounds considered include $t\bar{t}V$, multijet events, and diboson production ($VV$), where $V = W$ or $Z$. Multijet events are events where the hard scatter is a QCD interaction. The definition excludes top quark events to avoid events being included in multiple definitions.

### 6.5.5 Signal region definitions

The selection cuts for the lepton–hadron low-mass and high-mass signal regions are defined in Tables 6.1 and 6.2 respectively. In the low-mass analysis, the main variable that separates the control regions, the validation region, and the signal region from each other is $m_{T2}(b\ell, b\tau_{\text{had}})$ while $m_{T2}(\ell, \tau_{\text{had}})$ is used to separate these regions in the high-mass analysis (except for the $W + \text{jets}$ control regions where the number of $b$-tagged jets is used). These variables and others will be described in the following sections.

Table 6.1: Definition of the signal region SRLM used in the low-mass lepton–hadron analysis. The selections of the associated control regions for top-quark events with true hadronically decaying taus (CRTfLM), top-quark events with fake hadronically decaying taus (CRTfLM), and $W + \text{jets}$ (CRWLM), and of the validation region (VRLM) are also given.

<table>
<thead>
<tr>
<th>Region</th>
<th>$N_b$-$\text{jet}$</th>
<th>$H_T / m_{\text{eff}}$</th>
<th>$p_T^{b} + p_T^{\tau_{\text{had}}} / m_{\text{eff}}$</th>
<th>$m_{T2}(b\ell, b\tau_{\text{had}})$</th>
<th>$m_{T2}(b\ell, b\tau_{\text{had}})$</th>
<th>$m_{T2}(\ell, \tau_{\text{had}})$</th>
<th>$m_{T2}(\ell, \tau_{\text{had}})$</th>
<th>$m_{\text{eff}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SRLM</td>
<td>$\geq 2$</td>
<td>$&lt; 0.5$</td>
<td>$&gt; 0.2$</td>
<td>$&lt; 100$ GeV</td>
<td>$&lt; 60$ GeV</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>CRTfLM</td>
<td>$\geq 2$</td>
<td>-</td>
<td>$&gt; 0.2$</td>
<td>$&lt; 100$ GeV</td>
<td>$110 - 160$ GeV</td>
<td>$&gt; 100$ GeV</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>CRTfLM</td>
<td>$\geq 2$</td>
<td>-</td>
<td>$&gt; 0.2$</td>
<td>$&lt; 100$ GeV</td>
<td>$110 - 160$ GeV</td>
<td>$&lt; 100$ GeV</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>CRWLM</td>
<td>0</td>
<td>$&lt; 0.5$</td>
<td>$&gt; 0.2$</td>
<td>-</td>
<td>-</td>
<td>$&gt; 40$ GeV</td>
<td>$&lt; 400$ GeV</td>
<td>-</td>
</tr>
<tr>
<td>VRLM</td>
<td>$\geq 2$</td>
<td>$&gt; 0.5$</td>
<td>$&gt; 0.2$</td>
<td>$&lt; 100$ GeV</td>
<td>$60 - 110$ GeV</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
Table 6.2: Definition of the signal region SRHM used in the high-mass lepton–hadron analysis. The selections of the associated control regions for top-quark events with true hadronically decaying taus (CRTtHM), top-quark events with fake hadronically taus (CRTfHM), and $W$+jets (CRWHM), and of the validation region (VRHM) are also given.

<table>
<thead>
<tr>
<th>Region</th>
<th>$N_{b}$−jet</th>
<th>$E_{miss}^{T}$</th>
<th>$m_{eff}$</th>
<th>$H_{T}/m_{eff}$</th>
<th>$m_{T2}(b\ell,b_{\tau\text{had}})$</th>
<th>$m_{T2}(\ell,\tau_{\text{had}})$</th>
<th>$m_{T}(\ell,p_{miss})^{T}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SRHM</td>
<td>≥ 1</td>
<td>&gt; 150 GeV</td>
<td>&gt; 400 GeV</td>
<td>&lt; 0.5</td>
<td>&gt; 180 GeV</td>
<td>&gt; 120 GeV</td>
<td>-</td>
</tr>
<tr>
<td>CRTfHM</td>
<td>≥ 1</td>
<td>&gt; 150 GeV</td>
<td>&gt; 400 GeV</td>
<td>&lt; 0.5</td>
<td>&gt; 180 GeV</td>
<td>20-80 GeV</td>
<td>&gt; 120 GeV</td>
</tr>
<tr>
<td>CRTtHM</td>
<td>≥ 1</td>
<td>&gt; 150 GeV</td>
<td>&gt; 400 GeV</td>
<td>&lt; 0.5</td>
<td>&gt; 180 GeV</td>
<td>20-80 GeV</td>
<td>&lt; 120 GeV</td>
</tr>
<tr>
<td>CRWHM</td>
<td>0</td>
<td>&gt; 150 GeV</td>
<td>&gt; 400 GeV</td>
<td>&lt; 0.5</td>
<td>-</td>
<td>20-80 GeV</td>
<td>40-100 GeV</td>
</tr>
<tr>
<td>VRHM</td>
<td>≥ 1</td>
<td>&lt; 150 GeV</td>
<td>&gt; 400 GeV</td>
<td>&lt; 0.5</td>
<td>&gt; 180 GeV</td>
<td>&gt; 80 GeV</td>
<td>-</td>
</tr>
</tbody>
</table>

Several kinematic variables are used to separate the signal from background. The missing transverse momentum is plotted in Figure 6.8 after the preselection cuts. For the SRHM selection.

Figure 6.8: Distributions of the missing transverse momentum for events passing the SRHM preselection requirements (Figure 6.8a) and the SRLM preselection requirements (Figure 6.8b). The contributions from all SM backgrounds are shown as a histogram stack; the bands represent the total uncertainty. The distributions expected for the two signal optimisation points are also shown. The distributions include corrections to the $p_{T}$ of the $\tau_{\text{had}}$, which will be discussed in Section 6.5.7. The two distributions show how the size of the $W$+jets background changes as a function of the number of $b$-tagged jets required by the selection (to be discussed in Section 6.5.6). The line and arrow show the cut on the plotted variable that is required for the SRHM selection.
the SRHM selection a minimum value is placed on this variable. This is because the signal model has a larger number of invisible particles than the dominant backgrounds.

This cut becomes more efficient as the mass of the scalar top increases because increasing the mass of the scalar top increases the boost to the invisible particles from its decay, and thus increases the missing transverse momentum. No cut is placed on the $E_T^{\text{miss}}$ in the low-mass selection.

Three $m_{T2}$ variables are employed in the lepton–hadron selections with different choices for the visible object 4-momenta defined in equation 6.2:

- $m_{T2} (b\ell, b\tau_{\text{had}})$ is calculated using the two jets with the highest $b$-tagging weights paired with the light charged lepton and the $\tau_{\text{had}}$. One of these two jets is paired with the light charged lepton and the other with the $\tau_{\text{had}}$. The four-momentum vectors of the two resulting pairs of particles are then used in the $m_{T2}$ algorithm. The missing transverse momentum is assumed to be created by two invisible massless particles. For $t\bar{t}$ events where the $b$ quark and the charged lepton belong to the decay of the same top quark, this variable is bounded from above by the top-quark mass. Similarly, for signal events, the upper bound on this variable is the scalar top mass. A maximum-value cut is therefore used in the low-mass selection and a minimum-value cut in the high-mass selection with the values of the cuts chosen with respect to the top-quark mass.

The distribution for $m_{T2} (b\ell, b\tau_{\text{had}})$ after the SRLM preselection is shown in Figure 6.9. The figure includes two overlaid signal models (the low-mass and high-mass optimisation points) to show the separation between the signal and the sum of the SM backgrounds. In both the low-mass and high-mass selections the $m_{T2} (b\ell, b\tau_{\text{had}})$ variable is used to distinguish the scalar tops in the signal from the top quarks in the dominant $t\bar{t}$ backgrounds. The high-mass signal region targets heavy scalar tops by requiring $m_{T2} (b\ell, b\tau_{\text{had}}) > 180$ GeV and the low-mass signal region targets light scalar tops by requiring $m_{T2} (b\ell, b\tau_{\text{had}}) < 60$ GeV.

An ambiguity exists in the pairing of the two jets with the two leptons. Only the pairings for which the invariant masses $m(b\ell)$ and $m(b\tau_{\text{had}})$ are both smaller than $m(t)$ are considered\(^1\). If exactly one pairing satisfies the condition, that

---

\(^1\)For top-quark pair production events where the lepton and the jet belong to the decay of the same top quark, the invariant mass has an upper bound at $\sqrt{m_t^2 - m_W^2}$, approximately 152 GeV. The algorithm tries to select pairs that satisfy this condition, loosened to account for the detector resolution.
Figure 6.9: Distribution of the transverse mass constructed from the $b$-jet plus light charged lepton and $b$-jet plus $\tau_{\text{had}}$, $m_{T2}(bl, b\tau_{\text{had}})$, for events passing the SRLM preselection requirements. The contributions from all SM backgrounds are shown as a histogram stack; the bands represent the total uncertainty. The overflow bin in the $m_{T2}(b\ell, b\tau_{\text{had}})$ plot is filled with the events that have no $(b\ell, b\tau_{\text{had}})$ pairing satisfying $m(b\ell) < m_t$ and $m(b\tau_{\text{had}}) < m_t$. The distributions expected for the two signal optimisation points are also shown. The distribution includes corrections to the $p_T$ of the $\tau_{\text{had}}$, which will be discussed in Section 6.5.7. This figure was taken from Reference [57] and the line and arrow were overlayed on top of it. The line and arrow show the cut on the plotted variable that is required for the SRLM selection.

Pairing is used in the $m_{T2}$ calculation. If both pairings satisfy the condition, $m_{T2}$ is calculated for both pairings and the smaller value is taken. If no pairing satisfies the condition, the event is considered to have passed the $m_{T2}(b\ell, b\tau_{\text{had}})$ selection for the high-mass signal region and to have failed it for the low-mass signal region.

- $m_{T2}(\ell, \tau_{\text{had}})$ is only used for the high-mass selection. It uses the momenta of the light charged lepton and the hadronically decaying tau. The missing transverse momentum is assumed to result from two invisible massless particles. For events
where the light charged lepton, the hadronically decaying tau, and the missing transverse momentum originate from the decay of a pair of $W$ bosons, this variable is bounded from above by the $W$ boson mass. This is the case for the majority of the background events (e.g. $t\bar{t}$ events). The high-mass selection requires $m_{T2}(\ell, \tau_{\text{had}})$ to be large because this variable’s distribution for signal models with heavy scalar taus and scalar tops peaks at higher values than for the dominant SM background. The cut is also set relatively high because the variable is sensitive to the mass of the scalar tau and SRHM is designed to focus on higher mass scalar taus while the hadron–hadron channel focuses on lower mass scalar taus.

The distribution for $m_{T2}(\ell, \tau_{\text{had}})$ after the SRHM preselection cuts is shown in Figure 6.10. The figure includes the overlaid optimisation points to show the separation between the signal and the sum of the SM backgrounds. The high-mass selection requires $m_{T2}(\ell, \tau_{\text{had}}) > 120$ GeV to separate heavy scalar taus in the signal from the $W$ bosons in the dominant $t\bar{t}$ background.

- $m_{T2}(b\ell, b)$ is only used for the low-mass selection. The two jets with the highest-\textit{b}-tagging weights are selected as the two $b$ quarks for this algorithm, which is the same procedure as is done with $m_{T2}(b\ell, b\tau_{\text{had}})$. The system of one of the $b$-jets and the light charged lepton is considered as the first visible four-momentum. Only pairings for which $m(b\ell) < m_t$ are considered. If neither pairing satisfies the condition, the event is discarded. If both pairings satisfy the condition then the pairing that yields the smaller value of $m_{T2}(b\ell, b)$ is used. The invisible particle associated with this system is assumed to be massless. The other $b$-jet is the second visible system used in the $m_{T2}$ calculation. The $m_{T2}(b\ell, b)$ variable targets fully-leptonic $t\bar{t}$ events where one lepton from a $W$ boson decay is not detected or identified and so the full $W$ boson is lost. To correct for this, the mass of the associated invisible particle in the second system is set to the $W$ boson mass. For the dominant $t\bar{t}$ background, the $m_{T2}(b\ell, b)$ variable is bounded from above by the top-quark mass.

The distribution for $m_{T2}(b\ell, b)$ after the SRLM preselection is shown in Figure 6.11. The figure has the optimisation points overlaid to show the separation between the signal and the sum of the SM backgrounds. The $m_{T2}(b\ell, b)$ variable is used to distinguish the scalar tops in the signal from the top quarks in the dominant $t\bar{t}$ backgrounds. This variable has a softer distribution for low-mass
Figure 6.10: Distribution of the stransverse mass constructed from the momenta of the light charged lepton and the hadronically decaying tau, \( m_{T2}(\ell, \tau_{\text{had}}) \), for events passing the SRHM preselection requirements. The contributions from all SM backgrounds are shown as a histogram stack; the bands represent the total uncertainty. The distributions expected for the two signal optimisation points are also shown. The distribution includes corrections to the \( p_T \) of the \( \tau_{\text{had}} \), which will be discussed in Section 6.5.7. This figure was taken from Reference [57] and the line and arrow were overlayed on top of it. The line and arrow show the cut on the plotted variable that is required for the SRHM selection.
Figure 6.11: Distribution of the transverse mass constructed from the $b$-jet plus light charged lepton and the second $b$-jet, $m_{T2}(b\ell,b)$, for events passing the SRLM preselection requirements. The contributions from all SM backgrounds are shown as a histogram stack; the bands represent the total uncertainty. The distributions expected for the two signal optimisation points are also shown. The distribution includes corrections to the $p_T$ of the $\tau_{had}$, which will be discussed in Section 6.5.7. The line and arrow show the cut on the plotted variable that is required for the SRLM selection.

signal events than for the dominant $t\bar{t}$ background and so the low-mass selection requires $m_{T2}(b\ell,b)$ to be less than 100 GeV.

Several other kinematic variables are used to separate the signal from the dominant backgrounds. The scalar sums of the $p_T$ of the objects in the event can provide rough information about the masses of the parent particles in the event. The $m_{\text{eff}}$ (see Figure 6.12) includes contributions from all the decay products of the scalar top system under study and so it can act as a very rough probe into the mass of the scalar top. This figure will be discussed further in Chapter 8. The light charged lepton and the $\tau_{had}$ are decay products of the scalar tau and so the scalar sum of their transverse momenta is related to the scalar tau mass. Ratios of these scalar sums can then also provide
Figure 6.12: Distribution of the $m_{\text{eff}}$ for events passing the SRHM preselection requirements. The contributions from all SM backgrounds are shown as a histogram stack; the bands represent the total uncertainty. The distributions expected for the two signal optimisation points are also shown. The distributions include corrections to the $p_T$ of the $\tau_{\text{had}}$, which will be discussed in Section 6.5.7. The line and arrow show the cut on the plotted variable that is required for the SRHM selection.

rough information about the relative masses of the parent particles in the event.

In both the lepton–hadron signal regions $H_T/m_{\text{eff}}$ (see Section 6.5.2 for variable definitions) is required to be less than 0.5. This cut targets signal models with smaller mass differences between the scalar top and scalar tau (i.e. $m_{\tilde{t}_1} - m_{\tilde{\tau}_1}$ is small) because the $p_T$ of the two $b$-jets from the decay of the scalar tops into the scalar taus is forced to be relatively small compared to the $p_T$ of the charged lepton decay products of the scalar tau and thus also relatively small compared to the total scalar sum $p_T$ in the event (see Figure 2.11). The $H_T/m_{\text{eff}}$ cut can also distinguish the three-body decays of the scalar top from the two-body decays of the dominant $t\bar{t}$ backgrounds. The three-body decays of the scalar top produce more invisible particles than the two-body decays of the $t\bar{t}$ background, thus creating a larger $E_T^{\text{miss}}$. The larger $E_T^{\text{miss}}$ results in a larger $m_{\text{eff}}$, and thus a smaller $H_T/m_{\text{eff}}$. The distribution of $H_T/m_{\text{eff}}$ after the SRHM preselection cuts is plotted in Figure 6.13. This variable does not provide as good separation power at the optimisation points as some of the variables so the maximum cut values for both SRLM and SRHM are not very small. Other variable selections used in the two signal regions (e.g. $E_T^{\text{miss}} > 150$ GeV in SRHM) are correlated to $H_T/m_{\text{eff}}$ and remove events that have higher values of the $H_T/m_{\text{eff}}$. 
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As is visible from the $H_T/m_{\text{eff}}$ distribution, the separation power starts to decrease as $H_T/m_{\text{eff}}$ goes above approximately 0.5. A cut value of 0.5 on $H_T/m_{\text{eff}}$ is used to define the signal regions.

The low-mass selection requires $(p_T^{\ell} + p_T^{\tau_{\text{had}}})/m_{\text{eff}} > 0.2$. This cut targets signal points that have smaller mass differences between the scalar top and the scalar tau. When the mass difference between the scalar top and scalar tau is small then the charged lepton decay products of the scalar tau will have relatively large $p_T$ compared to the $p_T$ of the $b$-jets, which leads to the momenta of the charged lepton decay products of the scalar tau also being large compared to $m_{\text{eff}}$. This reasoning is the same as was used to explain the $H_T/m_{\text{eff}}$ cut. For the majority of the mass points being targeted by the low-mass selection the difference in mass between the scalar top and the scalar tau will be smaller than the difference in mass between the top quark and the $W$ boson because the scalar top is lighter than the top quark and the LEP limit of 87 GeV on the scalar tau mass implies that the scalar tau is more massive than the $W$ boson (see Section 6.1). This cut provides some separation of the signal from the dominant $t\bar{t}$ background because of the different mass differences. Even in the case of the optimisation point where the mass difference in the signal is actually slightly larger
Figure 6.14: Distribution of the $(p_T^\ell + p_T^{\tau_{\text{had}}})/m_{\text{eff}}$ for events passing the SRLM pre-selection requirements. The contributions from all SM backgrounds are shown as a histogram stack; the bands represent the total uncertainty. The distributions expected for the two signal optimisation points are also shown. The distributions include corrections to the $p_T$ of the $\tau_{\text{had}}$, which will be discussed in Section 6.5.7. The line and arrow show the cut on the plotted variable that is required for the SRLM selection.

than the mass difference in the dominant $t\bar{t}$ background, the three-body nature of the signal producing a large $E_T^{\text{miss}}$ still gives the $(p_T^\ell + p_T^{\tau_{\text{had}}})/m_{\text{eff}} > 0.2$ cut separation power between the signal and background. The distribution for $(p_T^\ell + p_T^{\tau_{\text{had}}})/m_{\text{eff}}$ after the SRLM preselection cuts is shown in Figure 6.14. At the optimisation point, other variables provide better separation power than this one so the cut on this variable is relatively soft.

The set of cuts for each signal region has associated with it a signal selection efficiency. The low-mass signal region has a signal efficiency around 0.01% in the scalar top mass range of 150 to 200 GeV. At the $(m_{\tilde{t}_1}, m_{\tilde{\tau}_1}) = (195, 87)$ GeV optimisation point the low-mass signal region has a signal efficiency of $1.36 \times 10^{-4}$. The high-mass signal region has a signal efficiency that increases with the scalar top mass and also increases with the scalar tau mass. The efficiency of the high-mass selection varies between 0.0007% and 1% for a scalar top mass between 200 and 700 GeV. At the $(m_{\tilde{t}_1}, m_{\tilde{\tau}_1}) = (391, 148)$ GeV optimisation point the high-mass signal region has a signal efficiency of $9.44 \times 10^{-4}$. These efficiencies include the signal region selection cuts, the preselection cuts, the decay branching ratios, the detector acceptance, and the identification and trigger efficiencies. The detector acceptance is partly determined
by the geometric coverage of the different sub-detectors (see Chapter 3). The muon
reconstruction efficiency is fairly high but the $\tau_{\text{had}}$ identification efficiency and the
$b$-tagging efficiency are not (see Section 4.2). These efficiencies are discussed further
in Section 9.2.4.

### 6.5.6 Control regions and validation regions definitions

The selection cuts for the low-mass and high-mass control and validation regions
are defined in Tables 6.1 and 6.2 respectively. For the selection regions, plots will be
shown where all the selections have been applied except for the variable being plotted.
These will be referred to as “N-1” plots.

The variables used to define SRLM and SRHM are also used in the definitions of
the control and validation regions. One variable used in defining the control and valida-
tion regions that is not used in the signal region definitions is the transverse mass,
$m_T (\ell, p_T^{\text{miss}})$. For both the low-mass and the high-mass selections, the main variables
used to separate the control and validation regions from their respective signal regions
are the number of $b$-tagged jets, $H_T/m_{\text{eff}}$, $E_T^{\text{miss}}$, the transverse mass, and a tran-
sverse mass variable. The low-mass selections use $m_{T2} (b\ell, b\tau_{\text{had}})$ to separate top-quark
events from scalar top events while the high-mass selections use $m_{T2} (\ell, \tau_{\text{had}})$. See Sec-
tion 6.5.5 for a description of how these transverse mass variables separate the signal
from the dominant backgrounds. The validation regions are separated from the signal
regions in part by using $H_T/m_{\text{eff}}$ in the low-mass analysis and $E_T^{\text{miss}}$ in the high-mass
analysis. Inverting the selection cuts on these two variables allows for a reasonable
number of events in both the signal regions and the validation regions.

The fraction of $W+\text{jets}$ events with at least one $b$-jet is small. This is also true
of nearly all the “other” background processes. However, the decay of a top quark
almost always produces a $b$-jet so the number of $b$-tagged jets can be used to separate
$W+\text{jets}$ events from top-quark events. Increasing the required number of $b$-tagged jets
per event decreases the relative fraction of $W+\text{jets}$ events to $t\bar{t}$ events, which can be
seen by comparing the two missing transverse momentum plots in Figure 6.8. In this
figure, increasing the number of $b$-tagged jets reduces the relative number of $W+\text{jets}$
and “other” events (orange+green) to the sum of the Standard Model backgrounds
across the whole distribution. Phrased differently, Figure 6.8b has a much larger
fractional surface area covered by the blue backgrounds than Figure 6.8a does. The
control regions for $W+\text{jets}$ require the number of $b$-tagged jets to be zero. The $t\bar{t}$
control regions and the validation regions require the same number of $b$-tagged jets as their associated signal region.

The transverse mass variable made with the light charged lepton and the missing transverse momentum, $m_T(\ell, p_T^{miss})$, is used for two main purposes. Firstly, it is used to distinguish $W+$jets events from multijet events with the cut $m_T(\ell, p_T^{miss}) > 40$ GeV. Multijet events contain only jets and do not have real prompt light charged leptons nor large amounts of missing transverse energy. A large amount of missing transverse energy in a multijet event is likely to be the result of incorrectly reconstructing the momenta of one or more jets. Reconstructed light charged leptons in multijet events are actually mis-identified jets or non-prompt light charged leptons (e.g. from the leptonic decay of a heavy flavoured hadron in a jet). The $E_T^{miss}$ in multijet events is generally parallel to the lepton, which is the jet with the misreconstructed energy. This cut distinguishes multijet events from $W+$jets events because it removes some of the events with small amounts of $E_T^{miss}$ while also taking into account the direction of the $p_T^{miss}$ with respect to the light charged lepton.

The transverse mass calculated using the light charged lepton and $p_T^{miss}$ is also used to distinguish events with real hadronically decaying taus from events with fake hadronically decaying taus in the dominant top-quark background. This quantity is shown in Figure 6.15 in the low-mass and high-mass top control regions where all the cuts except the transverse mass cut have been applied. The transverse mass is sensitive to the number of invisible particles that contribute towards the missing transverse momentum. If the hadronically decaying tau is fake then one of the $W$ bosons is more likely to have decayed hadronically and not produced any invisible particles. This implies that the $p_T^{miss}$ only comes from one $W \rightarrow \ell \nu$ decay, which should produce $m_T(\ell, p_T^{miss}) < m(W)$. In a fully-leptonic $t\bar{t}$ decay with a true hadronically decaying tau and a light charged lepton there will be two invisible particles from the two $W$ boson decays. This results in a larger value of $m_T(\ell, p_T^{miss})$, which is not limited by $m(W)$. In the high-mass selection a cut of $m_T(\ell, p_T^{miss}) > 120$ GeV is used to isolate the $t\bar{t}$ events with a real $\tau_{had}$ while a cut of $m_T(\ell, p_T^{miss}) < 120$ GeV is used to isolate the events with a fake $\tau_{had}$. For the low-mass selection a cut of 100 GeV is used. The cut values are set to values larger than the $W$ boson mass to increase the purity of the true $\tau_{had}$ events in the associated control regions, while also striking a balance with the total number of events in each $t\bar{t}$ control region and the purity of fake hadronically decaying taus in the $t\bar{t}$ fake-$\tau_{had}$ control regions.

Finally for the low-mass regions, a cut on $m_{eff}$ is also applied to the $W+$jets control
Figure 6.15: CRT N-1: Distributions of the transverse mass made with the light charged lepton, $m_T(\ell, p_T^{miss})$, for events passing all the low-mass and high-mass top control region selections except that on $m_T(\ell, p_T^{miss})$. Figure 6.15a is the combination of CRTtLM + CRTfLM, while Figure 6.15b is the combination of CRTtHM + CRTfHM. The distributions show how the transverse mass variable is used to separate true hadronically decaying taus from fake hadronically decaying taus. The contributions from all SM backgrounds are shown as a histogram stack; the bands represent the total uncertainty. The distributions expected for the two signal optimisation points are also shown. The distributions include corrections to the $p_T$ of the $\tau_{had}$, which will be discussed in Section 6.5.7. The lines and arrows show the cuts on the plotted variables that are required to separate the CRTtLM selection from the CRTfLM selection as well as the CRTtHM selection from the CRTfHM selection.

region. For the high-mass regions a large amount of total activity in the detector is expected from a heavy scalar top so $m_{eff}$ is required to be larger than 400 GeV (see Figure 6.12). The cut on $m_{eff}$ is used in the low-mass selection for orthogonality. All the low-mass regions are by design “orthogonal” to each other (they do not share events). All the high-mass regions are orthogonal to each other as well. The cuts were selected to guarantee this property. Orthogonality reduces correlations between regions. If regions are allowed to share events then the correlations must be taken into account to avoid incorrectly normalising the backgrounds and artificially creating fake signals or masking real signals. In the low-mass analysis, the main variable that separates the control regions, the validation region, and the signal region from each other is $m_{T2}(b\ell, b\tau_{had})$ while $m_{T2}(\ell, \tau_{had})$ is used to separate these regions in the high-mass analysis (except for the $W$+jets control regions where the number of $b$-tagged jets is used). The signal regions from all three channels are made orthogonal
to each other by use of cuts on the number of selected light charged leptons. The two signal regions in the lepton–hadron channel are made orthogonal to each other by use of the $m_{T2}(b\ell, b\tau_{\text{had}})$ variable. In the lepton–hadron analysis all the low-mass regions are orthogonal to all the high-mass regions. This arises naturally from the cuts on the $m_{T2}(b\ell, b\tau_{\text{had}})$ variable with the exception of CRWLM, which is explicitly made orthogonal to CRWHM by a $m_{\text{eff}} < 400$ GeV cut.

6.5.7 Tau momentum reweighting

The simulation of events is very important in the estimation of the background processes in this analysis but some aspects are difficult to reproduce accurately in a simulation. The hadronic decay of a tau lepton is simulated well but the simulation of a jet that is mis-reconstructed as a hadronically decaying tau may not be done as well because in general it is difficult to make dedicated samples of events with faked objects. To ensure that the fake hadronically decaying tau background is properly estimated, the properties of the fake hadronically decaying taus are validated. It was found that the momentum of the hadronically decaying taus is not well modelled in $W+\text{jets}$ events. This was studied further in a specially designed region with loose cuts that are similar to both the preselection and the $W+\text{jets}$ control region selection cuts. This region requires there to be exactly one tight electron or muon with $p_T > 25$ GeV and no additional tight electrons or muons of $p_T > 10$ GeV. Exactly one hadronically decaying tau is required and it must have the opposite charge to that of the light charged lepton. A cut on the transverse mass is used to prevent multijet events from entering this control sample, $m_{T2}(\ell, p_T^{\text{miss}}) > 40$ GeV. Each event must have at least two jets and the highest-$p_T$ jet must have $p_T > 50$ GeV. Finally the number of $b$-tagged jets must be zero. This selection is referred to as the “$W$-tau loose-selection”.

The number of observed events in data divided by the number of events predicted by simulation (after the subtraction of non-$W$ backgrounds) as a function of $p_T$ is made for both the electron and muon channels independently and the best-fit functions are determined for both channels. The fit to the electron events should be consistent with the fit to the muon events. The fits are performed separately to test that they come out the same and are indeed found to be very similar. A reweighting value is then calculated on an event-by-event basis from the fit function based on the $p_T$ of the $\tau_{\text{had}}$.

The hadronically decaying tau $p_T$ after the $W$-tau loose-selection is shown in
Figure 6.16: Distribution of the transverse momentum of the hadronically decaying tau for events passing the selection requirements of the W-tau loose-selection. The contributions from all SM backgrounds are shown as a histogram stack; the bands represent the total uncertainty. The distributions expected for the two signal optimisation points are also shown. The distribution shows how the $p_T$ of the $\tau_{\text{had}}$ is not well modelled for $W+\text{jets}$ events. This distribution does not include the $\tau_{\text{had}}$ momentum correction.

Figure 6.17: Distribution of the transverse momentum of the hadronically decaying tau for events passing the selection requirements of the W-tau loose-selection after the momentum correction has been applied. The contributions from all SM backgrounds are shown as a histogram stack; the bands represent the total uncertainty. The distributions expected for the two signal optimisation points are also shown. The reweighted distribution agrees with the data.
Table 6.3: Background normalisation parameters derived from the likelihood fits.

<table>
<thead>
<tr>
<th></th>
<th>Low-mass regions</th>
<th>High-mass regions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$tt$ with true $\tau$</td>
<td>$0.71 \pm 0.24$</td>
<td>$1.21 \pm 0.22$</td>
</tr>
<tr>
<td>$t\bar{t}$ with fake $\tau$</td>
<td>$0.98 \pm 0.33$</td>
<td>$1.13 \pm 0.41$</td>
</tr>
<tr>
<td>$W^{+}\text{jets}$</td>
<td>$0.94 \pm 0.04$</td>
<td>$0.61 \pm 0.17$</td>
</tr>
</tbody>
</table>

Figure 6.16. The same distribution, but including the reweighting of the $p_T$ of the $\tau_{\text{had}}$, is shown in Figure 6.17. The hadronically decaying tau $p_T$ is also shown for the CRWLM and CRWHM regions in Figure 6.18 after the hadronically decaying tau $p_T$ reweighting and it is apparent that the reweighted distributions match the data. The reweighting does not preserve the overall number of events in CRWLM and CRWHM. The reweighting of the $\tau_{\text{had}}$ $p_T$ is done for all $W^{+}\text{jets}$ MC events and all plots in this dissertation are made using this reweighting unless specified otherwise.

6.6 Background-only fit results

The overall number of events for each process has to be accurately estimated. The background processes that are expected to contribute only a small number of events to the signal regions are all estimated using Monte Carlo simulations. The dominant backgrounds, however, are estimated by scaling the total numbers of simulated events to the data to correct for mismodelling. The numbers of events from simulation and data are measured in the control regions and then a simultaneous fit, the background-only fit, is performed to calculate the scale factors. This fit assumes that there is no signal in the control regions and that they contain only background events.

The background-only fits are performed independently for the low-mass and high-mass analyses. Each fit produces a scale factor for each of the three dominant processes, and these are shown in Table 6.3. Typically a scale factor of 1 implies that the simulation accurately modelled the associated process in the selected region of phase space. This is not entirely true with the fits in this analysis because the hadronically decaying tau $p_T$ reweighting of the $W^{+}\text{jets}$ events also changes the overall number of $W^{+}\text{jets}$ events.

The fit is performed by maximising the likelihood function where the systematic uncertainties (to be described in Chapter 7) are included as nuisance parameters. The
Figure 6.18: Distributions of the transverse momentum of the hadronically decaying tau for events passing the $W$+jets control region low-mass (Figure 6.18a) and high-mass (Figure 6.18b) selections after the momentum correction has been applied. The contributions from all SM backgrounds are shown as a histogram stack; the bands represent the total uncertainty. The distributions expected for the two signal optimisation points are also shown. The reweighted distributions agree with the data.
Table 6.4: Background fit results for the number of events in the three CRs and the VR in the lepton–hadron channel low-mass selection. Combined statistical and systematic uncertainties are given. The number of observed events and the total (constrained) background are the same by construction in the CRs. Entries marked with a dash indicate a negligible background contribution ($< 0.1$). The nominal expectations from MC simulation before the fit are given for comparison in the lower part of the table.

<table>
<thead>
<tr>
<th>Channel</th>
<th>CRWLM</th>
<th>CRTtLM</th>
<th>CRTfLM</th>
<th>VRLM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observed events</td>
<td>20929</td>
<td>77</td>
<td>198</td>
<td>386</td>
</tr>
<tr>
<td>Total (constrained) bkg events</td>
<td>20929 ± 144.7</td>
<td>77.0 ± 8.8</td>
<td>198.0 ± 14.0</td>
<td>350.6 ± 83.7</td>
</tr>
<tr>
<td>Top-quark events with true taus</td>
<td>782.8 ± 349.6</td>
<td>50.1 ± 16.5</td>
<td>83.3 ± 28.7</td>
<td>129.1 ± 50.0</td>
</tr>
<tr>
<td>Top-quark events with fake taus</td>
<td>1131.7 ± 477.9</td>
<td>24.6 ± 10.1</td>
<td>106.2 ± 35.9</td>
<td>206.4 ± 106.7</td>
</tr>
<tr>
<td>W+jets</td>
<td>15479.8 ± 640.5</td>
<td>1.7 ± 0.5</td>
<td>3.2 ± 2.3</td>
<td>6.7 ± 2.9</td>
</tr>
<tr>
<td>$Z/\gamma^* \rightarrow LL$</td>
<td>3268.1 ± 259.8</td>
<td>0.3 ± 0.2</td>
<td>4.7 ± 1.3</td>
<td>7.6 ± 2.4</td>
</tr>
<tr>
<td>$t\bar{t}V$</td>
<td>3.2</td>
<td>0.3</td>
<td>0.5</td>
<td>0.9</td>
</tr>
<tr>
<td>Diboson</td>
<td>263.5 ± 23.3</td>
<td>-</td>
<td>0.1</td>
<td>-</td>
</tr>
</tbody>
</table>

Expected bkg events before the fit

<table>
<thead>
<tr>
<th>Channel</th>
<th>CRWLM</th>
<th>CRTtLM</th>
<th>CRTfLM</th>
<th>VRLM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top-quark events with true taus</td>
<td>1101.6</td>
<td>70.6</td>
<td>117.2</td>
<td>181.6</td>
</tr>
<tr>
<td>Top-quark events with fake taus</td>
<td>1159.3</td>
<td>25.2</td>
<td>108.7</td>
<td>211.4</td>
</tr>
<tr>
<td>W+jets</td>
<td>16486.0</td>
<td>1.8</td>
<td>3.4</td>
<td>7.1</td>
</tr>
<tr>
<td>$Z/\gamma^* \rightarrow LL$</td>
<td>3268.1</td>
<td>0.3</td>
<td>4.7</td>
<td>7.6</td>
</tr>
<tr>
<td>$t\bar{t}V$</td>
<td>3.2</td>
<td>0.3</td>
<td>0.5</td>
<td>0.9</td>
</tr>
<tr>
<td>Diboson</td>
<td>263.5</td>
<td>-</td>
<td>0.1</td>
<td>-</td>
</tr>
</tbody>
</table>

The likelihood function will be discussed in detail in Chapter 9. The numbers of observed events in the control regions constrain the fit. The likelihood function is composed of Poisson probability density functions for the event counts and Gaussian probability density functions for the systematic uncertainties. The Histfitter framework [144] is used to implement the fit and perform the statistical analyses of the results (see Chapter 8).

6.7 Validation

Tables 6.4 and 6.5 show the total expected and observed numbers of events in the lepton–hadron control and validation regions as well as a breakdown of the number of
Table 6.5: Background fit results for the number of events in the three CRs and the VR in the lepton–hadron channel high-mass selection. Combined statistical and systematic uncertainties are given. The number of observed events and the total (constrained) background are the same by construction in the CRs. Entries marked with a dash indicate a negligible background contribution (< 0.1). The nominal expectations from MC simulation before the fit are given for comparison in the lower part of the table.

<table>
<thead>
<tr>
<th>Channel</th>
<th>CRWHM</th>
<th>CRTtHM</th>
<th>CRTfHM</th>
<th>VRHM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observed events</td>
<td>101</td>
<td>39</td>
<td>45</td>
<td>17</td>
</tr>
<tr>
<td>Total (constrained) bkg events</td>
<td>101.0 ± 10.0</td>
<td>39.1 ± 6.2</td>
<td>45.0 ± 6.7</td>
<td>22.0 ± 5.0</td>
</tr>
<tr>
<td>Top-quark events with true taus</td>
<td>12.4 ± 3.5</td>
<td>36.1 ± 6.5</td>
<td>16.4 ± 3.7</td>
<td>8.8 ± 6.6</td>
</tr>
<tr>
<td>Top-quark events with fake taus</td>
<td>24.5 ± 10.5</td>
<td>1.9 ± 0.8</td>
<td>24.3 ± 8.7</td>
<td>10.47 ± 5.8</td>
</tr>
<tr>
<td>W+jets</td>
<td>56.3 ± 15.3</td>
<td>0.1±0.2</td>
<td>3.5 ± 2.5</td>
<td>1.9 ± 1.1</td>
</tr>
<tr>
<td>Z/γ* → LL</td>
<td>1.0 ± 1.0</td>
<td>-</td>
<td>-</td>
<td>0.5 ± 0.1</td>
</tr>
<tr>
<td>t̅tV</td>
<td>0.3 ± 0.1</td>
<td>0.5 ± 0.2</td>
<td>0.4 ± 0.1</td>
<td>0.3 ± 0.1</td>
</tr>
<tr>
<td>Diboson</td>
<td>6.5 ± 0.4</td>
<td>0.5</td>
<td>0.4</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Expected bkg events before the fit

<table>
<thead>
<tr>
<th></th>
<th>CRWHM</th>
<th>CRTtHM</th>
<th>CRTfHM</th>
<th>VRHM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observed events</td>
<td>131.7</td>
<td>32.8</td>
<td>41.6</td>
<td>20.5</td>
</tr>
<tr>
<td>Top-quark events with true taus</td>
<td>10.2</td>
<td>29.9</td>
<td>13.6</td>
<td>7.3</td>
</tr>
<tr>
<td>Top-quark events with fake taus</td>
<td>21.6</td>
<td>1.7</td>
<td>21.4</td>
<td>9.3</td>
</tr>
<tr>
<td>W+jets</td>
<td>92.1</td>
<td>0.2</td>
<td>5.8</td>
<td>3.2</td>
</tr>
<tr>
<td>Z/γ* → LL</td>
<td>1.0</td>
<td>-</td>
<td>-</td>
<td>0.5</td>
</tr>
<tr>
<td>t̅tV</td>
<td>0.3</td>
<td>0.5</td>
<td>0.4</td>
<td>0.3</td>
</tr>
<tr>
<td>Diboson</td>
<td>6.5</td>
<td>0.5</td>
<td>0.4</td>
<td>0.1</td>
</tr>
</tbody>
</table>
expected events from each background process both before and after the background-only fit. Figures 6.19 and 6.20 show the N-1 distributions of $m_{T2}(b\ell, b\tau_{\text{had}})$ and $m_{T2}(\ell, \tau_{\text{had}})$ for the low-mass and high-mass validation regions respectively. The numbers of events in the validation regions are in good agreement with the Standard Model expectations. The observed number of events in the low-mass validation region is 386 ($351 \pm 84$ expected), while the number of observed events in the high-mass validation region is 17 ($22 \pm 5$ expected). The uncertainties quoted include both the statistical uncertainties and systematic uncertainties (see Chapter 7). The observed and expected numbers of events in the control regions are the same by design through the use of the background-only fit. Since the observed numbers of events and distribution shapes in the control regions and validation regions are consistent with the Standard Model expectations, there is confidence in the estimations of the backgrounds in the signal regions.

### 6.8 Same-sign method

The method used to estimate the large $t\bar{t}$ with fake hadronically decaying taus background in the signal region (see Sections 6.5.6 and 6.5.7) was determined to be the best of two methods considered. In the method described in the previous sections, the dominant backgrounds are estimated using Monte Carlo simulations but their overall scale is corrected to match data using scale factors determined in fits performed in control regions. As part of this method, the top-quark background is broken up into real and fake hadronically decaying taus and both are separately fitted to the data. The properties of the fake hadronically decaying taus are validated and also corrected to match the data if necessary (i.e. hadronically decaying tau $p_T$ - see Section 6.5.7).

In an alternative method, the same-sign method, a similar set of cuts is defined but the light charged lepton is required to have an electric charge with the same sign as the hadronically decaying tau. The cross-section for processes like this is extremely small in the Standard Model and so it can be assumed that the vast majority of events measured in this way are due to another object (e.g. a jet) being incorrectly identified as a hadronically decaying tau candidate. A scale factor from a loose selection on data is used to extrapolate the number of opposite-sign charged leptons in the final state from the number of same-sign leptons in the final state. Too few same-sign events are observed in data for the SRHM selection to be able to make a meaningful background prediction for SRHM. The method could, however, have been used for
Figure 6.19: VRLM N-1: Distribution of $m_{T2}(b\ell, b\tau_{had})$ after the VRLM selection except for the cut on $m_{T2}(b\ell, b\tau_{had})$. This validation region differs from SRLM by the inversion of the $H_T/m_{\text{eff}}$ cut ($H_T/m_{\text{eff}} < 0.5$) and a cut of $60 < m_{T2}(b\ell, b\tau_{had}) < 110$ GeV. The contributions from all SM backgrounds are shown as a histogram stack; the bands represent the total uncertainty. The distributions expected for the two signal optimisation points are also shown. The lines and arrows show the cuts on the plotted variable that are required for the VRLM selection.
Figure 6.20: VRHM N-1: Distribution of $m_{T2}(\ell, \tau_{\text{had}})$ after the VRHM selection except for the cut on $m_{T2}(\ell, \tau_{\text{had}})$. This validation region differs from SRHM by the inversion of the $E_T^{\text{miss}}$ cut ($E_T^{\text{miss}} < 150$ GeV) and a looser cut of $m_{T2}(\ell, \tau_{\text{had}}) > 80$ GeV. The contributions from all SM backgrounds are shown as a histogram stack; the bands represent the total uncertainty. The distributions expected for the two signal optimisation points are also shown. The line and arrow show the cut on the plotted variable that is required for the VRHM selection.
the SRLM background estimation. The nominal method and the same-sign method for estimating the fake hadronically decaying tau background give consistent results.

6.9 Lepton-lepton and Hadron-hadron channels

The lepton–lepton and the hadron–hadron analyses probe complementary regions of the stop-stau mass plane. The lepton–lepton channel is composed of several signal regions that are made orthogonal to each other by use of the number of jets, the $p_T$ of the jets, and $m_{T2}(\ell, \ell)$. The hadron–hadron channel has just one signal region (SRHH) and is optimised for scalar tau masses as small as the LEP limit. It also uses the $m_{T2}(\tau_{\text{had}}, \tau_{\text{had}})$ variable in a similar way to how the lepton–hadron SRHM analysis uses $m_{T2}(\ell, \tau_{\text{had}})$. In general, the analyses use similar variables (e.g. $m_{T2}$ and $E_\text{miss}^T$) to separate the dominant background processes from the signal. The hadron–hadron channel uses the tight working point for the $\tau_{\text{had}}$ identification, which differs from the “medium” working point used by the lepton–hadron channel (see Section 4.2.5). Like the SRHM selection, the SRHH selection requires at least two jets where at least one must be $b$-tagged. The hadron–hadron analysis and the lepton–lepton analysis were performed by fellow collaborators in the ATLAS Supersymmetry group and so the full details of these searches are beyond the scope of this dissertation. The lepton–lepton analysis is a re-interpretation [132] of an earlier search for direct pair production of scalar tops [133] and the hadron–hadron analysis is described in Reference [57].
Chapter 7

Systematic Uncertainties

The systematic uncertainties in this analysis are categorised as either experimental or theoretical. There are two main ways that particle physicists calculate systematic uncertainties. The first is to vary a quantity measured in an event by a known uncertainty. The effect on the analysis is determined by re-running the analysis programs with the positive and/or negative variation to the measured quantity to determine how the number of events in each of the regions changes. This method is typically used for the experimental uncertainties, for example the energy of the jets. Each variation may be applied directly (e.g. changing a jet energy $E$ to $E \pm \Delta E$ or may be applied by changing an event-level scale factor (e.g. the $b$-tagging efficiencies). The variations are chosen to be one standard deviation in size assuming a Gaussian distribution. This method will be referred to as the quantity-variation method. The second method is to run one or two different simulated samples through the analysis to see how the results in the different regions differ from those obtained using the nominal sample. This method is typically used for estimating the systematic uncertainties relating to the physics theory, for example the choice of the MC generators. There are many ways in which simulations can differ from one another. They may involve different physics assumptions and approximations, different cut-off values for when certain processes and functions are executed, different methodologies, and different focuses and thus strengths and weaknesses. The difference between the event counts when running two different simulations is treated as a one standard deviation systematic uncertainty. This method will be referred to as the sample-variation method. All the experimental and theoretical uncertainties are propagated through the analysis selections to see how many events are added or removed from the signal regions. Finally, the effects of the individual uncertainties are combined to give a total uncertainty on the Standard
Many of the larger experimental uncertainties are related to the measurement of the energy or momentum of an object. For a particular object, both the energy (or momentum) scale and the energy (or momentum) resolution have associated uncertainties. The energy scale and resolution are measured for jets, electrons, and hadronically decaying taus, and the momentum scale and resolution are measured for muons. The energy (or momentum) scale ensures that the energy (or momentum) distribution is correctly centred on the true value. An example of this is the jet energy scale (JES), which was introduced in Section 4.2.2. The energy (or momentum) resolution is the relative width of the distribution of the measurement of an object’s energy (or momentum). The energy resolution is calculated as $\sigma(E)/E$ and the momentum resolution calculated as $\sigma(p_T)/p_T$.

### 7.1 Individual uncertainties

The experimental systematic uncertainties considered include those calculated for the following:

- **Jets**: Jet reconstruction (see Section 4.2.2) requires cell weighting for the calorimeter response to hadrons as well as a calibration of the jet energy scale. The energy of a jet is also sensitive to pile-up as a function of the pile-up conditions and the jet area. The systematic uncertainties on the jet energy scale (JES) and the jet energy resolution (JER) are both significant. The jet energy scale uncertainty has a magnitude that depends on the event sample but typically amounts to $0.5 - 3\%$ [88] (see Section 7.2.2). The jet energy resolution and its uncertainty vary with energy. The jet energy resolution improves from roughly 30% for $p_T = 20$ GeV jets to better than 10% for $p_T = 100$ GeV jets, where 20 GeV is the lowest allowed jet $p_T$ from the analysis preselections and 100 GeV is a typical value for the transverse momentum of the highest-$p_T$ jet for the optimisation point $(m_{\tilde{t}_1}, m_{\tilde{\tau}_1}) = (391, 148)$ GeV. The jet energy resolution uncertainty is around 1% for jets of more than 100 GeV and less than 3% at 20 GeV [147]. The resolution uncertainty is relative to the fractional resolution, $\sigma(E)/E$, so for a $p_T = 100$ GeV jet, the jet energy resolution uncertainty, using the numbers above, is roughly $100$ GeV $\times (10\% \times 1\%) \sim 0.1$ GeV. The effects of all these uncertainties on the expected number of Standard Model background
events are measured using the quantity-variation method.

- **b-tagged jets**: A systematic uncertainty is also used for the $b$-tagging efficiency. This uncertainty is associated with the scale factors used to make the $b$-tagging efficiency in simulation match that in data. The efficiencies are measured using $t\bar{t}$ events. Top theory uncertainties, the jet energy uncertainties, and additional smaller uncertainties are propagated through the $b$-tagging efficiency analysis resulting in different scale factors (see Section 5.2.1). These different scale factors are used to implement the variations in the efficiency. In this analysis, the scale factors have a total uncertainty of $\sim 2\%$ for jets with $p_T$ around 100 GeV [90]. The effects of all these uncertainties on the expected number of Standard Model background events are measured using the quantity-variation method.

- **Hadronically decaying taus**: A hadronically decaying tau has a complex final state that can include several charged hadrons, neutral hadrons, and neutrinos. These final states can also be mimicked by electrons and jets. The only systematic uncertainty related to the reconstruction of a $\tau_{\text{had}}$ (see Section 4.2.5) explicitly considered in this analysis is the tau energy scale [96]. See Section 7.2.4 for more details. The total tau energy scale uncertainty for $E_T > 20$ GeV and $|\eta| < 2.5$ is between 2% and 3% for a $\tau_{\text{had}}$ with one track and between 2% and 4% for a $\tau_{\text{had}}$ with more tracks, depending on $E_T$ and $|\eta|$ [96]. The visible $\tau_{\text{had}}$ momentum resolution is about 20% for low-momentum (20 GeV) hadronically decaying taus and improves to about 5% as the momentum increases [96]. The resolution uncertainties were determined to be small by the ATLAS Tau Working Group and so the tau energy resolution uncertainties are not included in this analysis. The tau energy resolution uncertainties are generally smaller than the other uncertainties in this analysis.

- **Electrons and muons**: The systematic uncertainties related to the identification and reconstruction of electrons and muons (see Sections 4.2.3 and 4.2.4) are negligible in comparison to the other systematic uncertainties in this analysis. See Section 7.2.2 for more details.

  The electron energy scale uncertainty is smallest at $E_T \sim 40$ GeV and $|\eta| < 1.37$ at 0.04% [92]. The electron energy scale uncertainty is smaller than 1% for a wide range of energies and $\eta$. The electron energy resolution is better than approximately 2.5% for electrons with $|\eta| \sim 0.2$ [92] and $E_T \gtrsim 25$ GeV. The
resolution improves to approximately 1% for electrons of $E_T \sim 200$ GeV for $|\eta| \sim 0.2$. The relative uncertainty on the electron energy resolution reaches a minimum of about 10% around $E_T \sim 40$ GeV and increases to around 25% at $E_T \sim 200$ GeV [92].

The muon momentum scale uncertainties are known to better than approximately 0.2% over the full pseudorapidity range of the detector [95]. The momentum resolution ranges from 1.7% for muons with small $|\eta|$ and for $p_T \sim 10$ GeV, to 4% at large rapidity and $p_T \sim 100$ GeV. The muon momentum resolution uncertainty is roughly 6% for muons with $p_T \sim 100$ GeV and $|\eta| < 1.05$ (see top left plot of Figure 17 in Reference [148]).

- Missing transverse energy: The missing transverse energy is calculated using the reconstructed jets and charged leptons in the event (see Section 4.2.6) and so their systematic uncertainties propagate into the $E_T^{\text{miss}}$ calculation. The isolated tracks from pile-up and the isolated topoclusters corresponding to energy deposits created by pile-up and noise are also included in the missing transverse energy calculation [100]. The uncertainties related to the measurement of these isolated particles from pile-up are propagated into the missing transverse energy measurement as a systematic uncertainty. The total estimated uncertainty on the component of the missing transverse energy from these pile-up particles (not on the full $E_T^{\text{miss}}$) is about 2.6% [100]. In the 2010 data set where the LHC was running at a centre of mass energy of 7 TeV [100], the missing energy from just the isolated topoclusters reached a peak value for the year of less than 10 GeV. The effects of all these uncertainties on the expected number of Standard Model background events are measured using the quantity-variation method.

- Luminosity: The luminosity delivered by the LHC is determined using measurements of the amount of charge in each beam, the cross-sectional shapes of the beams, and the amount of overlap of the particle beams. All of these quantities have systematic uncertainties associated to them that are propagated into the total systematic uncertainty on the integrated luminosity. The systematic uncertainty on the luminosity delivered by the LHC is 2.8% using techniques similar to those defined in Reference [149]. One of the primary luminosity measurement procedures is the Van der Meer scan, where the two beams are separately shifted along the $x$-axis and along the $y$-axis to measure the profile of the beams. The effects of all these uncertainties on the expected number of Standard Model
background events are measured using the quantity-variation method.

- Pile-up: The simulated pile-up only matches the pile-up in data after reweighting events based on the number of inelastic proton–proton collisions and then scaling the numbers of events based on the number of primary vertices, as discussed in Sections 5.1 and 5.2.1. Luminosity uncertainties, detector acceptance uncertainties, and other uncertainties were propagated through the pile-up scaling studies to determine that there is a total uncertainty of $\sim \pm 4\%$ on the pile-up scaling. The effect of these uncertainties on the expected number of Standard Model background events is measured using the quantity-variation method.

- Hadronically decaying tau momentum reweighting: The momenta of the hadronically decaying taus in $W$+jets events are reweighted as discussed in Section 6.5.7. The reweighting scale factor is a function of the momentum of the hadronically decaying tau. The associated event weights should be independent of the light charged lepton being an electron or a muon, but nevertheless separate fits were performed for the electron and muon events. A systematic uncertainty is introduced to cover the difference between the two by calculating a third fit, which uses both the electron and muon events. There is a maximum deviation of $\sim 30\%$ between the scale factors from the individual fits and the scale factor from the combined fit, which occurs when the scale factors are small. The size of the effect of the hadronically decaying tau reweighting systematic uncertainty on the analysis is determined by determining the number of events in the signal regions when using only the third fit and comparing this to the number of events in the signal regions when using the two separate electron and muon fits. The effects of all these uncertainties on the expected number of Standard Model background events are measured using the quantity-variation method.

The theory systematic uncertainties considered include those on the following:

- Top events: The dominant $t\bar{t}$ systematic uncertainties are related to the choice of generator, the choice of the parton showering tool, and the amount of initial state and final state radiation. The tools used to estimate the theory systematic uncertainties are summarised in Table 5.2. The nominal generator and parton showering tool for $t\bar{t}$ are **POWHEG-BOX** + **PYTHIA** as shown in Table 5.1. The generator systematic uncertainty is measured by comparing the predictions of
POWHEG-BOX to the predictions of MC@NLO-4.06. The parton showering systematic is estimated by comparing the nominal results from POWHEG-BOX + PYTHIA with the results when POWHEG-BOX is interfaced to Jimmy + HERWIG. The parton showering is done by HERWIG while Jimmy is used for the additional parton interactions. The systematic uncertainty related to the initial-state and final-state radiation is estimated by ACERMC-3.8 run with different tunings. More details about the ATLAS modelling of top-quark events is given in Reference [150].

Single top events and $t\bar{t}$ events are simulated separately but there is no uniquely defined way to separate single top events in the $Wtb$ channel from $t\bar{t}$ events, as the two have the same final state. A systematic uncertainty is assigned to cover how different methods define the separation [151, 152]. This affects the analysis because the $t\bar{t}$ simulated samples are separate from the $W+$jets simulated samples. When changing how the separation is defined, only one sample is affected and the overall number of events entering the selection regions changes.

The effects of all these uncertainties on the expected number of Standard Model background events are measured using the sample-variation method.

- $W+$jets events: The simulation of the parton showering in $W+$jets has associated systematic uncertainties. Unlike the procedure used for the $t\bar{t}$ parton showering uncertainty, the $W+$jets parton showering variations are introduced without changing the parton showering tool (see Table 5.1). It was not feasible to run the large $W+$jets sample with a different parton showering tool. Instead, the nominal sample events were reweighted based on the number of truth jets. The scale factors used to perform the reweighting were derived by and for the analysis described in References [153, 154]. Separate $W+$jets samples were generated using ALPGEN, one nominal sample and two systematic samples where parton showering scale variations were introduced. The reweighting scale factors are derived from the ALPGEN samples.

There is also a systematic uncertainty related to the relative production cross-sections of $W+$jets events that also contain $b$-jets [155]. The relative uncertainties on the number of $Wbb+$jets events were calculated by introducing variations in the generator parameters.

The effects of all these uncertainties on the expected number of Standard Model background events are measured using the sample-variation method.
Cross-sections and normalisations: The production cross-sections of the various processes are calculated at finite orders in $\alpha_{EW}$ and $\alpha_S$ (see Table 5.1). For the dominant background process ($t\bar{t}$) the theoretical uncertainty on the production cross-section due to higher order corrections that haven’t been calculated is about 3% [111]. The signal samples have systematic uncertainties on the production cross-sections that vary between 14% and 16% for scalar top masses between 150 and 560 GeV.

The dominant backgrounds are normalised to data in a combined fit. The normalisation scale factors each carry an uncertainty derived from the fit.

The effects of all these uncertainties on the expected number of Standard Model background events are measured using the quantity-variation method.

### 7.2 Uncertainties comparison

The total estimated backgrounds in the signal regions along with their associated statistical and systematic uncertainties are shown in Table 7.1. Many of the systematic uncertainties have been grouped together either because they are small or because they are strongly correlated with one another. The individual uncertainties are compared later in this section.

The size of the systematic uncertainties can be different in each channel and signal region. For example the total overall effect from the systematic uncertainties related to the hadronically decaying taus is different in the three channels because the total number of hadronically decaying taus is different in each channel and the $\tau_{\text{had}}$ working points are different too (see Section 6.9). This is discussed more in Section 7.2.4. The systematic uncertainties in the lepton–lepton channel will not be presented because the lepton–lepton channel is a re-interpretation of a previous analysis.

#### 7.2.1 Introductory overview of the uncertainties

Two of the dominant systematic uncertainties in the lepton–hadron channel are the top-quark theory uncertainties and the uncertainties on the normalisation of the true-$\tau_{\text{had}}$ and fake-$\tau_{\text{had}}$ top-quark backgrounds. The jet energy scale and resolution, and the tau energy scale are the dominant detector-related systematic uncertainties for the lepton–hadron channel.
Table 7.1: Summary of background estimates and the associated total uncertainties. The size of each systematic uncertainty is quoted as a relative uncertainty on the total background. A dash indicates a negligible contribution to the uncertainty ($< 1\%$). The individual uncertainties can be correlated, and thus do not necessarily sum in quadrature to the total relative uncertainty. See Reference [133] for a breakdown of the uncertainties in the lepton–lepton channel.

<table>
<thead>
<tr>
<th>Uncertainty Breakdown [%]:</th>
<th>SRHH</th>
<th>SRLM</th>
<th>SRHM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Background events</td>
<td>3.1 ± 1.2</td>
<td>22.1 ± 4.7</td>
<td>2.1 ± 1.5</td>
</tr>
<tr>
<td>Jet energy scale and resolution</td>
<td>17</td>
<td>13</td>
<td>2</td>
</tr>
<tr>
<td>Tau energy scale</td>
<td>9</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>Isolated topocluster energy scale and resolution</td>
<td>1</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>$b$-tagging</td>
<td>2</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>Top-quark theory uncertainty</td>
<td>37</td>
<td>11</td>
<td>64</td>
</tr>
<tr>
<td>$W+$ jets theory and normalisation</td>
<td>-</td>
<td>1</td>
<td>19</td>
</tr>
<tr>
<td>Simulation statistics</td>
<td>20</td>
<td>6</td>
<td>21</td>
</tr>
<tr>
<td>Top normalisation</td>
<td>18</td>
<td>6</td>
<td>20</td>
</tr>
</tbody>
</table>

7.2.2 Jet, electron, and muon energy and momentum uncertainties

Energy and momentum resolutions

The energies of jets are measured in a fundamentally different way from the momenta of muons. The calorimeters measure the amount of deposited energy and so the higher the energy of the jet, the higher the energy deposited. As a result, the energy resolution of jets improves as the energy of the jet increases. Measurements of the momenta of muons rely on measurements of the curvature of their associated tracks. The amount of curvature of a track decreases as the momentum of the muon increases. In this analysis the muons have small momenta and so they have relatively small momentum resolutions. The jets in this analysis have small energies and so they have relatively large energy resolutions. The momentum resolution of the muons in this analysis should typically be better than the energy resolutions of the jets.

The energies of electrons are measured with the calorimeters and so the electron energy resolution decreases as the energy of the electron increases. The energy resolution of electrons is better than the energy resolution of jets because the electrons do not have nuclear interactions that complicate the energy measurements. Overall,
the electrons in this analysis should typically have smaller energy resolutions than the jets in this analysis.

**Energy and momentum uncertainties comparison**

In general the energy measurement of hadronic objects has larger uncertainties than the energy measurement of electrons and the momentum measurement of muons largely because jets lose energy through nuclear reactions while the light charged leptons do not. The energy and momentum uncertainties of the light charged leptons are actually folded into the energy uncertainties of the jets because some of the jet calibrations are based on events where they recoil against electrons or muons (e.g. $Z \rightarrow \ell\ell + \text{jets}$). This is done in part because the $Z$ boson has a very well known mass and a narrow resonance width.

The momentum and energy scale and resolution uncertainties are typically smaller for electrons and muons than for jets. In this analysis, the electron and muon energy and momentum scale and resolution uncertainties are small enough (< 1%) that their effects on the signal region counts were not worth including in Table 7.1. The energy scale and resolution uncertainties of the jets are relatively large compared to those of the charged leptons. Since the selections require at least two jets, the jet energy scale and resolution uncertainties from the individual jets can compound to create a larger uncertainty on the analysis selections, but this is not always the case. Compared to the other detector related uncertainties affecting the low-mass analysis, the jet energy resolution and scale uncertainties produce a relatively large uncertainty on the number of events entering SRLM. In SRHM, however, these jet uncertainties ended up producing a small uncertainty on the total event count because the numbers of events added and removed from SRHM largely cancel each other out.

### 7.2.3 $b$-tagging

The $b$-tagging uncertainty variations are applied by changing the $b$-tagging efficiency scale factors. The $b$-tagging efficiency scale factors are event-level weights to correct the $b$-tagging efficiencies in Monte Carlo to match the data, as discussed in Section 7.1. Each $b$-tagged jet has its own efficiency scale factor so the larger the number of $b$-tagged jets, the larger the number of event-level weights that get multiplied together. With everything else being equal, it then follows that the more $b$-tagged jets in an event, the larger the systematic uncertainty from $b$-tagging in the event.
The SRLM selection requires a minimum of two $b$-tagged jets but the SRHM selection and the hadron–hadron selection require only a minimum of one $b$-tagged jet. As a result, the $b$-tagging systematic uncertainty has a larger effect on the number of events passing the SRLM selection than it does on the number of events passing the SRHM selection.

7.2.4 Hadronically decaying taus

The size of the effect of the tau energy scale systematic uncertainty on a signal region is partly dependent on the number of hadronically decaying taus in the selection. The hadron–hadron selection requires two hadronically decaying taus compared to the single $\tau_{\text{had}}$ in the lepton–hadron selection and so the effect of the tau energy scale uncertainty on the number of events expected in a signal region should be larger for the hadron–hadron selection if everything else were equal. The size of the hadronically decaying tau energy uncertainties in the different signal regions is partly complicated by the $\tau_{\text{had}}$ identification working point. The hadron–hadron channel uses the tight working point whereas the lepton–hadron selections use the medium working point.

Reconstructed hadronically decaying taus are seeded from jet candidates as both are composed of hadron(s). As a result, an individual $\tau_{\text{had}}$ in this analysis could be expected to have an energy scale uncertainty similar in size to that of a jet but worse than that of an electron or muon. Of course, the energy of a $\tau_{\text{had}}$ is calibrated separately from the energy of a jet so the two should not be identical. The energy resolution uncertainty of hadronically decaying taus was found to be small and is not included.

7.2.5 Isolated particles for the missing energy calculation

The isolated topoclusters and tracks from pile-up are from relatively low-energy particles. A single low-energy particle should not have much of an effect on the missing energy calculation but an event can have many low-energy particles that can occasionally align to have a sizable effect. The isolated topoclusters have relatively large energy uncertainties and so in this analysis a small but potentially non-negligible systematic variation may be expected.
7.2.6 Top-quark and $W$+jets theory

The largest theory uncertainties are those relating to the simulation of the top-quark events. The $t\bar{t}$ background is the largest background by nearly an order of magnitude and so its uncertainties have a larger effect on the signal region background estimate than the sub-dominant $W$+jets theory uncertainties.

The top theory uncertainties are among the largest systematic uncertainties because of the large number of different event properties that are affected. Changes to the parton showering, and the initial state and final state radiation affect the properties of jets, the properties of hadronically decaying taus, and the number of jets simulated per event. All of this can affect the missing transverse energy measurement and the derived variables e.g. $m_{T2}(b\ell, b\tau_{\text{had}})$.

The SRLM selection was designed to target scalar top masses that are similar to or smaller than the top quark mass. It also targets scalar tau masses that are only a little larger than the $W$ boson mass. As such, the low-mass lepton–hadron analysis focuses on a region of the stop-stau mass plane that kinematically is a lot more similar to the dominant $t\bar{t}$ background compared to the very heavy scalar top and scalar tau masses that SRHM targets. The $t\bar{t}$ generators are designed to accurately simulate events in the region of phase space around the top quark mass scale and so the simulated $t\bar{t}$ events entering SRLM are more likely to be better simulated than those entering SRHM. As such, changing $t\bar{t}$ generators should have a larger effect on the high-mass analysis than the low-mass analysis. Since the hadron–hadron channel is designed to be sensitive to lower scalar tau masses, the size of the effects of changing the $t\bar{t}$ generators on SRHH should be between that of the low-mass and high-mass lepton–hadron analyses.

7.2.7 Background-only fits

The uncertainties on the background-only fits are connected to the statistical uncertainties on the numbers of events in the analysis regions. The SRLM selection has a smaller top background normalisation uncertainty than the SRHM selection partly because the low-mass control regions contain a much larger number of observed events than the high-mass control regions. The larger the number of observed events in a control region, the smaller the uncertainty on the normalisation parameter. The $W$+jets background normalisation uncertainties should be smaller than the top background normalisation uncertainties because the number of observed events in the $W$+jets
control regions is larger than the number of observed events in the top control regions. The $W$+jets normalisation uncertainties in this analysis are very small and so were combined with the $W$+jets theory uncertainties in Table 7.1. The purity of the control regions can also affect the normalisation uncertainties. The $b$-tagged jet vetos help to give the $W$+jets control regions relatively good purity. The top control regions do not always separate true from fake hadronically decaying taus very well and so the top background normalisation uncertainties are larger than the $W$+jets background normalisation uncertainties.
Chapter 8

Results

In this chapter the results from unblinding the lepton–hadron signal regions will be presented. The results from the lepton–lepton and hadron–hadron analyses will also be discussed. In all of the plots and tables the hadronically decaying tau $p_T$ reweightings and scale factors from the background-only fits (see Section 6.3 and Chapter 9) have been applied unless specified otherwise.

8.1 Lepton-hadron channel

The numbers of expected and observed events in the various lepton–hadron low-mass and high-mass regions are summarised in Figures 8.1 and 8.2 respectively. The expected and observed numbers of events in the two lepton–hadron signal regions are given in Table 8.1 along with a breakdown of the expected numbers of events from the various background processes both before and after the background-only fit. In the low-mass signal region the observed number of events is 20 while the Standard Model expectation is $22 \pm 4.7$. In the high-mass signal region the observed number of events is 3 while the Standard Model expectation is $2.1 \pm 1.5$. The uncertainties quoted include both the statistical uncertainties and systematic uncertainties. Good agreement is seen between the observed and expected number of events in both the low-mass and high-mass signal regions; the observed number of events lies within the uncertainty ranges quoted for the expected background.

In this chapter, all the figures for the lepton–hadron analysis have the two optimisation points overlayed: the pink curve corresponds to the SRHM optimisation point and the orange curve corresponds to the SRLM optimisation point. Figure 8.3 shows
Figure 8.1: Background yields and composition after applying the background-only fit scale factors to the three CRs, the VR, and the SR in the lepton–hadron channel low-mass selection. Combined statistical and systematic uncertainties are shown as shaded bands. The observed number of events and the total (constrained) background are the same by construction in the CRs.

Figure 8.2: Background yields and composition after applying the background-only fit scale factors to the three CRs, the VR, and the SR in the lepton–hadron channel high-mass selection. Combined statistical and systematic uncertainties are shown as shaded bands. The observed number of events and the total (constrained) background are the same by construction in the CRs.
Table 8.1: Observed number of events and background fit results for the hadron–hadron SR and the two lepton–hadron SRs. Combined statistical and systematic uncertainties are given. The uncertainties can be correlated between the different background components so they do not necessarily sum to the total background uncertainty. A dash indicates a negligible background contribution, typically where no simulated events in the available samples pass the selection cuts. The nominal expectations from MC simulation are given for comparison in the lower part of the table.

<table>
<thead>
<tr>
<th>Channel</th>
<th>SRHH</th>
<th>SRLM</th>
<th>SRHM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observed events</td>
<td>3</td>
<td>20</td>
<td>3</td>
</tr>
<tr>
<td>Total (constrained)</td>
<td>3.1 ± 1.2</td>
<td>22.1 ± 4.7</td>
<td>2.1 ± 1.5</td>
</tr>
<tr>
<td>background events</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Top with only true tau(s)</td>
<td>2.0 ± 1.1</td>
<td>8.2 ± 3.9</td>
<td>0.2⁺⁰.³⁻₀.₂</td>
</tr>
<tr>
<td>Top with at least one fake tau</td>
<td>0.9 ± 0.5</td>
<td>9.8 ± 4.5</td>
<td>1.2⁺¹⁻¹.₂</td>
</tr>
<tr>
<td>W+jets</td>
<td>0.01⁺⁰.₀²⁻₀.₀₁</td>
<td>2.2 ± 0.6</td>
<td>0.4 ± 0.4</td>
</tr>
<tr>
<td>Z/γ⁺+jets</td>
<td>0.04⁺₀.₁⁻₀.₀⁴</td>
<td>1.9 ± 1.1</td>
<td>–</td>
</tr>
<tr>
<td>t⁻⁻ t⁺ V</td>
<td>0.04 ± 0.02</td>
<td>–</td>
<td>0.3 ± 0.1</td>
</tr>
<tr>
<td>Diboson</td>
<td>0.14 ± 0.02</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Expected background</td>
<td>3.7</td>
<td>25.8</td>
<td>2.2</td>
</tr>
<tr>
<td>events before the fit</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Top with only true tau(s)</td>
<td>2.0</td>
<td>11.5</td>
<td>0.18</td>
</tr>
<tr>
<td>Top with at least one fake tau</td>
<td>1.4</td>
<td>10.1</td>
<td>1.1</td>
</tr>
<tr>
<td>W+jets</td>
<td>0.01</td>
<td>2.4</td>
<td>0.65</td>
</tr>
<tr>
<td>Z/γ⁺+jets</td>
<td>0.04</td>
<td>1.9</td>
<td>–</td>
</tr>
<tr>
<td>t⁻⁻ t⁺ V</td>
<td>0.04</td>
<td>–</td>
<td>0.27</td>
</tr>
<tr>
<td>Diboson</td>
<td>0.14</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>
Figure 8.3: SRHM N-1: Distribution of $m_{T2}(\ell, \tau_{\text{had}})$ for events passing all the lepton–hadron HM signal region requirements, except that on $m_{T2}(\ell, \tau_{\text{had}})$. The contributions from all SM backgrounds are shown as a histogram stack; the bands represent the total uncertainty. The background yields have been rescaled by the post-fit normalisation factors. The distributions expected for two signal models are also shown. The line and arrow show the cut on the plotted variable that is required for the SRHM selection. This figure was taken from Reference [57].

Figure 8.4: SRHM N-1: Distribution of $m_{\text{eff}}$ for events passing all the lepton–hadron HM signal region requirements, except that on $m_{\text{eff}}$. The contributions from all SM backgrounds are shown as a histogram stack; the bands represent the total uncertainty. The background yields have been rescaled by the post-fit normalisation factors. The distributions expected for two signal models are also shown. The line and arrow show the cut on the plotted variable that is required for the SRHM selection.
the N-1 distribution for $m_{T2}(\ell, \tau_{\text{had}})$ for the events entering the high-mass signal region. Figures 8.4 and 8.5 show N-1 distributions for $m_{\text{eff}}$ and $E_{T}^{\text{miss}}$ respectively for events entering SRHM. Good agreement is seen between the observed data and the Standard Model expectations in all the SRHM N-1 plots.

Figures 8.6 and 8.7 show N-1 distributions for $H_T/m_{\text{eff}}$ and $(p_T^\ell + p_T^{\tau_{\text{had}}})/m_{\text{eff}}$ for the events entering the low-mass signal region. Figure 8.8 shows an N-1 distribution for $m_{T2}(b\ell, b\tau_{\text{had}})$ for events entering SRLM. There is good agreement between the observed data and the Standard Model expectations in nearly all the SRLM N-1 plots.

There are however, a couple of variable distributions at the preselection level and at the signal region N-1 level where there are deviations to note. In Figure 6.12, the deviation of the data from the Standard Model expectations in the region of $100 < m_{\text{eff}} < 200$ GeV is known to be the result of mismodelling of events containing fake hadronically decaying taus. The overall number of events expected from the Standard Model in SRLM is the same as when using the same-sign method (see Section 6.8) to model events containing a fake hadronically decaying tau. The mismodelling of $m_{\text{eff}}$ at low values is not vital to the low-mass analysis as $m_{\text{eff}}$ is only explicitly used in CRWLM where the selection cut is relatively loose ($m_{\text{eff}} < 400$ GeV). Only a subset of events in SRLM would be affected by the mismodelling. These values do not enter into the high-mass analysis as $m_{\text{eff}} > 400$ GeV for all the high-mass control regions, VRHM, and SRHM.

In Figures 6.9 and 8.8, the deviation of the data from the Standard Model expectations in the region of $20 < m_{T2}(b\ell, b\tau_{\text{had}}) < 40$ GeV is known to be the result of mismodelling of events containing fake hadronically decaying taus. This is only a subset of SRLM, which is partly defined by the cut $m_{T2}(b\ell, b\tau_{\text{had}}) < 60$ GeV. The overall number of events expected from the Standard Model in SRLM is the same as when using the same-sign method to model events containing a fake hadronically decaying tau. This mismodelling does not affect the high-mass analysis because $m_{T2}(b\ell, b\tau_{\text{had}}) > 180$ GeV for all the high-mass control regions, VRHM, and SRHM.

Even if there is some mismodelling of some distributions within SRLM, there is still confidence that the total number of events expected from the Standard Model backgrounds in the signal region is sufficiently well modelled because the overall number of events in SRLM when using the nominal method to model the fake hadronically decaying tau contribution is the same as when using the same-sign method.
Figure 8.5: SRHM N-1: Distribution of $E_T^{\text{miss}}$ for events passing all the lepton–hadron HM signal region requirements, except that on $E_T^{\text{miss}}$. The contributions from all SM backgrounds are shown as a histogram stack; the bands represent the total uncertainty. The background yields have been rescaled by the post-fit normalisation factors. The distributions expected for two signal models are also shown. The line and arrow show the cut on the plotted variable that is required for the SRHM selection.

Figure 8.6: SRLM N-1: Distribution of $H_T/m_{\text{eff}}$ for events passing all the lepton–hadron HM signal region requirements, except that on $H_T/m_{\text{eff}}$. The contributions from all SM backgrounds are shown as a histogram stack; the bands represent the total uncertainty. The background yields have been rescaled by the post-fit normalisation factors. The distributions expected for two signal models are also shown. The line and arrow show the cut on the plotted variable that is required for the SRLM selection.
Figure 8.7: SRLM N-1: Distribution of $(p_T^\ell + p_T^{\text{had}})/m_{\text{eff}}$ for events passing all the lepton–hadron HM signal region requirements, except that on $(p_T^\ell + p_T^{\text{had}})/m_{\text{eff}}$. The contributions from all SM backgrounds are shown as a histogram stack; the bands represent the total uncertainty. The background yields have been rescaled by the post-fit normalisation factors. The distributions expected for two signal models are also shown. The line and arrow show the cut on the plotted variable that is required for the SRLM selection.
Figure 8.8: SRLM N-1: Distribution of $m_{T2}(b\ell, b\tau_{\text{had}})$ for events passing all the lepton–hadron LM signal region requirements, except that on $m_{T2}(b\ell, b\tau_{\text{had}})$. The contributions from all SM backgrounds are shown as a histogram stack; the bands represent the total uncertainty. The background yields have been rescaled by the post-fit normalisation factors. The overflow bin in the $m_{T2}(b\ell, b\tau_{\text{had}})$ plot is filled with the events that have for both pairings of $m(b\ell)$ and $m(b\tau_{\text{had}})$ at least one invariant mass larger than $m_t$. The distributions expected for two signal models are also shown. The line and arrow show the cut on the plotted variable that is required for the SRLM selection. This figure was taken from Reference [57].
Figure 8.9: SRHH N-1: Distribution of $m_{T^2}(\tau_{\text{had}}, \tau_{\text{had}})$ for events passing all the hadron–hadron signal region requirements, except that on $m_{T^2}(\tau_{\text{had}}, \tau_{\text{had}})$. The contributions from all SM backgrounds are shown as a histogram stack; the bands represent the total uncertainty. The background yields have been rescaled by the post-fit normalisation factors. The distributions expected for two signal models are also shown. This figure was taken from Reference [57]. The line and arrow show the cut on the plotted variable that is required for the hadron–hadron selection.

8.2 Lepton-lepton and hadron-hadron channels

The number of events in the hadron–hadron signal region is given in Table 8.1. For both the lepton–lepton and the hadron–hadron analyses, the numbers of observed events in the signal regions are consistent with the Standard Model expectations. Figure 8.9 shows an N-1 distribution for $m_{T^2}(\tau_{\text{had}}, \tau_{\text{had}})$ for events entering the hadron–hadron signal region. The hadron–hadron channel focuses on the light scalar tau region of the stop-stau mass plane with a cut of $m_{T^2}(\tau_{\text{had}}, \tau_{\text{had}}) > 50$ GeV, which is looser than the lepton–hadron SRHM cut of $m_{T^2}(\ell, \tau_{\text{had}}) > 120$ GeV (see Figure 8.3). The observed data match the Standard Model expectations over the full $m_{T^2}(\tau_{\text{had}}, \tau_{\text{had}})$ distribution. No numbers from the lepton–lepton analysis will be shown here because there are a large number of signal regions and the lepton–lepton analysis is a re-interpretation of the results of a different scalar top search [133, 132].
Chapter 9

Statistical methods and interpretation

This chapter discusses the statistical procedures used to perform the analysis and then interpret the results. The details of the likelihood function used to perform the background-only fit (introduced in Chapter 6) and the exclusion limits will be defined. The procedures used to set exclusion limits on the signal process will then be defined and applied to this analysis to exclude regions of the stop-stau mass plane at the 95% confidence level. The exclusions are calculated using the HistFitter program [144], which uses the software packages HistFactory [156] and RooStats [157]. In this chapter, the equations used for the statistical procedures will be presented first and then the variables used in those equations will be defined.

9.1 Statistical procedure

9.1.1 Likelihood function

The likelihood function gives a relative probability of obtaining a particular result. It is generally composed of probability distribution functions. The maximum value of the likelihood is achieved with the set of parameters that estimate the true underlying values for a given set of observations and under a given set of assumptions. These parameters are called maximum-likelihood estimators [158].

The likelihood function used in this analysis is defined in Equation 9.2. There are two main pieces to the likelihood function: one piece that includes the number of events in each control region and signal region from all the background processes
and the signal process ($P_{CR,SR}$), and another piece to constrain the nuisance parameters, which are typically associated with systematic uncertainties ($C_{syst.}$). Probability density functions can also be included for other parameters of interest such as the background normalisation scale factors.

$$L(\mu, \theta) = P_{CR,SR}C_{syst.}$$ (9.1)

$$= \prod_{r}^{SR, CRs} \text{Poisson} \left( N_{obs}^{r} \mid N_{exp}^{r} (\mu) \right) \prod_{s}^{\text{systematics}} g (\theta_{s}) ,$$ (9.2)

On the left hand side of Equation 9.2 the vector $\mu$ contains all the scale factors for the background processes and the signal process. Every systematic uncertainty, $s$, is described by a nuisance parameter, $\theta_{s}$, which parametrises the systematic uncertainty. The vector $\theta$ is the set of all the nuisance parameters.

The $P_{CR,SR}$ factor is made up of Poisson distributions for the control regions and the signal region. Each Poisson distribution is a function of the observed and expected number of events in the region. Expanding $P_{CR,SR}$ to show these separately gives:

$$P_{CR,SR} = \prod_{r}^{SR, CRs} \text{Poisson} \left( N_{obs}^{r} \mid N_{exp}^{r} (\mu) \right)$$ (9.3)

$$= \text{Poisson} \left( N_{SR}^{obs} \mid N_{SR}^{exp} (\mu) \right) \prod_{r}^{CRs} \text{Poisson} \left( N_{r}^{obs} \mid N_{r}^{exp} (\mu) \right)$$ (9.4)

The expected and observed number of events in region $r$ are represented by $N_{r}^{exp}$ and $N_{r}^{obs}$ respectively. Each is a sum over all the processes that contribute towards the total number of events and includes scale factors to correct some of the cross-sections (see Chapter 6). To simplify the notation, every process is assigned a scale factor, but that scale factor can be set to one. The expected number of events can be expanded as

$$N_{r}^{exp} (\mu) = \sum_{p}^{b+s \text{ processes}} \mu_{p} N_{r,p}^{exp}$$ (9.5)

where $N_{r,p}^{exp}$ is the expected number of events in region $r$ by process $p$ and $\mu_{p}$ is the background normalisation scale factor for process $p$. Note that the summation is over
all the background processes as well as the signal process. The background-only fit
determines the values of $\mu_p$ for $\bar{t}t$ with a true $\tau_{\text{had}}$, $\bar{t}t$ with a fake $\tau_{\text{had}}$, and the $W+\text{jets}$
processes. For each of the other background processes, the number of expected events
is directly taken from simulation so $\mu_p = 1$. For a signal with the nominal cross-
section, $\mu \equiv \mu_{\text{signal}} = 1$. This analysis only searches for signals that add events to
the Standard Model background so $\mu \geq 0$. Expanding Equation 9.5 to show all the
normalisation parameters gives:

\begin{equation}
N_{r}^{\text{exp}}(\mu) = \mu N_{r,\text{sig.}}^{\text{exp}} + \mu_{\bar{t}t \text{ true } \tau_{\text{had}}} N_{r,\bar{t}t \text{ true } \tau_{\text{had}}}^{\text{exp}} + \mu_{\bar{t}t \text{ fake } \tau_{\text{had}}} N_{r,\bar{t}t \text{ fake } \tau_{\text{had}}}^{\text{exp}} + \mu_{W+\text{jets}} N_{r,W+\text{jets}}^{\text{exp}} + \sum_{p} N_{r,p}^{\text{exp}}.
\end{equation}

(9.6)

The systematic uncertainties are considered independent and included in $C_{\text{syst.}}$
as just the product of their probability distributions, $g(\theta_s)$. Each systematic uncer-
tainty, $s$, is described by a nuisance parameter, $\theta_s$, which parametrises the systematic
uncertainty. For each parametrisation, $\theta_s$, there is a nominal value and an up/down
variation. All the systematic uncertainties in the likelihood function in this analysis
are treated as Gaussian distributions with a mean of zero and a standard deviation
of one, and so the parametrisation has to be transformed:

\begin{equation}
\frac{g(\theta_s) - g_0(\theta_s)}{\sigma(g(\theta_s))} \rightarrow g(\theta_s),
\end{equation}

(9.7)

where $g_0(\theta_s)$ is the mean value of Gaussian distribution before normalisation, and
$\sigma(g(\theta_s))$ is the standard deviation of the Gaussian distribution before normalisation.

9.1.2 Background-only fit

The background-only fit is implemented by maximising a likelihood function. A
separate likelihood function and fit are created for each of the low-mass and high-
mass lepton–hadron analyses. The background normalisation factors are a subset of
the maximum-likelihood estimators.

The background-only fit is performed only in the control regions. The fit does not
include any information about the number of observed events in the signal region nor
the validation region so that unbiased comparisons can be made of the observed and expected number of events in these regions. The control regions are assumed to have zero signal contamination, which is imposed by setting $\mu = 0$.

### 9.1.3 CLs

When the data in the signal region are statistically consistent with the Standard Model background, the results can be used to place bounds on new physics theories. In this section, $\text{CL}_s$ will be defined and its usage explained. This quantity is used to perform statistical tests of background and signal hypotheses. Equation 9.8 defines $\text{CL}_s$ as a ratio of two probabilities where one probability assumes the signal model exists and the other assumes the background-only hypothesis [159, 160]. A model is said to be excluded if $\text{CL}_s < 0.05$ and in this way $\text{CL}_s$ is used like a confidence level. All the different parts of the $\text{CL}_s$ definition will be defined and described in this section. The procedure to calculate $\text{CL}_s$ is further described in Reference [160].

\[
\text{CL}_s (\mu) = \frac{P (\tilde{q}_\mu \geq \tilde{q}_\mu^{\text{obs}} | \mu_t = \mu)}{P (\tilde{q}_\mu \geq \tilde{q}_\mu^{\text{obs}} | \mu_t = 0)} \tag{9.8}
\]

\[
= \frac{\int_{\tilde{q}_\mu^{\text{obs}}}^{\infty} f (\tilde{q}_\mu | \mu_t = \mu) d\tilde{q}_\mu}{\int_{\tilde{q}_\mu^{\text{obs}}}^{\infty} f (\tilde{q}_\mu | \mu_t = 0) d\tilde{q}_\mu} \tag{9.9}
\]

In ATLAS and CMS, $\text{CL}_s$ is defined using the test statistic $\tilde{q}_\mu$, which is defined in Equation 9.10.

\[
\tilde{q}_\mu = -2 \ln \frac{L (\mu, \hat{\mu}_{\text{dom. bkg.}}, \hat{\theta}(\mu))}{L (\hat{\mu}, \hat{\mu}_{\text{dom. bkg.}}, \hat{\theta})}, \quad 0 \leq \hat{\mu} \leq \mu \tag{9.10}
\]

This test statistic is a likelihood ratio where the likelihood function is defined by Equation 9.2. More details about this test statistic can be found in Reference [161]. The two likelihood functions in the definition of $\tilde{q}_\mu$ are calculated with different values of the signal strength $\mu$, the nuisance parameters $\theta$, and $\mu_{\text{dom. bkg.}}$, where $\mu_{\text{dom. bkg.}}$ is the set of scale factors for the dominant backgrounds that are associated with the control regions:

\[
\mu_{\text{dom. bkg.}} = [\mu_t \text{true } \tau_{\text{had}}, \mu_t \text{ fake } \tau_{\text{had}}, \mu_{W+\text{jets}}] \tag{9.11}
\]
For the lepton–hadron channel this means that there are four free normalisation factors in \( \tilde{q}_\mu \) while all the other background normalisation factors are set to 1. In the denominator of Equation 9.10, \( \hat{\mu} \), \( \hat{\mu}_{\text{dom. bkg.}} \), and \( \hat{\theta} \) are the values of \( \mu \), \( \mu_{\text{dom. bkg.}} \), and \( \theta \) that maximise the likelihood function. The likelihood function in the denominator, \( L \left( \hat{\mu}, \hat{\mu}_{\text{dom. bkg.}}, \hat{\theta} \right) \), is the maximised unconditional likelihood function and \( \hat{\mu} \), \( \hat{\mu}_{\text{dom. bkg.}} \), and \( \hat{\theta} \) are its maximum-likelihood estimators. In the numerator, \( \mu \) is fixed (typically \( \mu = 1 \) to study the nominal signal strength), and the likelihood is calculated using the values of \( \mu_{\text{dom. bkg.}} \) and \( \theta \) that maximise the likelihood function for the fixed \( \mu \). The likelihood function in the numerator, \( L \left( \mu, \hat{\mu}_{\text{dom. bkg.}}, \hat{\theta} \left( \mu \right) \right) \), is the conditional maximum-likelihood function for the chosen \( \mu \), and \( \hat{\mu}_{\text{dom. bkg.}} \) and \( \hat{\theta} \) are the corresponding conditional maximum-likelihood estimators. Since the signal contamination in the control regions is small, the maximum-likelihood estimators of \( \mu_{\text{dom. bkg.}} \) should be similar to the \( \mu_{\text{dom. bkg.}} \) values from the background-only fit.

Since both the likelihood functions in Equation 9.10 have to be \( \geq 0 \) and the likelihood function in the denominator is the overall maximum-likelihood, the following limits can be set:

\[
0 \leq \frac{L \left( \mu, \hat{\mu}_{\text{dom. bkg.}}, \hat{\theta} \left( \mu \right) \right)}{L \left( \hat{\mu}, \hat{\mu}_{\text{dom. bkg.}}, \hat{\theta} \right)} \leq 1.
\]  

(9.12)

This guarantees \( \tilde{q}_\mu \geq 0 \). Small values of \( \tilde{q}_\mu \) correspond to \( L \left( \mu, \hat{\mu}_{\text{dom. bkg.}}, \hat{\theta} \left( \mu \right) \right) \sim L \left( \hat{\mu}, \hat{\mu}_{\text{dom. bkg.}}, \hat{\theta} \right) \), where the theory with the specified \( \mu \) value gives results similar to the data. Large values of \( \tilde{q}_\mu \) correspond to \( L \left( \mu, \hat{\mu}_{\text{dom. bkg.}}, \hat{\theta} \left( \mu \right) \right) \ll L \left( \hat{\mu}, \hat{\mu}_{\text{dom. bkg.}}, \hat{\theta} \right) \), where the data disfavour the theory with the specified \( \mu \).

The \( f \) functions in Equation 9.9 are the probability distribution functions of \( \tilde{q}_\mu \). The variable \( \mu_t \) is the true value for \( \mu \) in the \( f \) distribution. The probability distribution function \( f \left( \tilde{q}_\mu | \mu_t = 0 \right) \) is the probability distribution of \( \tilde{q}_\mu \) where the background-only hypothesis is true.

To be able to integrate over the \( f \) functions as done in Equation 9.9, the shapes of the distributions are required. The \( f \) distributions are determined using toy Monte Carlo event distributions (or “pseudo-data”) where the “observed” values for the region event counts are randomly generated from Poisson distributions as defined in the likelihood function. The procedure of randomly generating the number of events in each
region makes use of the number of background events and the number of signal events scaled by $\mu_t$. Every pseudo-data sample leads to a different $\tilde{q}_\mu$. Since the true values of the nuisance parameters are not known the pseudo-data should ideally also randomly generate the values of the nuisance parameters as well, but for practical reasons HistFitter sets the nuisance parameters to their central values [144]. Every maximisation of a likelihood function is done numerically. When numerically calculating the unconditional maximum-likelihood $L\left(\hat{\mu}, \hat{\mu}_{\text{dom. bkg.}}, \hat{\theta}\right)$ the maximum-likelihood estimator $\hat{\mu}$ should converge towards $\mu_t$.

Returning to the definition of $CL_s$, the numerator of Equation 9.8 quantifies the level of agreement between the data and the signal plus background with the signal cross-section scaling factor set to $\mu$ and for the observed value of the test statistic, $\tilde{q}_\mu^{\text{obs}}$. The quantity $P\left(\tilde{q}_\mu \geq \tilde{q}_\mu^{\text{obs}}|\mu_t = \mu\right)$ can by itself be used to exclude signal models (e.g. reject a model if $P\left(\tilde{q}_\mu \geq \tilde{q}_\mu^{\text{obs}}|\mu_t = \mu\right) < 0.05$) but it will occasionally exclude models to which the analysis has little to no sensitivity. An exclusion can happen when the observed number of events undergoes a large downward fluctuation such that $\int_{\tilde{q}_\mu^{\text{obs}}}^{\infty} f\left(\tilde{q}_\mu | \mu_t = \mu\right) d\tilde{q}_\mu < 0.05$ and $\int_{\tilde{q}_\mu^{\text{obs}}}^{\infty} f\left(\tilde{q}_\mu | \mu_t = 0\right) d\tilde{q}_\mu < 0.05$ (i.e. $\tilde{q}_\mu^{\text{obs}}$ is in the tail of both the $f\left(\tilde{q}_\mu | \mu_t = \mu\right)$ and $f\left(\tilde{q}_\mu | \mu_t = 0\right)$ distributions). The $CL_s$ variable is protected against this because it is conservatively scaled to be larger than $P\left(\tilde{q}_\mu \geq \tilde{q}_\mu^{\text{obs}}|\mu_t = \mu\right)$ by using a measure of the compatibility of the data with the background-only hypothesis, $P\left(\tilde{q}_\mu \geq \tilde{q}_\mu^{\text{obs}}|\mu_t = 0\right)$. When the analysis has a strong separation between the signal and background then the $P\left(\tilde{q}_\mu \geq \tilde{q}_\mu^{\text{obs}}|\mu_t = 0\right)$ in the denominator will only create a small difference between $CL_s$ and $P\left(\tilde{q}_\mu \geq \tilde{q}_\mu^{\text{obs}}|\mu_t = \mu\right)$. When the analysis has little sensitivity to the signal and a fluctuation occurs that could lead to incorrectly excluding the signal, then the denominator in the $CL_s$ variable is small and penalises $P\left(\tilde{q}_\mu \geq \tilde{q}_\mu^{\text{obs}}|\mu_t = \mu\right)$.

### 9.2 Limit results

In this analysis, a $CL_s$ value is calculated for every generated signal grid point in the stop-stau mass plane. The signal grid points are shown in the exclusion plot (Figure 9.6) shown later in this chapter. Whenever $CL_s\left(\mu = 1|m_{\tilde{t}_1}, m_{\tilde{\tau}_1}\right) < 0.05$ then that signal point is excluded at the 95% confidence level. Since the signal grid is discrete, ROOT is used to interpolate the contour line between adjacent signal grid points. It is also possible to calculate an upper limit on the cross-section of the signal by finding the $\mu$ value for which $CL_s\left(\mu|m_{\tilde{t}_1}, m_{\tilde{\tau}_1}\right) < 0.05$. These are all model-
Figure 9.1: Observed and expected exclusion contours at 95% CL in the stop-stau mass plane from the lepton–hadron low-mass selection. The dashed and solid lines show the 95% CL expected and observed limits, respectively, including all uncertainties except for the theoretical signal cross-section uncertainty. The band around the expected limit shows the ±1σ expectation. The dotted ±1σ lines around the observed limit represent the results obtained when varying the nominal signal cross-section up or down by the theoretical uncertainty. The LEP limit on the mass of the scalar tau is also shown. This figure was taken from Reference [57].

9.2.1 Lepton-hadron limits

The exclusion curves for the low-mass and high-mass signal regions of the lepton–hadron analysis are shown in Figures 9.1 and 9.2 respectively.

All the area within the solid red curve is the region of phase space that is excluded by the observed data. The systematic uncertainties for the signal are included in
the same way as the systematic uncertainties for the background processes, with
the exception of the signal cross-section, which is included as ±1σ variations to the
observed limit and shown as separate dotted red curves. The area encompassed by
the dotted black curve shows the expected exclusion region. The yellow bands around
the expected exclusion contour line represent the ±1σ expectations. The green area
indicates the LEP exclusion of scalar tau masses below 87 GeV as discussed in Section
6.1. The LEP limit is based on direct searches for scalar tau pair production, and is
valid for all scalar top masses. The dotted grey line shows the kinematic limit of the
decay of a scalar top into a scalar tau: $m_{\tilde{t}_1} < m_b + m_{\tilde{\tau}_1}$.

In Figure 9.1 the exclusion curve excludes low scalar top and scalar tau masses,
which is approximately the region of phase space where the SRLM selection was designed to be sensitive. The exclusion curve does not get very close to the $m_{\tilde{t}_1} < m_b + m_{\tilde{\tau}_1}$ kinematic limit; the signal region was not designed to be sensitive to the signal in this part of phase space because it was covered by the lepton–lepton analysis. By design, the low mass signal region focuses on low mass scalar tops with cuts like $m_{T2}(b\ell, b) < 100$ GeV and so there is also a maximum scalar top mass limit for the exclusion contour. The exact value of what the maximum value should be cannot easily be determined from either the $m_{T2}(b\ell, b) < 100$ GeV cut or the $m_{T2}(b\ell, b\nu_{\text{had}}) < 60$ GeV cut because of the nature of these variables. This is partly because $m_{T2}$ variables are kinematically limited from above, not below, by the mass of the parent particle, and because the $m_{T2}(b\ell, b)$ definition assumes a $W$ boson mass in the decay chain while there are no $W$ bosons in the signal process. The expected and observed exclusion limit contours have approximately the same complicated shape for scalar top masses in the range of roughly 200 GeV to 220 GeV, for example the point $(m_{\tilde{t}_1}, m_{\tilde{\tau}_1}) = (214, 130)$ GeV is within the expected and observed exclusion contours but $(m_{\tilde{t}_1}, m_{\tilde{\tau}_1}) = (214, 100)$ GeV is within neither contour. This is partly because the low-mass signal region becomes more sensitive to the signal as the scalar tau mass increases (until the kinematic limit effects come into play). This gain in sensitivity is partly the result of the $(p_T^\ell + p_T^{\nu_{\text{had}}})/m_{\text{eff}} > 0.2$ cut. The gain in sensitivity of the signal region with increasing scalar tau masses counters the decrease in sensitivity of the SR to the signal with increasing scalar top masses.

The high-mass analysis expected and observed exclusion contours in Figure 9.2 also have shapes that are similar to each other and relatively complex. The contours do not get very close to the kinematic limit, just as was the case with the low-mass analysis and for the same reasons. The high-mass signal region was designed to be sensitive to higher scalar top masses with the cut $m_{T2}(b\ell, b\nu_{\text{had}}) > 180$ GeV and so the exclusion contours only extend to scalar top masses as low as approximately this cut value. The production cross-section of pair-produced scalar tops decreases as the mass of the scalar top increases and so there is also an upper limit to the mass of a scalar top that can be excluded, which gives the right edge of the expected and observed exclusion contours. The most powerful cut in the high-mass analysis is the $m_{T2}(\ell, \nu_{\text{had}}) > 120$ GeV cut, which accepts more signal events as the mass of the scalar tau increases. The result is similar to the situation in the low-mass analysis: the higher the scalar tau mass, the higher the mass of the scalar top that is excluded (expected and observed).
Figure 9.3: Observed and expected exclusion contours at 95% CL in the stop-stau mass plane from the lepton–lepton selections of Reference [133]. The dashed and solid lines show the 95% CL expected and observed limits, respectively, including all uncertainties except for the theoretical signal cross-section uncertainty. The band around the expected limit shows the ±1σ expectation. The dotted ±1σ lines around the observed limit represent the results obtained when varying the nominal signal cross-section up or down by the theoretical uncertainty. The LEP limit on the mass of the scalar tau is also shown. This figure was taken from Reference [57].

The shape of the exclusion contours will further discussed in Section 9.2.3 after the introduction of the exclusion contours from the other analysis channels.

9.2.2 Lepton-lepton and hadron-hadron limits

The exclusion limits for the lepton–lepton channel and the hadron–hadron channel are shown in Figures 9.3 and 9.4. These plots are taken from Reference [57]. As expected from the design of the lepton–lepton analysis, the exclusion contour extends very close to the kinematic limit line. The exclusion contour of the hadron–hadron analysis is also as expected because the signal region was designed to be sensitive to very low scalar tau masses for a wide range of scalar top masses.
Figure 9.4: Observed and expected exclusion contours at 95% CL in the stop-stau mass plane from the hadron–hadron selection. The dashed and solid lines show the 95% CL expected and observed limits, respectively, including all uncertainties except for the theoretical signal cross-section uncertainty. The band around the expected limit shows the ±1σ expectation. The dotted ±1σ lines around the observed limit represent the results obtained when varying the nominal signal cross-section up or down by the theoretical uncertainty. The LEP limit on the mass of the scalar tau is also shown. This figure was taken from Reference [57].
9.2.3 Combined limits

For each point in the stop-stau mass plane an expected exclusion limit ($\text{CL}_s$) is calculated for both the lepton–hadron signal regions, the hadron–hadron signal region, and the lepton–lepton analysis. For the lepton–lepton analysis, several signal regions were statistically combined to calculate the exclusion limits (see [133] for details). Figure 9.5 shows the expected and observed exclusions from the combination of the three analysis channels. The combined exclusion plot uses at each individual grid point the selection that gives the best expected exclusion (the smallest expected $\text{CL}_s$ value).

The same exclusion curve is also shown in Figure 9.6, which has an overlay identifying the analysis that produces the best expected exclusion for each grid point. Figure 9.7 has an overlay giving the expected 95% CL excluded cross-section times branching ratio values, where $\text{BR} \left( \tilde{t}_1 \rightarrow \tilde{\tau}_1 b \nu \right) = 1$ and $\text{BR} \left( \tilde{\tau}_1 \rightarrow \tau G \right) = 1$. These values are calculated by first determining the $\mu$ value that gives $\text{CL}_s = 0.05$, which is represented by $\mu^{95\%}$. This is performed using a scan of $\mu$ values. The excluded cross-section times branching ratio values in the figure overlay are calculated as $\mu^{95\%} \times \sigma_{\text{signal}} (m_{\tilde{t}_1})$, where $\sigma_{\text{signal}} (m_{\tilde{t}_1})$ is the production cross-section of the signal associated with the specific signal grid point.

The convention for quoting numerical values for the masses that are excluded by the data is based on the $-1\sigma$ theoretical exclusion contours (the more conservative dotted red curve). As can be seen from Figure 9.5, the analyses together exclude models with a scalar top mass below approximately 490 GeV for all possible masses of the scalar tau. Depending on the mass of the scalar tau some models with a scalar top mass can be excluded up to approximately 640 GeV. The figure does not show scalar top masses below 150 GeV because if a scalar top did exist with a mass in this range it would have been detected by the ATLAS, CMS, and Tevatron measurements of the $t\bar{t}$ cross-section [162, 163, 164, 165, 166, 167]. The cross-section times branching ratio of the decay of a pair of scalar tops to two tau leptons for scalar top masses below 150 GeV could be approximately 25 times larger than that of the dominant $t\bar{t}$ background decaying into the same di-tau final state.

Some of the exclusion contour shape features are not the result of the physics but the result of the contour interpolation tools coupled with the fact that a discrete grid of signal points is used. The dependence of the contour shape on the discrete sampling of the stop-stau mass plane is most visible in Figure 9.6. The staircase
Figure 9.5: Observed and expected exclusion contours at 95% CL in the stop-stau mass plane from the combination of all selections. The dashed and solid lines show the 95% CL expected and observed limits, respectively, including all uncertainties except for the theoretical signal cross-section uncertainty. The band around the expected limit shows the ±1σ expectation. The dotted ±1σ lines around the observed limit represent the results obtained when varying the nominal signal cross-section up or down by the theoretical uncertainty. The LEP limit on the mass of the scalar tau is also shown. This figure was taken from Reference [57].
Figure 9.6: Observed and expected exclusion contours at 95% CL in the stop-stau mass plane from the combination of all selections. The dashed and solid lines show the 95% CL expected and observed limits, respectively, including all uncertainties except for the theoretical signal cross-section uncertainty. The band around the expected limit shows the ±1σ expectation. The dotted ±1σ lines around the observed limit represent the results obtained when varying the nominal signal cross-section up or down by the theoretical uncertainty. The numbers indicate which analysis gave the best exclusion for the combined: 1=lepton–hadron SRLM, 2=hadron–hadron, 3=lepton–lepton, 5=lepton–hadron SRHM. This figure was taken from Reference [57].
shape of the exclusion contours near the kinematic limit line is not physical but an artifact from the way that ROOT interpolates the contour line. Another artifact from the contour interpolation is around the signal point \((m_{\tilde{t}_1}, m_{\tilde{\tau}_1}) = (640, 400)\) GeV. The exclusion contour line should pass through this point based on the interpolation of the CLs values between the grid points above and below this one; however, this point itself has a CLs value that is slightly above the exclusion threshold and so the contour line takes a detour around the point. At some locations in the signal grid there are gaps and the interpolation of the expected, observed, and ±1σ contour lines through these areas may be less accurate. This is the case around the points \((m_{\tilde{t}_1}, m_{\tilde{\tau}_1}) \sim (500, 460), (640, 550), (700, 550)\) GeV, and along the kinematic limit line for \(m(\tilde{t}_1) \gtrsim 500\) GeV. The extrapolation function only uses adjacent points along the horizontal and vertical directions so the missing point at \((m_{\tilde{t}_1}, m_{\tilde{\tau}_1}) \sim (700, 140)\) GeV has no effect on the contour lines.

### 9.2.4 Model-independent limits

To make the results more useful (e.g. for theorists studying different signal models), limits are also set in a model-independent way. The procedure to calculate the model-independent limits is very similar to how the model-dependent \(\mu^{95\%}\) limits are calculated but with a few modifications. In the model-independent calculation the number of expected events from a signal in the signal region is set to one \(N_{\text{exp.}, \text{sig.}} = 1\), and the signal contamination set to zero in the control regions. Again, a scan over \(\mu\) is used to determine the value of \(\mu\) that gives \(\text{CL}_s = 0.05\), which will be referred to as \(\mu_{\text{ind.}}\). The expected and observed upper limits on the number of events from physics beyond the Standard Model at the 95% confidence level are represented by \(S_{\text{exp.}}^{95}\) and \(S_{\text{obs.}}^{95}\) respectively, and for each signal region can be calculated very simply as:

\[
S_{\text{obs.}}^{95} = \mu_{\text{ind.}} \times N_{\text{exp.}, \text{SR, sig.}}^{\text{exp.}}
\]

\[
S_{\text{obs.}}^{95} = \mu_{\text{ind.}} \times N_{\text{obs.}}^{\text{exp.}}
\]

With the total integrated luminosity, one can calculate an upper limit on the expected and observed “visible cross-sections”, represented by \(\sigma_{\text{vis}}^{\text{exp.}}\) and \(\sigma_{\text{vis}}^{\text{obs.}}\) respectively. The calculation for the observed (expected) visible cross-section is simply
Figure 9.7: Observed and expected exclusion contours at 95% CL in the stop-stau mass plane from the combination of all selections. The dashed and solid lines show the 95% CL expected and observed limits, respectively, including all uncertainties except for the theoretical signal cross-section uncertainty. The band around the expected limit shows the ±1σ expectation. The dotted ±1σ lines around the observed limit represent the results obtained when varying the nominal signal cross-section up or down by the theoretical uncertainty. The numbers indicate the 95% CL excluded cross-section times branching ratio in picobarns. This figure was taken from Reference [57].
\[ \sigma_{\text{vis}}^{\text{obs. (exp.)}} = \frac{S_{\text{obs. (exp.)}}^{95}}{\int L \, dt}, \]  

(9.15)

where \( \int L \, dt \) is the integrated luminosity usable for the analysis channel. The observed (expected) visible cross-section is defined as

\[ \sigma_{\text{vis}}^{\text{obs. (exp.)}} = A \epsilon \sigma, \]  

(9.16)

where \( A \) is the acceptance defined as the fraction of events passing the geometric and kinematic selections at particle level, \( \epsilon \) is the detector reconstruction, identification and trigger efficiency, and \( \sigma \) is the production cross-section for a signal of physics beyond the Standard Model. The model-independent upper limits for the lepton–hadron channel are shown in Table 9.1.

Table 9.1: Left to right: Total constrained background yields, number of observed events, 95\% CL observed (expected) upper limits on the number of BSM events, \( S_{\text{obs. (exp.)}}^{95} \), and the visible cross-section, \( \sigma_{\text{vis}}^{\text{obs. (exp.)}} \).

<table>
<thead>
<tr>
<th>Signal Region</th>
<th>Background</th>
<th>Observation</th>
<th>( S_{\text{obs. (exp.)}}^{95} )</th>
<th>( \sigma_{\text{vis}}^{\text{obs. (exp.)}} ) [fb]</th>
</tr>
</thead>
<tbody>
<tr>
<td>SRLM</td>
<td>22.1 ± 4.7</td>
<td>20</td>
<td>12.4 (13.2^{+4.9}_{-3.5})</td>
<td>0.61 (0.65^{+0.24}_{-0.17})</td>
</tr>
<tr>
<td>SRHM</td>
<td>2.1 ± 1.5</td>
<td>3</td>
<td>6.4 (5.2^{+2.6}_{-0.9})</td>
<td>0.31 (0.26^{+0.13}_{-0.04})</td>
</tr>
</tbody>
</table>
Chapter 10

Conclusions

A search for the pair production of scalar tops decaying to two tau leptons and large amounts of missing transverse momentum was conducted using 20 fb$^{-1}$ of proton–proton collision data at $\sqrt{s} = 8$ TeV, collected by the ATLAS experiment at the LHC in 2012. The search was made using events with either two hadronically decaying taus, two light leptons, or one hadronically decaying tau and one light lepton.

The focus of this work was on the channel including one hadronically decaying tau and one leptonically decaying tau. Two signal regions were defined, one to search for scalar tops with masses similar to or smaller than the top-quark mass (SRLM) and a second one (SRHM) to search for scalar tops that are heavier than the top quark. Three control regions were also defined for each signal region to normalise the simulated dominant backgrounds with true or fake hadronically decaying taus to the data. The results of the normalisations were tested in the validation regions, of which there was one for each signal region. The selections defining the signal regions, control regions, and validation regions for the low-mass and high-mass lepton–hadron analyses were defined in Tables 6.1 and 6.2 respectively.

The results from the lepton–lepton, lepton–hadron, and hadron–hadron channels were in agreement with the Standard Model predictions and so limits were set at the 95% confidence level assuming the nominal production cross-section minus 1$\sigma$. For the specific model being studied, scalar tops with a mass below approximately 490 GeV were excluded for all masses of the scalar tau. Lower limits on the scalar top mass were set between 490 and 640 GeV for scalar tau masses between the LEP limit of 87 GeV and the kinematic limit of $m_{\tilde{t}_1} < m_b + m_{\tilde{\tau}_1}$. The excluded region of the stop-stau mass plane from the combination of all three channels is shown in Figure
9.5. Table 9.1 gives the model-independent upper limits on the visible cross-sections associated with the two lepton–hadron signal regions.

This research did not find any evidence for new physics, but the lower limits on the scalar top mass are eating away at the available phase space for the existence of a scalar top. As searches for the scalar top exclude the particle at higher and higher masses, the ability for supersymmetry to address the fine-tuning problem is weakened. Since supersymmetry has many free parameters it is very difficult for experiments to exclude the entire phase space of the theory; however, if the ability of the theory to address the open questions in particle physics is sufficiently weakened then the theory may be excluded in the relevant phase space. This work adds to the growing set of scalar top searches that are excluding scalar tops to higher and higher masses and may one day eventually lead to a discovery of new physics or a change in focus of searches for new physics.
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